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INTRODUCTION



The Ten Great Inventions of Evolution

Set against the consuming blackness of space, the earth is a beguiling blue-green ball. Barely two dozen people have ever experienced the emotion of seeing our planet from the moon and beyond, yet the fragile beauty of the pictures they sent back home is engraved in the minds of a generation. Nothing compares. Petty human squabbles over borders and oil and creed vanish in the knowledge that this living marble surrounded by infinite emptiness is our shared home, and more, a home we share with, and owe to, the most wonderful inventions of life.

Life itself transformed our planet from the battered and fiery rock that once orbited a young star, to the living beacon that is our world seen from space. Life itself turned our planet blue and green, as tiny photosynthetic bacteria cleansed the oceans of air and sea, and filled them with oxygen. Powered by this new and potent source of energy, life erupted. Flowers bloom and beckon, intricate corals hide darting gold fish, vast monsters lurk in black depths, trees reach for the sky, animals buzz and lumber and see. And in the midst of it all, we are moved by the untold mysteries of this creation, we cosmic assemblies of molecules that feel and think and marvel and wonder at how we came to be here.

For the first time in the history of our planet, we know. This is no certain knowledge, no stone tablet of truth, but the ripening fruits of mankind’s greatest quest, to know and understand the living world around us and within us. We have understood in outline since Darwin, of course, whose Origin of Specieswas published 150 years ago. Since Darwin our knowledge of the past has been fleshed out not only with fossils filling in gaps, but with an understanding of the intimate structure of the gene–an understanding that now underpins every stitch in the rich tapestry of life. And yet it is only in the last decades that we have moved from theory and abstract knowledge to a vibrant and detailed picture of life, written in languages that we have only recently begun to translate, and which hold the keys not only to the living world around us but also to the most remote past.

The story that unfurls is more dramatic, more compelling, more intricate than any creation myth. Yet like any creation myth, it is a tale of transformations, of sudden and spectacular changes, eruptions of innovation that transfigured our planet, overwriting past revolutions with new layers of complexity. The tranquil beauty of our planet from space belies the real history of this place, full of strife and ingenuity and change. How ironic that our own petty squabbles reflect our planet’s turbulent past, and that we alone, despoilers of the Earth, can rise above it to see the beautiful unity of the whole.

Much of this planetary upheaval was catalysed by two handfuls of evolutionary innovations, inventions that changed the world and ultimately made possible our own lives. I must clarify what I mean by invention, for I don’t want to imply a deliberate inventor. The Oxford English Dictionary defines an invention as: ‘The original contrivance or production of a new method or means of doing something, previously unknown; origination, introduction.’ Evolution has no foresight, and does not plan for the future. There is no inventor, no intelligent design. Nonetheless, natural selection subjects all traits to the most exacting tests, and the best designs win out. It is a natural laboratory that belittles the human theatre, scrutinising trillions of tiny differences simultaneously, each and every generation. Design is all around us, the product of blind but ingenious processes. Evolutionists often talk informally of inventions, and there is no better word to convey the astonishing creativity of nature. To gain an insight into how all this came about is the shared goal of scientists, whatever their religious beliefs, along with anyone else who cares about how we came to be here.

This book is about the greatest inventions of evolution, how each one transformed the living world, and how we humans have learned to read this past with an ingenuity that rivals nature herself. It is a celebration of life’s marvellous inventiveness, and of our own. It is, indeed, the long story of how we came to be here–the milestones along the epic journey from the origin of life to our own lives and deaths. It is a book grand in scope. We shall span the length and breadth of life, from its very origins in deep-sea vents to human consciousness, from tiny bacteria to giant dinosaurs. We shall span the sciences, from geology and chemistry to neuroimaging, from quantum physics to planetary science. And we shall span the range of human achievement, from the most celebrated scientists in history to researchers as yet little known, if destined one day, perhaps, to be famous.

My list of inventions is subjective, of course, and could have been different; but I did apply four criteria which I think restrict the choice considerably to a few seminal events in life’s history.

The first criterion is that the invention had to revolutionise the living world, and so the planet as a whole. I mentioned photosynthesis already, which turned the Earth into the supercharged, oxygen-rich planet we know (without which animals are impossible). Other changes are less obvious, but almost equally pervasive. Two inventions with the most widespread consequences are movement, which allowed animals to range around in search of food, and sight, which transformed the character and behaviour of all living organisms. It may well be that the swift evolution of eyes, some 540 million years ago, contributed in no small measure to the sudden appearance of proper animals in the fossil record, known as the Cambrian explosion. I discuss the Earthmoving consequences of each invention in the introductions to individual chapters.

My second criterion is that the invention had to be of surpassing importance today. The best examples are sex and death. Sex has been described as the ultimate existential absurdity, and that is to ignore the Kama Sutra’s worth of contorted mental postures, from angst to ecstasy, and focus only on the peculiar mechanics of sex between cells. Why so many creatures, even plants, indulge in sex when they could just quietly clone copies of themselves is a conundrum that we are now very close to answering. But if sex is the ultimate existential absurdity, then death must be the ultimate non-existential absurdity. Why do we grow old and die, suffering along the way the most harrowing and dreadful diseases? This most modern preoccupation is not dictated by thermodynamics, the laws of mounting chaos and corruption, for not all living things age, and even those that do can flip a switch and stop. We shall see that evolution has extended the lifespan of animals by an order of magnitude, time and again. The anti-ageing pill should not be a myth.

The third criterion is that each invention had to be a direct outcome of evolution by natural selection, rather than, for example, cultural evolution. I am a biochemist, and I have nothing original to say about language or society. And yet the substrate for all we have achieved, all that is human, is consciousness. It is hard to picture any form of shared language or society that is not underpinned by shared values, perceptions or feelings, wordless feelings like love, happiness, sadness, fear, longing, hope, belief. If the human mind evolved, we must explain how nerves firing in the brain can give rise to the sense of immaterial spirit, to the subjective intensity of feelings. For me, this is a biological problem, if still a vexed one, as I endeavour to justify in Chapter 9. So consciousness is ‘in’ as one of the great inventions; language and society are out, as more the products of cultural evolution.

My final criterion is that the invention had to be iconic in some way. The supposed perfection of the eye is perhaps the archetypal challenge, dating back to Darwin and before. Since then the eye has been addressed many times, in many ways, but the explosion of genetic insights in the last decade offers a new resolution, an unexpected ancestry. The spiralling double helix of DNA is the greatest icon of our information age. The origin of complex cells (the ‘eukaryotic’ cell) is another iconic subject, albeit better known among scientists than the lay public. This milestone has been one of the most hotly contested matters among evolutionists over the last four decades, and is crucially important to the question of how widespread complex life might be across the universe. Each chapter deals in its way with iconic issues such as these. At the outset, I discussed my list with a friend, who proposed ‘the gut’ as emblematic of animals, in place of movement. The idea falters in its status as an icon: to my mind at least the power of muscle is iconic–think only of the glories of flight–the gut, without powered movement, is but a sea squirt, a swaying pillar of intestines tied to a rock. Not iconic.

Beyond these more formal criteria, each invention had to catch my own imagination. These are the inventions that I, as a passionately curious human being, most wanted to understand myself. Some I have written about before, and wanted to address again in a broader setting; others, like DNA, exert a kind of fatal attraction for all inquisitive minds. The unravelling of clues buried deep in its structure is one of the great scientific detective stories of the last half-century, and yet somehow remains little known even among scientists. I can only hope I have succeeded in conveying some of my own thrill in the chase. Hot blood is another example, an area of furious controversy, for there is still little consensus about whether the dinosaurs were active hot-blooded killers, or slothsome giant lizards, whether the hot-blooded birds evolved directly from close cousins of T. rex, or had nothing to do with dinosaurs. What better chance to review the evidence myself!

So we have a list. We start with the origin of life itself, and end with our own deaths and prospects for immortality, by way of such pinnacles as DNA, photosynthesis, complex cells, sex, movement, sight, hot blood and consciousness.

But before we start, I must say a few words about the leitmotiv of this introduction: the new ‘languages’ that afford such insights into the depths of evolutionary history. Until recently, there have been two broad paths into the past: fossils and genes. Both have enormous power to breathe life into the past, but each has its flaws. The supposed ‘gaps’ in the fossil record are over-sung, and many have been laboriously filled in over the 150 years since Darwin worried about them. The trouble is that fossils, through the very conditions that favour their preservation, cannot and do not hold an undistorted mirror to the past. The fact that we can glean so much from them is remarkable. Likewise, comparing the details of gene sequences enables us to build genealogical trees, which show precisely how we are related to other organisms. Unfortunately, genes ultimately diverge to the point that they no longer have anything in common: beyond a certain point, the past, as read by genes, becomes garbled. But there are powerful methods that go beyond genes and fossils, far back into the deepest past, and this book is in part a celebration of their acuity.

Let me give a single example, one of my own favourites, which never found the opportunity for a mention in the book proper. It concerns an enzyme (a protein that catalyses a chemical reaction) that is so central to life that it is found in all living organisms, from bacteria to man. This enzyme has been compared in two different species of bacteria, one living in superhot hydrothermal vents, the other in the frozen Antarctic. The gene sequences that encode these enzymes are different; they have diverged to the point that they are now quite distinct. We know that they diddiverge from a common ancestor, for we see a spectrum of intermediates in bacteria living in more temperate conditions. But from the gene sequences alone there is little more we can say. They diverged, surely because their living conditions are so different, but this is abstract theoretical knowledge, dry and two-dimensional.

But now look at the molecular structure of these two enzymes, pierced by an intense beam of X-rays and deciphered through the wonderful advances in crystallography. The two structures are superimposable, so similar to each other that each fold and crevice, each niche and protrusion, is faithfully replicated in the other, in all three dimensions. An untutored eye could not distinguish between them. In other words, despite a large number of building blocks being replaced over time, the overall shape and structure of the molecule–and thus its function–has been preserved throughout evolution, as if it were a cathedral built in stone, and rebuilt from within using bricks, without losing its grand architecture. And then came another revelation. Which building blocks got switched and why? In the superhot vent bacteria, the enzyme is as rigid as possible. The building blocks bind tightly to each other, through internal bonds that work like cement, retaining the structure despite the buffeting of energy from the boiling vents. It is a cathedral built to withstand perpetual earthquakes. In the ice, the picture is reversed. Now the building blocks are flexible, allowing movement despite the frost. It’s as if the cathedral were rebuilt with ball-bearings, rather than bricks. Compare their activity at 6°C, and the frosty enzyme is twenty-nine times as fast; but try at 100°C, and it falls to pieces.

The picture that emerges is colourful and three-dimensional. The changes in gene sequence now have meaning: they preserve the structure of the enzyme and its function, despite the need to operate under totally different conditions. We can now see what actually happened over evolution, and why. It is no longer merely intimation, but real insight.

Similarly vivid insights into what actually happened can be gained from other clever tools now available. Comparative genomics, for one, allows us to compare not just genes, but full genomes, thousands of genes at once, in hundreds of different species. Again, this has only been possible in the last few years, as whole genome sequences have proliferated. Then proteomics allows us to capture the spectrum of proteins working within a cell at any one time, and to grasp how this spectrum is controlled by a small number of regulatory genes that have been preserved down the aeons of evolution. Computational biology enables us to identify particular shapes and structures, motifs, which persist in proteins despite changes in genes. Isotopic analyses of rocks or fossils allow us to reconstruct past changes in the atmosphere and climate. Imaging techniques let us to see the function of neurons in the brain while we think, or to reconstruct the three-dimensional structure of microscopic fossils embedded in rocks without disturbing them. And so on.

None of these techniques is new. What isnew is their sophistication, speed and availability. Like the Human Genome Project, which accelerated to a crescendo well ahead of schedule, the pace at which data are accumulating is dizzying. Much of this information is written not in the classical tongues of population genetics and palaeontology, but in the language of molecules, the level at which change actually occurs in nature. With these new techniques, a new breed of evolutionist is emerging, able to capture the workings of evolution in real time. The picture so painted is breathtaking in its wealth of detail and its compass, ranging from the subatomic to the planetary scale. And that is why I said that, for the first time in history, we know. Much of our growing body of knowledge is provisional, to be sure, but it is vibrant and meaningful. It is a joy to be alive at this time, when we know so much, and yet can still look forward to so much more.




1 The Origin of Life






THE ORIGIN OF LIFE



From Out the Turning Globe

Night followed day in swift succession. On earth at that time a day lasted for only five or six hours. The planet spun madly on its axis. The moon hung heavy and threatening in the sky, far closer, and so looking much bigger, than today. Stars rarely shone, for the atmosphere was full of smog and dust, but spectacular shooting stars regularly threaded the night sky. The sun, when it could be seen at all through the dull red smog, was watery and weak, lacking the vigour of its prime. Humans could not survive here. Our eyes would not bulge and burst, as they may on Mars; but our lungs could find no breath of oxygen. We’d fight for a desperate minute, and asphyxiate.

The earth was named badly. ‘Sea’ would have been better. Even today, oceans cover two-thirds of our planet, dominating views from space. Back then, the earth was virtually all water, with a few small volcanic islands poking through the turbulent waves. In thrall to that looming moon, the tides were colossal, ranging perhaps hundreds of feet. Impacts of asteroids and comets were less common than they had been earlier, when the largest of them flung off the moon; but even in this period of relative tranquillity, the oceans regularly boiled and churned. From underneath, too, they seethed. The crust was riddled with cracks, magma welled and coiled, and volcanoes made the underworld a constant presence. It was a world out of equilibrium, a world of restless activity, a feverish infant of a planet.

It was a world on which life emerged, 3,800 million years ago, perhaps animated by something of the restlessness of the planet itself. We know because a few grains of rock from that bygone age have survived the restless aeons to this very day. Inside them are trapped the tiniest specks of carbon, which bear in their atomic composition the nearly unmistakable imprint of life itself. If that seems a flimsy pretext for a monumental claim, perhaps it is; there isn’t a full consensus among experts. But strip away a few more skins from the onion of time and, by 3,400 million years ago, the signs of life are unequivocal. The world was heaving with bacteria then, bacteria that left their mark not just in carbon signatures but in microfossils of many diverse forms and in those domed cathedrals of bacterial life, the metre-high stromatolites. Bacteria dominated our planet for another 2,500 million years before the first truly complex organisms appeared in the fossil record. And some say they still do, for the gloss of plants and animals doesn’t match the bacteria for biomass.

What was it about the early earth that first breathed life into inorganic elements? Are we unique, or exceedingly rare, or was our planet but one in a million billion hatcheries scattered across the universe? According to the anthropic principle it scarcely matters. If the probability of life in the universe is one in a million billion, then in a million billion planets there is a chance of exactly 1 that life should emerge somewhere. And because we find ourselves on a living planet, obviously we must live on that one. However exceedingly rare life might be, in an infinite universe there is always a probability of life emerging on one planet, and we must live on that planet.

If you find overly clever statistics unsatisfying, as I do, here is another unsatisfying answer, put forward by no lesser statesmen of science than Fred Hoyle and later Francis Crick. Life started somewhere else and ‘infected’ our planet, either by chance or by the machinations of some god-like extraterrestrial intelligence. Perhaps it did–who would go to the stake to say that it didn’t?–but most scientists would back away from such reasoning, with good reason. It is tantamount to an assertion that science cannot answer the question, before we’ve even bothered to look into whether science can, in fact, answer it. The usual reason given for seeking salvation elsewhere in the universe is time: there has not been enough time, on earth, for the stupefying complexity of life to evolve.

But who says? The Nobel laureate Christian de Duve, equally eminent, argues altogether more thrillingly that the determinism of chemistry means that life had to emerge quickly. In essence, he says, chemical reactions must happen rapidly or not at all; if any reaction takes a millennium to complete, then the chances are that all the reactants will simply dissipate or break down in the meantime, unless they are continually replenished by other, faster, reactions. The origin of life was certainly a matter of chemistry, so the same logic applies: the basic reactions of life must have taken place spontaneously and quickly. So life, for de Duve, is far more likely to evolve in 10,000 years than 10 billion.

We can never know how life really started on earth. Even if we succeed in producing bacteria or bugs that crawl out from swirling chemicals in a test tube, we will never know if that is how life actually started on our planet, merely that such things are possible, and perhaps more likely than we once thought. But science is not about exceptions, it’s about rules; and the rules that govern the emergence of life on our own planet should apply throughout the universe. The quest for the origin of life is not an attempt to reconstruct what happened at 6.30 a.m. on Thursday morning in the year 3,851 million BC, but for the general rules that must govern the emergence of any life, anywhere in the universe, and especially on our planet, the only example we know. While the story we’ll trace is almost certainly not correct in every particular, it is, I think, broadly plausible. I want to show that the origin of life is not the great mystery it is sometimes made out to be, but that life emerges, perhaps almost inevitably, from the turning of our globe.

Science is not just about rules, of course; it’s also about the experiments that elucidate the rules. Our story begins in 1953, then, an annus mirabilismarked by the coronation of Queen Elizabeth II, the ascent of Everest, the death of Stalin, the elucidation of DNA, and, not least, the Miller–Urey experiment, the symbolic origin of origin of life research. Stanley Miller was at that time a headstrong doctoral student in the lab of Nobel laureate Harold Urey; he died perhaps a touch embittered in 2007, still fighting for views that he had upheld doughtily for half a century. But whatever the fate of his own particular ideas, Miller’s true legacy was the field that he founded on his remarkable experiments, the results of which retain the power to amaze even today.

Miller filled a large glass flask with water and a mixture of gases, to simulate what he took to be the primordial composition of the earth’s atmosphere. The gases he chose were believed (from spectroscopy) to make up the atmosphere of Jupiter, and were reasonably assumed to have been plentiful on the young earth too, to wit, ammonia, methane and hydrogen. Through this mixture, Miller passed electric sparks to simulate lightning, and waited. After a few days, a few weeks, a few months, he took samples and analysed them to determine exactly what he was cooking. And his findings exceeded even his own wildest imaginings.

He was cooking a primordial soup, a near-mythical mix of organic molecules, including a few amino acids, the building blocks of proteins, and probably the most symbolic molecules of life, certainly at that time, before DNA achieved fame. Even more strikingly, the amino acids that actually formed in Miller’s soup tended to be the same as those used by life, rather than others drawn randomly from a large reservoir of potential structures. In other words, Miller electrified a simple mixture of gases, and the basic building blocks of life all congealed out of the mix. It was as if they were waiting to be bidden into existence. Suddenly the origin of life looked easy. The idea must have captured something of the spirit of the age, for the story made the cover of Timemagazine–an unprecedented splash of publicity for a scientific experiment.

Over time, though, the idea of a primordial soup fell out of favour. Its fortunes hit a nadir when analyses of ancient rocks made it plain that the earth had never been rich in methane, ammonia and hydrogen, at least not after the great asteroid bombardment that blasted off the moon. That colossal bombardment shredded the first atmosphere of our planet, sweeping it away into space. More realistic simulations of the primordial atmosphere proved disappointing. Try passing electric discharges through a mixture of carbon dioxide and nitrogen, with trace levels of methane and other gases, and your yield of organic molecules drops dismally. Scarcely an amino acid in sight. The primordial soup became little more than a curiosity, if still a fine demonstration that organic molecules couldbe made by simple means in the lab.

The soup was rescued by the detection of abundant organic molecules in space, most notably on comets and meteorites. A few of these seemed to be composed almost entirely of dirty ice and organic molecules, and served up a remarkably similar array of amino acids to those formed by electrifying gases. Beyond the surprising fact of their existence, it was beginning to look as if there was something specially favoured about the molecules of life–a small subset of the vast library of all possible organic molecules. The great asteroid bombardment now took on quite a different face: no longer merely destructive, the pounding became the ultimate source of all the water and organic molecules needed for life to get going. The soup was not indigenous to Earth but delivered from outer space. And although most organic molecules would have been frazzled on impact, calculations suggested that enough could have survived to stock a soup.

Even if not quite the seeding of life from space advocated by cosmologist Fred Hoyle, the idea nevertheless tied the origins of life, or at least the soup, to the fabric of the universe. Life was no longer a lonely exception, but now a magisterial cosmological constant, inevitable as gravity. Needless to say, astrobiologists loved the idea. Many still do. Quite apart from being a pleasing idea, it gave them job security.

The soup was also pleasingly palatable with molecular genetics, and especially the idea that life is all about replicators, in particular genes, made of DNA or RNA, which can copy themselves with fidelity and pass on to the next generation (more on this in the next chapter). It is certainly true that natural selection can’t work without some sort of replicator; and it is equally true that life can onlyevolve complexity through the auspices of natural selection. For many molecular biologists, then, the origin of life is the origin of replication. And a soup fits that idea nicely, as it seems to provide all the constituents needed for competing replicators to grow and evolve. In a nice thick soup, the replicators take what they need, forming longer, more complex polymers, and eventually manipulating other molecules into elaborate structures such as proteins and cells. In this view, the soup is an alphabetic sea writhing with letters, just waiting for natural selection to fish them out and turn them into surpassing prose.
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 At bottom, all life is sustained by a ‘main reaction’ of a similar type: a chemical reaction that wants to happen, and releases energy that can be used to power all the side-reactions that make up metabolism. All this energy, all our lives, boils down to the juxtaposition of two molecules totally out of equilibrium with each other, hydrogen and oxygen: two opposing bodies that conjoin in blissful molecular union, with a copious discharge of energy, leaving nothing but a small, hot puddle of water.

And that is the problem with the primordial soup: it is thermodynamically flat. Nothing in the soup particularly wants to react, at least not in the way that hydrogen and oxygen want to react. There is no disequilibrium, no driving force to push life up, up, up the very steep energetic hill to the formation of truly complex polymers, such as proteins, lipids, polysaccharides, and most especially RNA and DNA. The idea that replicators like RNA were the first figments of life, predating any thermodynamic driving force, is, in Mike Russell’s words, ‘like removing the engine from an automobile and expecting the regulating computer to do the driving.’ But if not from a soup, where did the engine come from?

The first clue to an answer came in the early 1970s, when rising plumes of warmish water were noticed along the Galapagos Rift, not far from the Galapagos Islands. Appropriately enough, the islands whose richness once seeded the origin of species in Darwin’s mind now offered a clue to the origin of life itself.

Little happened for a few years. Then in 1977, eight years after Neil Armstrong set foot on the moon, the US naval submersible Alvindescended to the rift, seeking the oceanic hydrothermal vents that presumably gave rise to the warm-water plumes, and duly found them. Yet while their existence hardly came as a surprise, the sheer exuberance of life in the bible-black depths of the rift came as a genuine shock. Here were giant tubeworms, some of them eight feet long, mixed with clams and mussels as big as dinner plates. If giants in the ocean depths were not unusual–just think of the giant squid–their sheer abundance was astounding. Population densities in the deep-sea vents rival a rainforest or a coral reef, despite being powered by the exhalations of the vents rather than the sun.




Figure 1.1A volcanically driven black smoker, venting at 350°C, on the Juan de Fuca Ridge, Northeast Pacific Ocean. The marker is one metre in height.




Figure 1.2Nature Tower, a 30-metre tall active alkaline vent at Lost City, rising from the serpentine bedrock. The actively venting areas are brighter white. The marker is one metre in height.
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 This gas is not inherently rich in energy; it is the reaction with oxygen that provides the energy, and this depends on the interface between the vents and the oceans, the juxtaposition of two worlds in dynamic disequilibrium. Only the bacteria living right next to the vents, drawing from both of the worlds simultaneously, can pull off these reactions. The vent animals themselves graze on the bacterial mats, in the case of vent shrimp, or nurture bacteria within themselves, as if tending an internal farm. This explains why, for example, the giant tubeworms don’t need a digestive tract; they’re fed from inside by herds of bacteria. But the strict requirement to provide both hydrogen sulphide and oxygen gives the animal hosts some interesting dilemmas, for they must bring a little of the two worlds together within themselves. Much of the curious anatomy of the tubeworms stems from this unyielding obligation.
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Mike Russell, now at the Jet Propulsion Laboratory in Pasadena, proposed a solution to all these problems in the mid-1980s. Russell is a kind of prophetic scientific bard, prone to incantations of ‘geopoetry’, and has a view of life rooted in thermodynamics and geochemistry that seems obscure to many biochemists. But over the decades, Russell’s ideas have attracted a growing band of supporters, who see in his vision a uniquely workable solution to the origin of life.

Both Wächtershäuser and Russell agree that hydrothermal vents are central to the origin of life; but beyond that, where one sees black the other sees white; one postulates volcanism, the other its antithesis; one prefers acids, the other alkalis. For two ideas that are sometimes confounded, they have remarkably little in common. Let me explain.
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But the reaction of seawater with mantle-derived rocks does more than just drive the relentless volcanism of our planet. It also releases energy as heat, along with copious quantities of gases like hydrogen. In fact, the reaction transfigures everything dissolved in seawater as if it were a magic distorting mirror, reflecting back grotesquely swollen images, in which all the reactants are loaded up with electrons (technically they’re said to be ‘reduced’). The main gas emanating is hydrogen, simply because seawater is mostly water; but there are smaller amounts of various other gases reminiscent of Stanley Miller’s mixture, so useful for generating the precursors of complex molecules like proteins and DNA. Thus carbon dioxide is transformed into methane; nitrogen returns as ammonia; and sulphate belches back as hydrogen sulphide.

The heat and gases make their way back to the surface, where they break through as the second type of hydrothermal vent. These differ in virtually every detail from black smokers. Far from being acidic, they tend to be quite strongly alkaline. Their temperature is warm or hot, but well below the superheated fury of black smokers. They are usually found some way away from the mid-ocean ridges, the source of fresh spreading sea floor. And rather than forming vertical black chimneys with a single orifice, through which black smoke billows, they tend to form complex structures, riddled with tiny bubbles and compartments, which precipitate as the warm alkaline hydrothermal fluids percolate into the cold ocean waters above. I suspect the reason that only a few people have ever heard of this type of vent relates to the off-putting term ‘serpentinisation’ (again, from the mineral serpentine). For our purposes, let’s simply label them ‘alkaline vents’, even if this might sound a bit limp compared with the virility of ‘black smokers’. We’ll see the full significance of the word ‘alkaline’ later.

Curiously, until recently, alkaline vents were predicted in principle, but only known from a few fossil deposits. The most famous, at Tynagh in Ireland, is about 350 million years old, and set Mike Russell thinking, back in the 1980s. When he examined thin sections of the bubbly rocks from near the fossil vent under an electron microscope, he found the tiny compartments were a similar size to organic cells, a tenth of a millimetre or less in diameter, and interconnected in labyrinthine networks. He postulated that similar mineral cells could be formed when alkaline vent fluids mingled with acidic ocean waters, and soon succeeded in producing porous rocky structures in the lab by mixing alkalis with acids. In a Natureletter in 1988, Russell noted that alkaline vent conditions should have made them an ideal hatchery for life. The compartments provided a natural means of concentrating organic molecules, while their walls, composed of iron–sulphur minerals such as mackinawite, endowed these mineral cells with the catalytic properties envisaged by Günter Wächtershäuser. In a 1994 paper, Russell and his colleagues proposed that:

Life emerged from growing aggregates of iron sulphide bubbles containing alkaline and highly reduced hydrothermal solution. These bubbles were inflated hydrostatically at sulphidic submarine hot springs sited some distance from the oceanic spreading centres 4 billion years ago.

The words were visionary, for at the time such a living deep-sea alkaline vent system had never been discovered. Then, at the turn of the millennium, scientists aboard the submersible Atlantisstumbled across exactly this kind of vent, around fifteen kilometres from the mid-Atlantic ridge, on an underwater mountain that also happened to be called the Atlantis massif. Inevitably named Lost City, after the mythic metropolis, its delicate white pillars and fingers of carbonate reaching up into the inky blackness made the name eerily appropriate. The vent field was unlike any other yet discovered. Some of the chimneys were as tall as the black smokers, the largest, dubbed Poseidon, standing sixty metres proud. But far from being stolidly robust structures, these delicate fingers were ornate as gothic architecture, full of ‘vacuous doodles’ in John Julius Norwich’s words. Here, the hydrothermal exhalations were colourless, giving the impression that the city had been suddenly deserted, and preserved for all time in its intricate Gothic splendour. No hellhole of black smokers, these were delicate white non-smokers, their petrified fingers reaching for heaven (see Fig. 1.2).
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 Lacking internal ‘farms’ the vent animals grow less efficiently.




Figure 1.3Microscopic structure of an alkaline vent, showing interconnecting compartments that provide an ideal hatchery for the origin of life. The section is about one centimetre across and 30 microns thick.

Life in the Lost City is built on the reaction of hydrogen with carbon dioxide, which is actually the basis of all life on our planet. In the Lost City, unusually, the reaction is direct, while in practically all other cases, it is indirect. Raw hydrogen, bubbling from the ground as a gas, is a rare gift on our planet, and life is normally obliged to seek out occult supplies, bound in tight molecular grip to other atoms, as in water or hydrogen sulphide. To rip hydrogen from such molecules and bind it on to carbon dioxide costs energy, energy that comes ultimately from the sun in photosynthesis, or from exploiting chemical disequilibria in the vent world. Only in the case of hydrogen gas itself does the reaction take place spontaneously, if painfully slowly. But from a thermodynamic point of view, the reaction is a free lunch that you are paid to eat (in Everett Shock’s memorable phrase). In other words, the reaction generates organic molecules directly, and at once releases a substantial amount of energy that can, in principle, be used to power other organic reactions.

So Russell’s alkaline vents fit the bill as a hatchery of life. They are an integral part of a system that turns over the surface of the globe, promoting the restless volcanism of our planet. They are perpetually out of equilibrium with the oceans, bubbling a steady supply of hydrogen that reacts with carbon dioxide to form organic molecules. They form a labyrinth of porous compartments, which retain and concentrate any organic molecules formed, making the assembly of polymers, like RNA, far more likely (as we’ll see in the next chapter). They are long-lived–the Lost City chimneys have now been venting for 40,000 years, two orders of magnitude longer than most black smokers. And they were more plentiful on the early earth, when the cooling mantle interfaced more directly with the oceans. In those days, too, the oceans were loaded with dissolved iron, and the microcompartments would have had catalytic walls, composed of iron–sulphur minerals, like the fossil vents at Tynagh, in Ireland. They would have worked, in fact, as natural flow reactors, with thermal and electrochemical gradients circulating reactive fluids through catalytic compartments.

That is all very well, but a single reactor, however valuable, scarcely constitutes life. How did life progress from such natural reactors to the complex, marvellous tapestry of invention and ingenuity that we see around us? The answer, of course, is unknown, but there are clues that derive from the properties of life itself, and in particular from an inner core of deeply conserved reactions common to almost all life on earth today. This core of metabolism, a living inner fossil, preserves echoes of the most distant past, echoes that are consonant with primordial origins in an alkaline hydrothermal vent.

There are two ways of approaching the origin of life: the ‘bottom up’ and the ‘top down’. So far in this chapter we have taken the ‘bottom up’ approach, considering the geochemical conditions and thermodynamic gradients that most likely existed on the early earth. We have come up with warm deep-sea hydrothermal vents, bubbling hydrogen gas into an ocean saturated with carbon dioxide, as the most likely setting for the origin of life. Natural electrochemical reactors would have been capable of generating both organic molecules and energy; but we haven’t considered yet exactly what reactions are likely to have taken place, or how they led to life as we know it.

The only true guide to how life came to be is life as we know it today, that is to say, the ‘top down’ approach. We can catalogue the properties shared by all living things, to reconstruct the hypothetical properties of a Last Universal Common Ancestor, known fondly as LUCA. So, for example, because only a small subset of bacteria is capable of photosynthesis, it is unlikely that LUCA herself was photosynthetic. If she were, then the great majority of her descendants must have abandoned a valuable skill, which seems at best improbable even if it can’t be excluded with certainty. Conversely, all life on earth shares common properties: all living things are composed of cells (excluding viruses, which can only operate within cells); all have genes made of DNA; all encode proteins by way of a universal code for particular amino acids. And all living things share a common energy currency, known as ATP (adenosine triphosphate), which functions as a sort of £10 note, capable of ‘paying’ for all kinds of work about the cell (more on this later). We can infer, reasonably, that all living organisms inherited their shared properties from that remote common ancestor, LUCA.

All life today also shares a common core of metabolic reactions, at the heart of which is a little cycle of reactions known as the Krebs cycle, after Sir Hans Krebs, the German Nobel laureate who first elucidated the cycle in Sheffield in the 1930s, after fleeing the Nazis. The Krebs cycle occupies hallowed ground in biochemistry, but for generations of students it felt like the worst kind of dusty ancient history, to be rote-learned in time for exams and then forgotten.

Yet there is something iconic about the Krebs cycle. Pinned to the walls of cluttered offices in biochemistry departments–the kind of office where you’ll find piles of books and papers on the desk, spilling over on to the floor and into the bin, unemptied for a decade–you’ll often find a faded, curling, dog-eared metabolic chart. You peer at it with a mixture of fascination and horror while you wait for the professor to return. They are shocking in their complexity, like a lunatic’s version of an underground tube map, with little arrows running in all directions, looping back round on each other. Although faded, you can just make out that these arrows are all colour-coded for different pathways, proteins in red, lipids in green, and so on. Down towards the bottom, somehow giving the impression that it is at the centre of this insurrection of arrows, is a tight little circle, maybe the only circle, indeed the only ordered bit, on the whole map. That’s it, the Krebs cycle. And as you peer at it you begin to appreciate that virtually all the other arrows on the map somehow spin off from the Krebs cycle, like the spokes of a mangled wheel. It is the centre of everything, the metabolic core of the cell.

The Krebs cycle doesn’t feel so dusty any more. Recent medical research has shown it to stand at the heart of the cell’s physiology as well as its biochemistry. Changes in the rate at which the cycle spins affect everything from ageing to cancer to energy status. But what came as an even bigger surprise is that the Krebs cycle can go backwards. Normally the cycle consumes organic molecules (from food) and spins off hydrogen (destined for burning with oxygen in respiration) and carbon dioxide. The cycle therefore not only provides precursors for metabolic pathways, it also serves up the little packets of hydrogen needed for generating energy as ATP. In reverse, the Krebs cycle does the opposite: it sucks in carbon dioxide and hydrogen to form new organic molecules, all the basic building blocks of life. And instead of releasing energy as it spins, the reverse cycle consumes ATP. Provide it with ATP, carbon dioxide and hydrogen, and the cycle spins out the basic building blocks of life, as if by magic.

This reverse spinning of the Krebs cycle is not widespread even in bacteria, but it is relatively common in the bacteria that live in hydrothermal vents. It is plainly an important, if primitive, way of converting carbon dioxide into the building blocks of life. The pioneering Yale biochemist, Harold Morowitz, now at the Krasnow Institute for Advanced Study, Fairfax, Virginia, has been teasing out the properties of the reverse Krebs cycle for some years. In broad terms, his conclusion is that, given sufficient concentrations of all the ingredients, the cycle will spin on its own. It is bucket chemistry. If the concentration of one intermediate builds up, it will tend to convert into the next intermediate in succession. Of all possible organic molecules, those of the Krebs cycle are the most stable, and so the most likely to form. In other words, the Krebs cycle was not ‘invented’ by genes, it is a matter of probabilistic chemistry and thermodynamics. When genes evolved, later on, they conducted a score that already existed, just as the conductor of an orchestra is responsible for the interpretation–the tempo and the subtleties–but not the music itself. The music was there all along, the music of the spheres.

Once the Krebs cycle was spinning and provided with a source of energy, side-reactions would have been almost inevitable, giving rise to more complex precursors, such as amino acids and nucleotides. How much of the core metabolism of life on earth arises spontaneously, and how much is a later product of genes and proteins is an interesting question, and one that is beyond the scope of a book like this. But I would like to make one general point. The great majority of attempts to synthesise the building blocks of life have been too ‘purist’. They start with simple molecules like cyanide, which have nothing to do with the chemistry of life as we know it (in fact they are anathema to it), then attempt to synthesise the building blocks of life, by playing around with factors like the pressure, temperature or electrical discharges, totally unbiological parameters, all of them. But what happens when you start out with the molecules of the Krebs cycle and some ATP, ideally in an electrochemical reactor like that proposed by Mike Russell? Just how much of our dog-eared metabolic chart arises spontaneously from these ingredients in a kind of ethereal cast that gradually fills up from the bottom with the thermodynamically most likely molecules? I am not alone in suspecting quite a lot of it, perhaps up to the level of small proteins (strictly, polypeptides) and RNA, at which point natural selection begins to take over.

All this is a matter of experimentation; and these experiments are mostly yet to be done. For any of it to be realistic, we need a nice steady production of that magic ingredient, ATP. And on that score, you may well feel that we’re getting ahead of ourselves, trying to run before we’ve learnt to walk. How do we generate ATP? The answer I find most persuasive comes from the brilliant if frequently outspoken American biochemist, Bill Martin, who forsook the US to take a job as professor of botany at the University of Düsseldorf. From here, Martin has been the source of a steady flow of iconoclastic ideas about the origin of almost everything that matters in biology. Some of it may be wrong, but he is always thrilling and nearly always makes one see biology from a different point of view. A few years ago, Martin sat down with Mike Russell, and the pair of them attacked the transition from geochemistry to biochemistry. Since then the insights have been flowing free. Let’s take the ride.
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 Acetyl thioesters form because carbon dioxide is quite stable and resists attack by hydrogen, but is vulnerable to more reactive ‘free-radical’ fragments of carbon or sulphur found in vents. In effect, the energy needed to persuade carbon dioxide to react with hydrogen comes from the vents themselves in the form of reactive free radicals, and these give rise to the acetyl thioesters.

Acetyl thioesters are significant because they stand at an ancient branch point in metabolism, still found in organisms today. When carbon dioxide reacts with an acetyl thioester we take a branch leading to the formation of more complex organic molecules. The reaction occurs spontaneously and releases energy, to produce a three-carbon molecule called pyruvate, a name that ought to make biochemists sit up and blink, for it is an entry point into the Krebs cycle. In other words, a few simple reactions, all thermodynamically favourable, and several catalysed by enzymes with mineral-like clusters at their core, giving them ‘rocky roots’, take us straight to the metabolic heart of life, the Krebs cycle, without any more ado. And once we’ve broken into the Krebs cycle, all we need is a nice steady supply of ATP to start it spinning, to generate the building blocks of life.

Energy is exactly what the other prong of the fork provides, when phosphate reacts with another acetyl thioester. Admittedly the reaction doesn’t produce ATP, but a simpler form called acetyl phosphate. Even so, this serves much the same purpose and is still used alongside ATP by some bacteria today. It does exactly the same thing as ATP: it transfers its reactive phosphate group on to other molecules, giving them a kind of energy tag that activates them in turn. The process is a bit like the children’s game of tag, in which one child is ‘it’ and must touch a second child, who then becomes ‘it’ instead. The child who is ‘it’ gains a ‘reactivity’ to pass on to the next child. Transferring phosphate from one molecule to another works in much the same way: the reactive tag activates molecules that would not otherwise react. This is how ATP can drive the Krebs cycle backwards, and acetyl phosphate does exactly the same thing. Once the reactive phosphate tag has been transferred, the waste is simply vinegar, a common product of bacteria today. Next time you open a bottle of wine that has gone sour (turning to vinegar) spare a thought for the bacteria at work in the bottle, generating a waste product as old as life itself, a waste more venerable than even the finest vintage.

Pulling all this together, alkaline hydrothermal vents continuously generate acetyl thioesters, providing both a starting point for forming more complex organic molecules and the energy needed to make them, packaged in a format essentially the same as that used by cells today. The mineral cells that riddle the chimneys provide at once the means of concentrating the products, favouring such reactions, and the catalysts needed to speed up the process, without any requirement for complex proteins at this stage. And finally, the bubbling of hydrogen and other gases into the labyrinth of mineral cells means that all the raw materials are replenished continually and thoroughly mixed. It is truly a fountain of life, except for one niggling little detail with the most pervasive consequences.

The problem relates to that little kick of energy that’s needed up front to warm relations between hydrogen and carbon dioxide. I mentioned that it’s not a problem in the vents themselves, as the hydrothermal conditions form reactive free radicals that get the ball rolling. But it isa problem for free-living cells that don’t live in vents. Instead they need to spend ATP to get things going, like buying a drink to break the ice on a first date. What’s the problem with that? It’s a matter of accountancy. The reaction of hydrogen with carbon dioxide releases enough energy to generate one molecule of ATP. But if you must spend one ATP to generate one ATP, then there’s no net gain. And if there’s no net gain there can’t be any spinning of the Krebs cycle, no production of complex organic molecules. Life might be able to get going in the vents, but then should remain forever bound to the vents by a kind of thermodynamic umbilical chord that could never be cut.

Obviously life isn’t tied to the vents. If this whole account is not pure make-believe, how did we escape? The answer put forward by Martin and Russell is marvellous, for it explains why almost all life today makes use of an utterly peculiar method of respiration to generate energy, perhaps the most confoundingly counterintuitive mechanism in all biology.
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 But even those few researchers who long upheld the importance of chemiosmosis struggle to explain why such a strange mechanism should be ubiquitous in life. Like the universal genetic code, the Krebs cycle and ATP, chemiosmosis is universal to all life, and appears to have been a property of the last universal common ancestor, LUCA. Martin and Russell explain why.

In the broadest of terms, chemiosmosis is the movement of protons over a membrane (hence the resemblance in name to osmosis, the movement of water over a membrane). In respiration, what happens is this. Electrons are stripped from food and passed along a chain of carriers to oxygen. The energy released at several points is used to pump protons across a membrane. The outcome is a proton gradient over the membrane. The membrane acts a bit like a hydroelectric dam. Just as water flowing down from a hilltop reservoir drives a turbine to generate electricity, so in cells the flow of protons through protein turbines in the membrane drives the synthesis of ATP. This mechanism was totally unexpected: instead of having a nice straightforward reaction between two molecules, a strange gradient of protons is interpolated in the middle.

Chemists are used to working with whole numbers; it’s not possible for one molecule to react with half of another molecule. Perhaps the most confounding aspect of chemiosmosis is that fractions of whole numbers abound. How many electrons need to be transferred to produce one ATP? Somewhere between 8 and 9. How many protons? The most accurate estimate yet is 4.33. Such numbers made no sense at all, until the intermediary of a gradient was appreciated. A gradient, after all, is composed of a million gradations: it doesn’t break into whole numbers. And the great advantage of a gradient is that a single reaction can be repeated again and again just to generate one single ATP molecule. If one particular reaction releases a hundredth of the energy needed to generate one ATP, the reaction is simply repeated a hundred times, building up the gradient step by step until the proton reservoir is big enough to generate a single ATP. Suddenly the cell can save up; it has a pocket full of small change.

What does all this mean? Let’s go back to the reaction of hydrogen with carbon dioxide. It still costs bacteria one ATP to get the ball rolling; but they are now able to generate more than one ATP, as they can save up towards a second ATP. Not a good living, perhaps, but an honest one. More to the point, it makes the difference between the possibility of growth, and no possibility of growth. If Martin and Russell are right, and the earliest forms of life grew from this reaction, then the only way life could leave the deep-sea vents was by chemiosmosis. It’s certainly true that the only forms of life that live from this reaction today both depend on chemiosmosis and can’t grow without it. And it’s equally true that almost all life on earth shares this same curious mechanism, even though it’s not always needed. Why? I imagine simply because they inherited it from a common ancestor that couldn’t live without it.

But here is the chief reason to think Martin and Russell are right–the use of protons. Why not, for example, charged sodium, potassium or calcium atoms, which are used by our own nervous systems? There’s no obvious reason why protons should be preferred to a gradient of any other type of electrically charged particle; and there are some bacteria that generate a sodium gradient rather than a proton gradient, albeit rarely. The main reason, I think, goes back to the properties of Russell’s vents. Recall that the vents bubble alkaline fluids into an ocean that is made acidic by dissolved carbon dioxide. Acids are defined in terms of protons: an acid is rich in protons, an alkali poor. So bubbling alkaline fluids into acidic oceans produces a natural proton gradient. In other words the mineral cells in Russell’s alkaline vents are naturally chemiosmotic. Russell himself pointed this out many years ago, but the realisation that bacteria simply could not leave the vents without chemiosmosis was one of the fruits of his collaboration with Martin, who looked into the energetics of microbes. And so these electrochemical reactors not only generate organic molecules and ATP, they even handed over an escape plan, the way to evade the universal £10 note problem.

Of course, a natural proton gradient is only of use if life is able to harness the gradient, and later on generate its own gradient. While it’s certainly easier to harness a pre-existing gradient than it is to generate something from scratch, neither is straightforward. These mechanisms evolved by natural selection, there is no doubt. Today it requires numerous proteins specified by genes, and there is no reason to suppose that such a complex system could have evolved in the first place without proteins and genes–genes composed of DNA. And so we have an interesting loop. Life could not leave the vents until it had learnt how to harness its own chemiosmotic gradient, but it could only harness its own gradient using genes and DNA. It seems inescapable: life must have evolved a surprising degree of sophistication in its rocky hatchery.

This paints an extraordinary portrait of the last common ancestor of all life on earth. If Martin and Russell are right–and I think they are–she was not a free-living cell but a rocky labyrinth of mineral cells, lined with catalytic walls composed of iron, sulphur and nickel, and energised by natural proton gradients. The first life was a porous rock that generated complex molecules and energy, right up to the formation of proteins and DNA itself. And that means we have only followed half the story in this chapter. In the next, we’ll consider the other half–the invention of that most iconic of all molecules, the stuff of genes, DNA.




2 DNA






DNA



The Code of Life

There’s a blue plaque on the Eagle pub in Cambridge, mounted in 2003 to commemorate the fiftieth anniversary of an unusual turn in pub conversation. At lunchtime on 28 February 1953, a couple of regulars, James Watson and Francis Crick, burst into the pub and announced that they had discovered the secret of life. Although the intense American and voluble Brit with an irritating laugh must at times have seemed to verge on a comic double-act, this time they were serious–and half right. If life can be said to have a secret, it is certainly DNA. But Crick and Watson, for all their cleverness, then only knew half its secret.

That morning Crick and Watson had figured out that DNA is a double helix. An inspired leap of mind based on a mixture of genius, model-building, chemical reasoning, and a few pilfered X-ray diffraction photos, their conception was, in Watson’s words, just ‘so pretty it had to be right’. And the more they talked that lunchtime the more they knew it was. Their solution was published in Natureon 25 April as a one-page letter, a kind of announcement not unlike the birth notices in a local newspaper. Unusually modest in tone (Watson famously wrote that he had never met Crick in a modest mood, and he wasn’t much better himself), the paper closed with the coy understatement: ‘It has not escaped our notice that the specific pairing we have postulated immediately suggests a possible copying mechanism for the genetic material.’




Figure 2.1Base pairs in DNA. The geometry of the letters means that G only binds to C, and A only binds to T.

DNA, of course, is the stuff of genes, the hereditary material. It codes for human being and amoeba, mushroom and bacterium, everything on this earth bar a few viruses. Its double helix is a scientific icon, the two helices pursuing each other round and round in an endless chase. Watson and Crick showed how each strand complements the other at a molecular level. Prise the strands apart and each acts as a template to reform the other, forging two identical double helices where once there was one. Every time an organism reproduces, it passes a copy of its DNA to its offspring. All it needs to do is pull the two strands apart to produce two identical copies of the original.

While the detailed molecular mechanics could give anybody a headache, the principle itself is beautifully, breathtakingly, simple. The genetic code is a succession of letters (more technically ‘bases’). There are only four letters in the DNA alphabet–A, T, G and C. These stand for adenine, thymine, guanine and cytosine, but the chemical names needn’t worry us. The point is that, constrained by their shape and bond structure, A can only ever pair with T, and C with G (see Fig. 2.1). Prise the double helix apart, and each strand bristles with unpaired letters. For every exposed A, only a T can bind; for every C, a G; and so on. These base pairs don’t just complement each other, they really wantto bind to each other. There’s only one thing to brighten up the dull chemical life of a T and that’s close proximity to an A. Put them together and their bonds sing in lovely harmony. This is true chemistry: an authentic ‘basic attraction’. So DNA is not merely a passive template; each strand exerts a sort of magnetism for its alter ego. Pull the strands apart and they will spontaneously coalesce together again, or, if they’re kept apart, each strand is a template with an urgent tug for its perfect partner.

The succession of letters in DNA seems endlessly long. There are nearly 3 billion letters (base pairs) in the human genome, for example–3 gigabases, in the lingo. That’s to say, a single set of chromosomes in the nucleus of a cell contains a list of 3,000,000,000 individual letters. If typed out, the human genome would fill about 200 volumes, each of them the size of a telephone directory. And the human genome is by no means the largest. Rather surprisingly, that record falls to a measly amoeba, Amoeba dubia, with a gargantuan genome of 670 gigabases, some 220 times the size of our own. Most of it seems to be ‘junk’, coding for nothing at all.

Every time a cell divides, it replicates all of its DNA, a process that takes place in a matter of hours. The human body is a monster of 15 million millioncells, each one harbouring its own faithful copy of the same DNA (two copies in fact). To form your body from a single egg cell, your DNA helices were prised apart to act as a template 15 million million times (and indeed many more, for cells die and are replaced all the time). Each letter is copied with a precision bordering on the miraculous, recreating the order of the original with an error rate of about one letter in 1,000 million. In comparison, for a scribe to work with a similar precision, he would need to copy out the entire bible 280 times before making a single error. In fact, the scribes’ success was a lot lower. There are said to be 24,000 surviving manuscript copies of the New Testament, and no two copies are identical.
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 The reason is that selection applies the brakes, by eliminating most of the detrimental changes. If changes are eliminated by selection, the sequences that do persist are obviously more similar to each other than they would be if change were unconstrained; again, selection is straightening.

Going further back into deep time, these two traits, time and selection, conspire to produce the most marvellous and intricate of tapestries. All life on our planet is related, and the readout of letters in DNA shows exactly how. By comparing DNA sequences, we can compute statistically how closely related we are to anything, from monkeys to marsupials, to reptiles, amphibians, fish, insects, crustaceans, worms, plants, protozoa, bacteria–you name it. All of us are specified by exactly comparable sequences of letters. We even share tracts of sequence in common, the bits constrained by common selection, while other parts have altered beyond recognition. Read out the DNA sequence of a rabbit and you will find the same interminable succession of bases, with some sequences identical to ours, others different, intermingling in and out like a kaleidoscope. The same is true of a thistle: the sequence is identical, or similar, in places, but now larger tracts are different, echoing the vast tracts of time since we shared a common ancestor, and the utterly different ways of life we lead. But our deep biochemistry is still the same. We are all built from cells that work in much the same way, and these are still specified by similar sequences of DNA.

Given these deep biochemical commonalities, we would expect to find sequences in common with even the most remote forms of life, like bacteria, and so we do. But in fact there is scope for confusion here, as sequence similarity is not plotted on a scale of 0 to 100 per cent, as one might expect, but from 25 to 100 per cent. This reflects the four letters of DNA. If one letter is substituted for another at random, there is a 25 per cent chance that the same letter will be substituted. Likewise if a random stretch of DNA is synthesised from scratch in the lab, there must necessarily be a 25 per cent sequence similarity to any one of our genes chosen at random–the probability that each letter will match a letter in human DNA is a quarter. As a result, the idea that we are ‘half banana’ because we share 50 per cent of our genome sequence with a banana is misleading, to put it mildly. By the same reasoning, any randomly generated stretch of DNA would be a quarter human. Unless we know what the letters actually mean, we’re completely in the dark.

And that is why Watson and Crick only grasped half of the secret of life that morning in 1953. They knew the structure of DNA and understood how each strand of the double helix could serve as a template for another, so forming the hereditary code for each organism. What they didn’t mention in their famous paper, because it took a further ten years of ingenious research to find out, was what the sequence of letters actually codes for. Although lacking the majestic symbolism of the double helix, which cares not a hoot for the letters entrained in its spiral, deciphering the code of life was perhaps the larger achievement, one in which Crick himself figured prominently. Most importantly, from our point of view in this chapter, the deciphered code, initially the most puzzling disappointment in modern biology, gives intriguing insights into how DNA evolved in the first place, nearly 4 billion years ago.

DNA seems so modern that it’s hard to appreciate how little was known about the rudiments of molecular biology back in 1953. DNA leapt from the original paper by Watson and Crick, its structure rendered schematically by Crick’s artist wife Odile as the twisting ladder copied practically without change for half a century (see Fig. 2.2). And Watson’s famous book, The Double Helix, written in the 1960s, painted a modern view of science. Indeed so influential was it that life probably began to imitate art. I, for one, read Watson’s book at school and dreamt of Nobel prizes and seminal discoveries. In retrospect, my sense of how science was actually done was based almost entirely on Watson’s book; and my inevitable disillusionment at university may well have stemmed from the failure of reality to live up to the excitement I had anticipated. I took to rock climbing for thrills instead. It was some years before the intellectual excitement of science seeped back into my bones.




Figure 2.2The DNA double helix, showing how the two helices spiral around each other. Separating the strands allows each to act as a template for a new complementary strand.




3


 The existence of such molecular adaptors was purely hypothetical at that juncture, but they were duly discovered within a few years and were composed of RNA, as Crick had predicted. They’re now called transfer RNAs, or tRNAs. The whole edifice was beginning to feel like Lego, with pieces joining and detaching, to form marvellous, if fleeting, structures.
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 There didn’t even seem to be any particular structural reason that could account for the code; there was no strong chemical or physical affiliations between amino acids and particular codons.

Crick declared the disappointing code to be a ‘frozen accident’, and most could only nod and agree. It was frozen, he said, because any infringements–unfreezing the code–would have serious consequences. A single point mutation changes an amino acid here or there, whereas any alteration in the code itself would induce a catastrophic change in absolutely everything. The distinction is between the occasional typo in a book, which doesn’t alter the meaning much, and transforming the entire alphabet into gobbledegook. Once set in stone, then, said Crick, any further tampering with the code would be punishable by death, a view that still resonates with biologists widely today.

But the ‘accidental’ nature of the code gave Crick a problem. Why just one accident, why not several? If the code is arbitrary, no one code would have any particular benefit over any other. There would then be no reason for a selective ‘bottleneck’, in which one version of the code had, in Crick’s words, ‘such a selective advantage over all its competitors that it alone survived’. But if there were no bottleneck, Crick wondered, why didn’t several codes coexist in different organisms?

The obvious answer is that all organisms on earth descend from a common ancestor, in which the code was already fixed. More philosophically, life arose just once on earth, making it look unique and improbable, perhaps even a freak event. For Crick, that suggested an infection–a single inoculation. Life, he speculated, was ‘seeded’ on earth as a bacterial clone derived from a single extraterrestrial organism. He went further, arguing that bacteria had been deliberately seeded by some alien intelligence from a spaceship sent to earth, an idea he called ‘directed panspermia’. He developed the theme in a book, Life Itself, published in 1981. As Matt Ridley put it, in his superb biography of Crick: ‘The subject matter raised not a few eyebrows. The great Crick writing about alien life forms seeding the universe from spacecraft? Had success gone to his head?’

Whether the notion of an accidental code really justifies such weighty philosophy is a matter of opinion. The code itself didn’t need to offer any particular advantages or disadvantages to be thrust through a bottleneck: strong selection for any trait at all, even a freak accident such as an asteroid impact, could have wiped out all but a single clone, which by definition would have had but a single code. Be that as it may, Crick’s timing was unfortunate. Since the early 1980s, when Crick was writing, we have come to realise that the code of life is neither frozen nor accidental. There are covert patterns in the code, a ‘code within the codons’, giving a clue to its origins nearly 4 billion years ago. And we now know that the code is a long way from the contemptible cipher condemned by cryptographers, but a code in a million, able to resist change and speed up the pace of evolution at once.
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 I use the example of pyruvate because it is a molecule that we have already met in Chapter 1. It can be formed in hydrothermal vents from carbon dioxide and hydrogen, catalysed by minerals found in the vents. But pyruvate is not alone in this regard. All the amino acid precursors are part of the core biochemistry of all cells, the Krebs cycle, and should form in the type of hydrothermal vent discussed in Chapter 1. The implication, admittedly weak at this point but set to deepen, is that there is a link between hydrothermal vents and the first position of the triplet code.

What about the second letter? Here the association is with the degree to which an amino acid is soluble or insoluble in water, which is to say, its hydrophobicity. Hydrophilic amino acids dissolve in water, whereas hydrophobic amino acids are immiscible, dissolving in fats or oils such as the lipid membranes of cells. The amino acids can be sorted into a spectrum, running from ‘very hydrophobic’ to ‘very hydrophilic’, and it’s this spectrum that bears a relationship with the second position of the triplet code. Five of the six most hydrophobic amino acids have T as the middle base, whereas all the most hydrophilic have A. The intermediates have a G or a C. Overall, then, there are strong deterministic relationships between the first two positions of every codon and the amino acid encoded, for whatever reasons.

The final letter is where the degeneracy lies, with eight amino acids having (a lovely technical term, this) fourfold degeneracy. While most people might picture a fourfold degenerate as a staggering drunkard, who manages to collapse into four different gutters, biochemists merely mean that the third position of the codon is information-free: it doesn’t matter which base is present, as all four possibilities encode the same amino acid. In the case of glycine, encoded by the triplet GGG, for example, the final G can be switched to a T, A or C–each triplet still codes for glycine.

The degeneracy of the code in the third position has several interesting implications. We’ve already noted that a doublet code could encode up to 16 out of the 20 different amino acids. If we eliminate the 5 most complex amino acids (leaving 15, plus a stop codon), the patterns in the first two letters of the code become even stronger. It might be, then, that the primordial code was a doublet, and was only later expanded into a triplet code, by ‘codon capture’ the amino acids competed among themselves for the third position. If so, the earliest amino acids may have had an ‘unfair’ advantage in ‘taking over’ triplet codons, and this seems to be true. For example, the 15 amino acids most likely to have been encoded by the early doublet code hog between them 53 out of 64 possible triplets, an average of 3.5 codons per amino acid. In contrast, the 5 ‘later’ additions muster only 8 codons between them, an average of just 1.6. It certainly looks like the early birds got the worms.

So let’s entertain the possibility that the code was initially a doublet, not a triplet, encoding a total of 15 amino acids (plus one ‘stop’ codon). This early code seems to have been almost entirely deterministic, which is to say that it was dictated by physical and chemical factors. There are few exceptions to the rules that the first letter is allied to the precursor, while the second letter is linked to the hydrophobicity of the amino acid. There is little scope here for any play of chance, no freedom from the physical rules.

But the third letter is a different matter. Here, with so much flexibility, there could have been a play of chance, and with that it became possible for selection to ‘optimise’ the code. This, at any rate, was the radical proposition of two English molecular biologists, Lawrence Hurst and Stephen Freeland, in the late 1990s. The pair made science headlines when they compared the genetic code with millions of random computer-generated codes. They considered the damage that could be done by point mutations, in which one letter of a codon is switched for another. Which code, they wondered, could resist such point mutations best, either by retaining exactly the same amino acid, or by substituting a similar one? They found that the real genetic code is startlingly resistant to change: point mutations often preserve the amino acid sequence, and if a change does occur, a physically related amino acid tends to be substituted. In fact, Hurst and Freeland declared the genetic code to be better than a million alternative randomly generated codes. Far from being the folly of nature’s blind cryptographer, the code is one in a million. Not only does it resist change, they say, but also by restricting the catastrophic consequences of the changes that do occur, the code actually speeds up evolution: obviously, mutations are more likely to be beneficial if they are not catastrophic.

Short of positing celestial design, the only way to explain optimisation is via the workings of selection. If so, the code of life must have evolved. Certainly, a number of trivial variations in the ‘universal’ code among bacteria and mitochondria do show that, if nothing else, the code can evolve, at least under exceptional circumstances. But how does it change without causing mayhem, you may ask, with Crick? The answer is: discretely. If an amino acid is encoded by four or even six different codons, some tend to be used more often than others. The rarely used codons can in practice be redesignated to a different (but probably related) amino acid without catastrophic consequences. And so the code evolves.

Altogether, then, the ‘code within the codons’ speaks of a physical process, initially related to the biosynthesis and solubility of amino acids, followed later by expansion and optimisation. The question is, what kind of physical process did selection begin to act upon?

The answer is not known with any certainty, and there are some stumbling blocks. One of the earliest was the chicken-and-egg problem of DNA and proteins. The problem was that DNA is more or less inert, and requires specific proteins even to replicate itself. On the other hand, specific proteins don’t get to be specific by chance. They evolve by natural selection, and for that to happen their structure must be both inheritable and variable. Proteins don’t act as their own heritable template: they are coded by DNA. And so proteins can’t evolve without DNA, while DNA can’t evolve without proteins. If neither can evolve without the other, selection can never get started.

Then in the mid-1980s came the startling discovery that RNA acts as a catalyst. RNA rarely forms a double helix, instead forming smaller molecules with complex shapes that lend themselves to catalysis. And so RNA breaks the loop. In a hypothetical ‘RNA world’, it takes over the role of both proteins and DNA, catalysing its own synthesis, along with many other reactions. Suddenly there was no need for the code to be all about DNA: it could have grown from the direct interactions of RNA with proteins.

That made good sense in terms of how modern cells work. In cells today, there are no direct interactions between DNA and amino acids; but during protein synthesis, many fundamental reactions are catalysed by RNA enzymes, known as ribozymes. The term ‘RNA world’ was coined by Watson’s Harvard colleague Walter Gilbert, in one of the most widely read Naturearticles ever written. The idea had a mesmeric effect on the field, while the quest for the code of life was recast from ‘how does DNA code for proteins’ to ‘what kinds of interactions must have taken place between RNA and amino acids’. Yet still the answer was far from obvious.
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 The outcome is an RNA bound to an amino acid, the identity of which depends on the letters that had formed the dinucleotide. It is, in effect, a prototype of Crick’s ‘adaptors’, an RNA charged with the ‘correct’ amino acid.

The final step converts a two-letter code into a three-letter code, and again could depend on no more than standard base pairing between RNAs. If such interactions function better with three letters than two (perhaps because the spacing is better, or the binding strength), then we easily switch to a triplet code, in which the first two letters are specified by the constraints of synthesis, while the third letter can vary within limits, allowing optimisation of the code at a later stage. This is where I suspect that Crick’s original conception of RNAs nestling up like piglets on a sow’s nipples may have been right: spatial constraints could push adjacent RNAs to an ‘average’ of three letters apart. Notice that as yet there is no reading-frame, no proteins, merely amino acids interacting with RNAs. But the basis of the code is already in place, and additional amino acids can be added in at a later stage by capturing vacant triplet codons.

This whole scenario is speculative, to be sure, and as yet there is little evidence to back it up. Its great virtue is that it sheds light on the origin of the code, taking us from simple chemical affiliations to a triplet codon in a plausible and testable way. Even so, you may feel that this is all very well, but that I’m brandishing RNA around as if it grows on trees. For that matter, how do we switch from simple chemical affiliations to selection for proteins? And how do we get from RNA to DNA? As it happens, there are some striking answers, backed up by surprising findings in the last few years. Gratifyingly, the new findings square beautifully with the idea of life evolving in hydrothermal vents, the setting of Chapter 1.
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Taken together, thermal gradients should concentrate single nucleotides to extreme levels in vents, promoting the formation of RNA. Then these same gradients should concentrate RNA, fostering physical interactions between molecules. Finally the oscillating temperatures should promote RNA replication. It’s hard to imagine a better setting for the primordial RNA world.

So what about our second question: how do we go from replicating RNAs, competing among themselves, to a more sophisticated system in which RNA begins to code for proteins? Again, vents may hold the answer.

Put RNA in a test tube, along with the raw materials and energy (as ATP) it needs, and it will replicate. In fact, it won’t just replicate, but as molecular biologist Sol Spiegelman and others discovered in the 1960s, it will evolve.Over test-tube generations, RNA gets faster and faster at replicating, finally becoming monstrously efficient. It becomes Spiegelman’s monster–a prolifically replicating strand of RNA, capable only of the most artificial and frenzied existence. Curiously, it doesn’t matter where the starting point is: you can start out with a whole virus or with an artificial length of RNA. You can even begin with a mixture of nucleotides and a polymerase to zip them up together. Wherever you start, there is always a tendency to home in on the same ‘monster’, the same frenetically replicating strand of RNA, barely fifty letters long, Spiegelman’s monster. It’s a molecular groundhog day.

The point is that Spiegelman’s monster does not become more complex. The reason it ends up as a stretch of fifty letters is that this is the binding sequence for the replicase enzyme, without which the strand could not replicate at all. Effectively, RNA can’t see past its own nose and is never going to generate complexity in a solution. So how and why did RNA begin to code for proteins, at the cost of its own replicative speed? The only way out of this loop is for selection to occur at a ‘higher level’, for RNA to become part of a larger entity, which is now the unit of selection, a cell for example. The trouble is that all organic cells are far too complex to just pop into existence without evolution, which is to say, there must be selection for the traits that make a cell, rather than selection for the speed of RNA replication. This is a chicken-and-egg situation just as ineluctable as the DNA–protein loop, albeit less celebrated.

We’ve seen that RNA breaks the DNA–protein loop beautifully; but what breaks the selection loop? The answer is staring us in the face: it’s the ready-made inorganic cells in hydrothermal vents. Such cells are about the same size as organic cells and are formed all the time in active vents. So, if the contents of a cell are especially good at regenerating the raw materials needed to replicate themselves, the cell begins to replicate itself, budding off into new inorganic cells. In contrast, ‘selfish’ RNAs, which replicate themselves as fast as possible, start to lose out, as they are unable to regenerate the raw materials needed to sustain their own replication.

In other words, in the vent environment, selection gradually shifts from the replicative speed of individual RNA molecules, to the overall ‘metabolism’ of cells, acting as individual units. And proteins, above all else, are the masters of metabolism. It was inevitable that they would ultimately supplant RNA. But of course proteins didn’t come into existence at once; it’s likely that minerals, nucleotides, RNAs, amino acids and molecular complexes (amino acids binding to RNA, for example) all contributed to a prototype metabolism. The point is that what began as simple affiliations between molecules became, in this world of naturally proliferating cells, selection for the ability to reproduce the contents of whole cells. It became selection for self-sufficiency, and ultimately for autonomous existence. And ironically, it’s in the autonomous existence of cells today that we find our final clue to the origin of DNA itself.
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 Both of these tiny changes would be hard to stop taking place virtually spontaneously in vents. The first is the removal of a single oxygen atom from RNA (ribonucleic acid) to give deoxy-ribonucleic acid, or DNA. The mechanism today still involves the kind of reactive (technically free-radical) intermediates found in vents. The second difference is the addition of a ‘methyl’ (CH

3


 ) group on to the letter uracil, to give thymine. Again, methyl groups are reactive free-radical splinters of methane gas, plentiful in alkaline vents.

So making DNA could have been relatively easy: it would have formed as ‘spontaneously’ in the vents as RNA (I mean its formation from simple precursors would have been catalysed by minerals, nucleotides, amino acids, and so on). A slightly more difficult trick would have been to retain the coded message, which is to say, to make an exact copy of the sequence of letters in RNA in the form of DNA. Yet here too the void is not insuperable. To convert RNA to DNA requires just one enzyme: a reverse transcriptase, held in trust by retroviruses like HIV today. How ironic that the one enzyme that ‘breaks’ the central dogma of molecular biology–DNA makes RNA makes protein–should have been the enzyme that turned a porous rock infested with viral RNA into life as we know it today! It may be that we owe the very birth of cells to the humble retrovirus.

There is much in this tale left unsaid, many puzzles skipped over in an attempt to reconstruct a story that makes some kind of sense, at least to me. I can’t pretend that all of the evidence we’ve discussed here is conclusive, or much more than clues to the deepest past. Yet they are genuine clues, which will need to be explained by whatever theory turns out to be true. There really are patterns in the code of life, patterns that imply the operation of both chemistry and selection. Thermal currents in deep-ocean vents really do concentrate nucleotides, RNA and DNA, turning their riddling mineral cells into an ideal RNA world. And there really are deep distinctions between archaea and bacteria, distinctions that can’t be explained away by some sleight of hand. They certainly imply that life started out with a retroviral lifecycle.

I’m genuinely excited that the story we’ve unravelled here might just be true, but there is one deep uncertainty at the back of my mind: the implication that cellular life emerged twice from the deep-ocean vents. Did swarming RNAs infect nearby vents, eventually taking over great swathes of the ocean, enabling selection to operate on a global scale? Or was there something uniquely favourable about one particular vent system, whose atypical conditions gave rise to both the archaea and bacteria? Perhaps we’ll never know; but the play of chance and necessity should give everybody some pause for thought.
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Summoned by the Sun

Imagine a world without photosynthesis. It wouldn’t be green, for a start. Our emerald planet reflects the glory of plants and algae, and ultimately their green pigments, which absorb light for photosynthesis. First among pigments is the marvellous transducer that is chlorophyll, which steals a beam of light and conjures it into a quantum of chemical energy, driving the lives of both plants and animals.

The world probably wouldn’t be blue either, for the azures of the heavens and the marines of the oceans depend on clear skies and waters, cleansed of their haze and dust by the scouring power of oxygen. And without photosynthesis there would be no free oxygen.

In fact there might not be any oceans either. Without oxygen there is no ozone; and without that, there is little to cut down the searing intensity of ultraviolet rays. These split water into oxygen and hydrogen. The oxygen is formed slowly and never builds up in the air; instead it reacts with iron in the rocks, turning them a rusty-red colour. And hydrogen, the lightest of gases, evades the tug of gravity and slips away into space. The process may be slow but it is also inexorable: the oceans bleed into space. Ultraviolet radiation cost Venus its oceans, and maybe Mars too.

So we don’t need much imagination to picture a world without photosynthesis: it would look a lot like Mars, a red dusty place, without oceans, and without any overt signs of life. Of course, there is life without photosynthesis, and many astrobiologists seek it on Mars. But even if a few bacteria are found hiding beneath the surface, or buried in an icecap, the planet itself is dead. It is in near-perfect equilibrium, a sure sign of inertia. It could never be mistaken for Gaia.

Oxygen is the key to planetary life. No more than a waste product of photosynthesis, oxygen really is the molecule that makes a world. It is let loose by photosynthesis so fast that it finally overwhelms the capacity of a planet to swallow it up. In the end, all the dust and all the iron in the rocks, all the sulphur in the seas and methane in the air, anything that can be oxidised is oxidised, and free oxygen pours into the air and the oceans. Once there, oxygen puts a stop to the loss of water from the planet. Hydrogen, when released from water, inevitably bumps into more oxygen before it finds its way out into space. Swiftly it reacts to form water again, which now rains back down from the heavens, drawing to a halt the loss of the oceans. And when oxygen accumulates in the air, an ozone shield forms, ablating the searing intensity of the ultraviolet rays, and making the world a more habitable place.

Oxygen doesn’t just rescue a planet’s life: it energises all life, and makes it big. Bacteria can do perfectly well without oxygen: they have an unparalleled skill at electrochemistry, they are able to react together virtually all molecules to glean a little energy. But the sum total of energy that can be derived from fermentation, or by reacting two molecules like methane and sulphate together, is negligible in comparison with the power of oxygen respiration–literally the burning up of food with oxygen, oxidising it fully to carbon dioxide and water vapour. Nothing else can provide the energy needed to fuel the demands of multicellular life. All animals, all plants, all of them depend on oxygen for at least part of their life cycle. The only exception that I’m aware of is a microscopic (but multicellular) nematode worm that somehow gets along in the stagnant oxygen-free depths of the Black Sea. So a world without free oxygen is microscopic, at least at the level of individual organisms.

Oxygen contributes to large size in other ways too. Think of a food chain. The top predators eat smaller animals, which might in turn eat insects, which eat smaller insects, which live on fungus or leaves. Five or six levels in a food web are not uncommon. At each step energy is wasted, for no form of respiration is ever 100 per cent efficient. In fact, oxygen respiration is about 40 per cent efficient, while most other forms of respiration (using iron or sulphur instead of oxygen, for example) are less than 10 per cent efficient. This means that, without using oxygen, the energy available dwindles to 1 per cent of the initial input in only two levels, whereas with oxygen it takes six levels to arrive at the same point. That in turn means that long food chains are only feasible with oxygen respiration. The economy of the food chain means that predators can operate in an oxygenated world, but predation as a lifestyle just doesn’t pay without oxygen.

Predation escalates size, of course, driving arms races between predator and prey. Shells combat teeth, camouflage tricks the eye; and size intimidates both hunter and hunted. With oxygen, then, predation pays; and with predators size pays. So oxygen makes large organisms not just feasible but also probable.

It also helps build them. The protein that gives animals their tensile strength is collagen. This is the main protein of all connective tissues, whether calcified in bones, teeth and shells, or ‘naked’ in ligaments, tendons, cartilage and skin. Collagen is by far the most abundant protein in mammals, making up a remarkable 25 per cent of total body protein. Outside the vertebrates, it is also the critical component of shells, cuticles, carapaces and fibrous tissues of all sorts–the ‘tape and glue’ of the whole animal world. Collagen is composed of some unusual building blocks, which require free oxygen to form cross-links between adjacent protein fibres, giving the overall structure a high tensile strength. The requirement for free oxygen means that large animals, protected with shells or strong skeletons, could only evolve when atmospheric oxygen levels were high enough to support collagen production–a factor that might have contributed to the abrupt appearance of large animals in the fossil record at the beginning of the Cambrian period, some 550 million years ago, soon after a big global rise in atmospheric oxygen.

The need for oxygen to make collagen may seem no more than an accident; if not collagen why not something else with no requirement for free oxygen? Is oxygen necessary to give strength or just a random ingredient that happened to be incorporated and then forever remained part of the recipe? We don’t really know, but it’s striking that higher plants, too, need free oxygen to form their structural support, in the shape of the immensely strong polymer lignin, which gives wood its flexible strength. Lignin is formed in a chemically haphazard way, using free oxygen to form strong cross-links between chains. These are very difficult to break down, which is why wood is so strong and why it takes so long to rot. Eliminate lignin from trees–a trick that manufacturers of paper have tried, as they need to remove it laboriously from wood pulp to make paper–and the trees slump to the ground, unable to sustain their own weight even in the lightest breeze.

So without oxygen there would be no large animals or plants, no predation, no blue sky, perhaps no oceans, probably nothing but dust and bacteria. Oxygen is without a doubt the most precious waste imaginable. Yet not only is it a waste product, it is also an unlikely one. It is quite feasible that photosynthesis could have evolved here on earth, or Mars, or anywhere else in the universe, without ever producing any free oxygen at all. That would almost certainly consign any life to a bacterial level of complexity, leaving us alone as sentient beings in a universe of bacteria.




2




What was behind the unprecedented rate of carbon burial in Carboniferous times? A variety of accidental factors, almost certainly. The alignment of the continents, the wet climate, the great flood plains; and perhaps most importantly the evolution of lignin, which gave rise to large trees and sturdy plants capable of colonising large areas of the landmass. Lignin, tough to break down for fungi and bacteria even today, seems to have been an insurmountable challenge soon after its evolution. Rather than being broken down for energy, it was buried intact on a vast scale, and its antithesis, oxygen, flooded the air.

Geological accidents colluded on two other occasions to force up oxygen levels, both perhaps the outcome of global glaciations called ‘snowball earths’. The first great rise in oxygen levels, around 2,200 million years ago, followed hard on the heels of a period of geological upheavals and global glaciation around that time; and a second period of global glaciations, around 800 to 600 million years ago, also seems to have pushed up oxygen levels. Such calamitous global events probably altered the balance of photosynthesis to respiration, and of burial to erosion. As the great glaciers melted and the rains fell, minerals and nutrients (iron, nitrates and phosphates) that had been scoured from the rocks by ice were washed into the oceans, causing a great bloom of photosynthetic algae and bacteria, similar to, but far greater than, those caused today by fertilisers. Not only would such a run-off induce a bloom, it would also tend to bury it: the dust, dirty ice and grit washed into the oceans mixed with blooming bacteria and settled out, burying carbon on an unprecedented scale. And with it came a lasting global rise in oxygen.

So there is a sense of the accidental about the oxygenation of our planet. This sense is reinforced by the absence of change for long periods otherwise. From 2,000 million to around 1,000 million years ago–a period geologists call the ‘boring billion’–almost nothing of note seems to have happened. Oxygen levels remained steady and low throughout this period, as indeed they did at other times for hundreds of millions of years. Stasis is the default, while episodes of geological restlessness wreak lasting change. Such geological factors might intervene on other planets too; but tectonic movements and active volcanism seem to be necessary to bring about the accidental conjugations needed for oxygen to accumulate. It is not beyond the bounds of possibility that photosynthesis evolved long ago on Mars, but that this small planet, with its shrinking volcanic core, could not sustain the geological flux required for oxygen to accumulate, and later expired on a planetary scale.

But there is a second and more important reason why photosynthesis need not lead to an oxygen atmosphere on a planet. Photosynthesis itself may never turn upon water as a raw material. We are all familiar with the form of photosynthesis that we see around us. Grasses, trees, seaweeds, all operate in fundamentally the same way to release oxygen–a process known as ‘oxygenic’ photosynthesis. But if we take several steps back and consider bacteria, there are many other options. Some relatively primitive bacteria make use of dissolved iron or hydrogen sulphide instead of water. If these sound like implausible raw materials to us, it is only because we have become so inured to our oxygenated world–the product of ‘oxygenic’ photosynthesis–that we struggle to imagine conditions on the early earth when photosynthesis first evolved.

We also struggle to grasp the counterintuitive, but in fact simple, mechanism of photosynthesis. Let me give an example, which I suspect, perhaps unfairly, illustrates the general perception of photosynthesis. This is Primo Levi, from his lovely book The Periodic Table, published in 1975 and voted the ‘best popular science book ever’ by an audience (including me) at the Royal Institution in London, in 2006:

Our atom of carbon enters the leaf, colliding with other innumerable (but here useless) molecules of nitrogen and oxygen. It adheres to a large and complicated molecule that activates it, and simultaneously receives the decisive message from the sky, in the flashing form of a packet of solar light: in an instant, like an insect caught by a spider, it is separated from its oxygen, combined with hydrogen and (one thinks) phosphorus, and finally inserted in a chain, whether long or short does not matter, but it is the chain of life.

Spot the mistake? There are actually two, and Levi ought to have known better, for the true chemistry of photosynthesis had been elucidated forty years earlier. A flashing packet of solar light does not activate carbon dioxide: it can be activated just as well in the middle of the night, and indeed is never activated by light, even in the brightest sunshine. Nor is carbon separated in an instant from its oxygen. Oxygen remains stubbornly bound to its carbon. Underpinning Levi’s account is the common, but plain wrong, assumption that the oxygen released by photosynthesis comes from carbon dioxide. It does not. It comes from water. And that makes all the difference in the world. It is the first step to understanding how photosynthesis evolved. It is also the first step to solving the energy and climate crises of our planet.

The packets of solar energy used in photosynthesis split water into hydrogen and oxygen: the same reaction that occurs on a planetary scale when the oceans bleed into space, driven away by the blast of ultraviolet radiation. What photosynthesis achieves–and what we have so far failed to achieve–is to come up with a catalyst that can strip the hydrogen from water with a minimal input of energy, using gentle sunlight rather than searing ultraviolet or cosmic rays. So far, all our human ingenuity ends up consuming more energy in splitting water than is gained by the split. When we succeed in mimicking photosynthesis, with a simple catalyst that gently prises hydrogen atoms from water, then we will have solved the world’s energy crisis. Burning that hydrogen would comfortably supply all the world’s energy needs, and regenerate water as the only waste: no pollution, no carbon footprint, no global warming. Yet this is no easy task, for water is a marvellously stable combination of atoms, as the oceans attest; even the most furious storms, battering cliffs, don’t break water into its component atoms. Water is at once the most ubiquitous and unattainable raw material on our planet. The modern mariner might muse on how to power his boat with water and a splash of sunshine. He should ask the green scum floating on the waves.

The same problem, of course, faced the remote ancestors of that scum, the ancestors of today’s cyanobacteria, the only form of life on our planet to have chanced upon the trick of splitting water. The strange thing is that cyanobacteria split water for exactly the same reason that their bacterial relatives split hydrogen sulphide or oxidise iron: they want the electrons. And on the face of it, water is the last place to find them.

Photosynthesis is conceptually simple: it’s all about electrons. Add a few electrons to carbon dioxide, along with a few protons to balance out charges, and, hey presto, there you have it–a sugar. Sugars are organic molecules: they are Primo Levi’s chain of life and the ultimate source of all our food. But where do the electrons come from? With a little energy from the sun they can come from more or less anywhere. In the case of the familiar ‘oxygenic’ form of photosynthesis, they come from water; but in fact it’s far easier to strip them from other compounds less stable than water. Take electrons from hydrogen sulphide and instead of releasing oxygen into the air you deposit elemental sulphur–biblical brimstone. Take them from iron dissolved in the oceans (as ferrous iron) and you get rusty-red ferric iron, which settles out as new rocks–a process that might once have been responsible for the vast ‘banded-iron formations’ found around the world, and today the largest remaining reserves of low-grade iron ore.

These forms of photosynthesis are marginal in today’s oxygen-rich world, simply because the raw materials, hydrogen sulphide or dissolved iron, are rarely found in sunny well-aerated waters. But when the earth was young, before the rise of free oxygen, they would have been by far the easiest source of electrons, and they saturated the oceans. This raises a paradox, whose resolution is fundamental to understanding how photosynthesis first evolved. Why switch from a plentiful and comfortable source of electrons to something far more problematic, water, whose waste product, oxygen, was a toxic gas capable of causing grievous bodily harm to any bacteria that produced it? The fact that, given the power of the sun and a clever catalyst, water is far more abundant than either, is beside the point, for evolution has no foresight. So too is the fact that oxygenic photosynthesis transformed the world; the world cares not a whit. So what kind of environmental pressure, or mutations, could have driven such a shift?

The facile answer, which you’ll find in plenty of textbooks, is that the raw materials ran out: life turned to water because there were no easy alternatives left, just as we might turn to water when we run out of fossil fuels. But this answer can’t be true: the geological record makes it plain that ‘oxygenic’ photosynthesis evolved long before–more than a billion years before–all these raw materials ran out. Life was not forced into a corner.

Another answer, only now emerging, lies hidden in the machinery of photosynthesis itself, and is altogether more beautiful. It is an answer that combines chance and necessity, an answer that shines the light of simplicity on one of the most convoluted and complicated extractions in the world.
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 Here we need concern ourselves only with what we have learned, and what that has to say about the invention of photosynthesis.
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And yet–typically for anything associated with Hill–even the term ‘Z scheme’ is gnomically misleading. The Z should really be rotated through 90 degrees to become an ‘N’ then it would reflect more accurately the energy profile of photosynthesis. Picture the first upstroke of the ‘N’ as a vertical uphill reaction: energy must be supplied to make it work. The diagonal down-stroke of the ‘N’ is then a downhill reaction–it releases energy that can be captured and stored in the form of ATP. The final upstroke is again an uphill reaction, which requires an input of energy.

In photosynthesis, the two photosystems–Photosystem I and II–lie at the two bottom points of the ‘N’. A photon of light hits the first photosystem and blasts an electron up to a higher energy level; the energy of this electron then cascades down in a series of small molecular steps, which provide the energy needed to make ATP. Back at a low energy level, the electron arrives at the second photosystem, where a second photon blasts it up a second time to a higher energy level. From this second high point, the electron is ultimately transferred to carbon dioxide, in the first step of making a sugar. One helpful cartoon by Richard Walker (see Fig. 3.1) depicts the process as a fairground test-of-strength game, where a punter hits a pallet with a mallet to ring a bell by forcing a metal ringer up a pole. In this case, the swing of the mallet provides the energy to blast the ringer up the pole; in the case of photosynthesis, the energy of a photon from the sun does the same job.




Figure 3.1Cartoon depicting the Z scheme, by Richard Walker. The energy of a photon, depicted as a mallet blow, blasts an electron to a high energy level. As the electron cascades back down to a lower energy level, some of the energy released powers work in the cell. A second photon then blasts the electron back up to an even higher energy level, where it is captured in the form of a high-energy molecule (NADPH) that later reacts with carbon dioxide to form an organic molecule.
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 But an entity that is good at pulling tends to be less good at pushing. A molecule that grasps electrons tightly is chemically disinclined to push them away, just as the misanthropic Mr Hyde, or any grasping miser, is not prone to give away his wealth in acts of spontaneous generosity. So it is with this form of chlorophyll. When activated by light it has tremendous power to pull electrons from water, but little strength to push them away anywhere else. In the jargon, it is a powerful oxidant but a weak reductant.
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So there is a reason for having two photosystems in photosynthesis. No real surprise there. But the more challenging question is: how did such a complex interrelated system come to evolve? There are actually five parts to this sequence. First is the ‘oxygen-evolving complex’, a kind of molecular nutcracker that positions the water molecules just so to have their electrons cracked out one by one, releasing oxygen as waste. Then comes Photosystem II (rather confusingly, the two photosystems are named in reverse order, for historical reasons), which when activated by light transforms into the molecular Mr Hyde, and yanks out these electrons from the oxygen-evolving complex. Then comes an electron-transport chain, which transfers the electrons away, like rugby players passing a ball across a pitch. The electron-transport chain uses the downhill energy gradient to make a little ATP, before delivering up the same electrons to Photosystem I. Here another photon blasts them up to a high energy level again, where they are held in trust by the molecular ‘hustler’ NADPH, a strong pusher of electrons, which wants nothing better than to be rid of them again. And then finally comes the molecular machinery needed to activate carbon dioxide and convert it to a sugar. Using the molecular hustler generated by Photosystem I, the conversion of carbon dioxide into a sugar is powered by chemistry rather than light, and is actually known as the dark reaction–a feature that Primo Levi failed to appreciate.

These five systems work in sequence to strip electrons from water and push them onto carbon dioxide. It’s an enormously complicated way to crack a nut, but it seems to be about the only way to crack this particular nut. The great evolutionary question is how did all these complex interrelated systems come into existence, and come to be organised in exactly the right way, perhaps the only way, to make oxygenic photosynthesis work?

The word ‘fact’ is always likely to make biologists tremble in their boots, as there are so many exceptions to every rule; but one such ‘fact’ is virtually certain about oxygenic photosynthesis–it only evolved once. The seat of photosynthesis, the chloroplast, is found in all photosynthetic cells of all plants and all algae. Chloroplasts are omnipresent and are obviously related to each other. They share a secret history. The clue to their past lies in their size and shape: they look like little bacteria living inside a larger host cell (see Fig. 3.2). This hint of bacterial ancestry is confirmed by the existence of independent rings of DNA in all chloroplasts. These rings of DNA are copied whenever chloroplasts divide, and passed on to the daughters in the same way as bacteria. The detailed sequence of letters in chloroplast DNA not only corroborates the link with bacteria, but also points an accusing finger at the closest living relative: cyanobacteria. Last but not least, the Z scheme of plant photosynthesis, along with all five of its component parts, is presaged exactly (if with simpler machinery) in cyanobacteria. In short, there is no doubt that chloroplasts were once free-living cyanobacteria.

Once misnamed, poetically, the ‘blue-green algae’, the cyanobacteria are the only known group of bacteria that can split water via the ‘oxygenic’ form of photosynthesis. Exactly how some of their number came to live within a larger host cell is a mystery wrapped in the shrouds of deep geological time. It undoubtedly happened more than 1,000 million years ago, but presumably they were simply engulfed one day, survived digestion (not uncommon), and ultimately proved useful to their host cell. The host, impregnated with cyanobacteria, went on to found two great empires, the algae and the plants, for all of them today are defined by their ability to live on sun and water, by way of the photosynthetic apparatus inherited from their bacterial guests.




Figure 3.2Classic view of a chloroplast from beet (Beta vulgaris), showing the stacks of membranes (thylakoids) where water is split apart to release oxygen in photosynthesis. The resemblance to a bacterium is not accidental: chloroplasts were once free cyanobacteria.

So the quest for the origin of photosynthesis becomes the quest for the origin of cyanobacteria, the only type of bacteria to have cracked the problem of splitting water. And this is one of the most controversial, and indeed still unresolved, stories in modern biology.

Until the turn of the millennium, most researchers were convinced, if vexed, by the remarkable findings of Bill Schopf, an energetic and combative professor of palaeobiology at the University of California, Los Angeles. From the 1980s, Schopf had discovered and analysed a number of the oldest fossils of life on earth–some 3,500 million years old. The word ‘fossil’ needs a little clarification here. What Schopf found were strings of microscopic rock capsules, which looked a lot like bacteria, and were about the right size. From their detailed structure, Schopf initially proclaimed the fossils to be cyanobacteria. These tiny microfossils were often associated with what looked like fossil stromatolites. Living stromatolites are mineralising domes that grow in incremental layers, up to a metre or so in height, which are formed by thriving communities of bacteria that encrust the buried mineral layers. Eventually the entire structure turns to solid rock, often strikingly beautiful in section (see Fig. 3.3). The outer, living layers of modern stromatolites are usually heaving with cyanobacteria, so Schopf was able to claim these ancient forms as further evidence for the early appearance of cyanobacteria. Lest there be any doubt, Schopf went on to show that these putative fossils contained remnants of organic carbon, of a sort that seemed diagnostic of life –and not just any old life, but photosynthetic life. All in all, said Schopf, cyanobacteria, or something that looked very much like them, had already evolved on the earth by 3,500 million years ago, just a few hundred million years after the end of the great asteroid bombardment that marked the earliest years of our planet, so soon after the formation of the solar system itself.




Figure 3.3Living stromatolites in Hamelin Pool, near Shark Bay, western Australia. The pool is approximately double the salinity of the open ocean, which stifles grazers like snails and enables the cyanobacterial colonies to flourish.

Few people were equipped to challenge Schopf ’s interpretation of these ancient fossils, and the few that were also seemed convinced. Others, though, if less expert, were more sceptical. It was not easy to reconcile the early evolution of cyanobacteria–presumably belching out oxygen as a waste product, as they do today–with the first geological signs of oxygen in the atmosphere, well over a billion years later. And perhaps more seriously still, the complexity of the Z scheme made most biologists baulk at the idea that oxygenic photosynthesis could have evolved so fast. The other forms of photosynthesis, being simpler, seemed more in keeping with great antiquity. Overall, then, most people accepted that these were bacteria, perhaps photosynthetic bacteria, but there were doubts about whether they were really cyanobacteria, the pinnacle of the art.

Then Martin Brasier, professor of palaeobiology at Oxford, stepped into the ring, in what turned into one of the great fights of modern paleontology, a science in any case noted for the passion of its protagonists, and the elasticity of much of its evidence. Most researchers interested in the early fossils relied on specimens deposited in the Natural History Museum, London, but Brasier returned to the geological setting where Schopf had originally dug up his fossils, and expressed shock. Far from being the shallow, tranquil seafloor posited by Schopf, the entire region was shot through with geothermal veins, evidence of a tumultuous geological past, said Brasier. Schopf had hand-picked his specimens to make his case, Brasier went on, and had concealed other specimens, superficially similar, but patently not biological; they were probably all formed by the action of scalding water on mineral sediments. The stromatolites too, he said, were formed by geological processes, not bacteria, and were no more mysterious than ripples in the sand. And the organic carbon had no microscopic structure at all, making it quite indistinguishable from the inorganic graphite found in many geothermal settings. Finally, as if to drive a stake through the corpse of a once-great scientist, one former graduate student recalled being bullied and forced into making dubious interpretations. Schopf looked like a broken man.

But never a man to take a beating lightly, Schopf emerged fighting. Assembling more data to make his case, he met Brasier onstage at a fiery NASA spring meeting in April 2002, and the pair defended their corners. Brasier, every inch the haughty Oxford don, condemned Schopf ’s case as ‘a truly hydrothermal performance–all heat and not much light’. Even so, the jury has not really been convinced by either side. While there is real doubt about the biological origin of the earliest microfossils, others, dating to only a hundred million years later, are less contested; and Brasier himself has put forward candidate fossils from this time. Most scientists, including Schopf, now apply more stringent criteria to verify biological provenance. The one casualty so far is the cyanobacteria, once the centrepiece of Schopf ’s fame. Even Schopf concedes that the microfossils are probably not cyanobacteria, or at least are no more likely to be cyanobacteria than any other type of filamentous bacteria. And so we have arrived back in the starting blocks, chastened, and with no better idea of the evolution of cyanobacteria than we had at the outset.
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 Despite enormous evolutionary distances between the various groups of bacteria, the core structures of the photosystems are almost identical, to the point that they can be superimposed in space using a computer. In addition, Blankenship confirmed another link that researchers had suspected for a long time: the two photosystems (Photosystem I and II) also share core structures, and almost certainly evolved from a common ancestor, long, long ago.
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 And crucially, porphyrins are among the more complex molecules that have been isolated from asteroids and synthesised in the lab under plausibly prebiotic conditions. Porphyrins, in other words, would most likely have formed spontaneously on the early earth.

In short, Photosystem I took a simple-enough pigment, a porphyrin, and coupled its spontaneous light-driven chemistry to reactions that take place in bacterial cells anyway. The outcome was a primitive form of photosynthesis that could use light to strip electrons from ‘easy’ sources, such as iron and hydrogen sulphide, and pass the electrons on to carbon dioxide to form sugars. Thus these bacteria use light to make food.

What about Photosystem II? The bacteria that use this photosystem use light to pull off quite a different trick. This form of photosynthesis doesn’t produce organic matter. Rather, it converts light energy into chemical energy, indeed electricity, which can be used to power the cell. The mechanism is very simple. When a photon strikes a molecule of chlorophyll, one electron is zapped up to a higher energy level, as before, where it is captured by a nearby molecule. This electron is then passed hot-handed from carrier to carrier down an electron-transport chain, each time releasing a little energy, until it has returned to a low energy level. Some of the energy released in this process is captured, to make ATP. Finally, the exhausted electron is returned to the same chlorophyll that it started out from, completing the circuit. In short, light zaps an electron to a high energy level, and, as it cascades back down to a ‘resting’ level, the release of energy is captured as ATP, a form of energy that the cell can use. It’s just a light-powered electric circuit.

How did such a circuit come to be? Again, the answer is by mixing and matching. The electron-transport chain is more or less the same as that used for respiration, which evolved in the vents as we saw in Chapter 1; it was just borrowed for an ever-so-slightly new purpose. In respiration, as we noted, electrons are stripped from food and passed, ultimately, to oxygen, to form water. The energy released is used to generate ATP. In this form of photosynthesis, exactly the same thing happens: high-energy electrons are passed along a chain, not to oxygen, but to a ‘grasping’ (oxidising) form of chlorophyll. The more that the chlorophyll can ‘pull’ electrons (that is, the closer it is to oxygen in chemical character), the more efficient the chain will be, sucking electrons along and drawing out their energy. The great advantage is that no fuel, or food, is needed, at least to provide energy (it is needed to synthesise new organic molecules).

As a general conclusion, then, the simpler forms of photosynthesis are mosaic-like in character. Both forms plugged a new transducer, chlorophyll, into existing molecular machinery. In one case, this machinery converts carbon dioxide into sugars; in the other, it produces ATP. As to chlorophyll, similar porphyrin pigments probably formed spontaneously on the early earth, and natural selection did the rest. In each case, small changes in the structure of chlorophyll alter the wavelength of light absorbed, and so the chemical properties. All these changes alter the efficiency of processes that happen spontaneously, albeit initially much more wastefully. The natural outcome is to produce a ‘grasping miser’ form of chlorophyll for ATP synthesis in some footloose bacteria and a ‘street hustler’ type of chlorophyll to make sugars in bacteria living close to supplies of hydrogen sulphide or iron. But we’re still left with the bigger question: how did it all come to be tied together in the Z scheme of cyanobacteria, to split the ultimate fuel, water?

The short answer is we don’t know for sure. There are ways of finding a definite answer, but unfortunately they haven’t worked. For example, we can systematically compare and contrast the genes for the photosystems in bacteria, to build a gene tree that betrays the ancestry of the photosystems. Such trees are felled, though, by a fact of bacterial life–sex. Bacterial sex is not like our own, in which genes are inherited down the generations, giving rise to a nicely ordered family tree. Bacteria throw their genes around with a profligate disregard for the labours of geneticists. The result is more of a web than a tree, in which the genes of some bacteria end up in other, totally unrelated bacteria. And that means we have no real genetic evidence for how the photosystems came to be assembled together in the Z scheme.

But that doesn’t mean we can’t work out the answer. The great value of hypotheses in science is that, by making imaginative leaps into the unknown, they suggest new angles and experiments that can corroborate or refute the postulates. Here is one of the best–a beautiful idea from John Allen, professor of biochemistry at Queen Mary, University of London, and an inventive mind. Allen has the dubious distinction of being the one person I’ve written about in three consecutive books, with a different groundbreaking idea in each. Like the best ideas in science, this hypothesis has a simplicity that cuts straight through layers of complexity to the quick. It may not be right, for not all the great ideas in science are. But even if it’s wrong, it shows how things couldhave come to be the way they are, and by suggesting experiments to test it, guides researchers in the right direction. It offers both insight and stimulus.
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 Photosystem I carried on doing exactly what it had done before, while Photosystem II became specialised to generate ATP from sunlight by way of an electron circuit. The two photosystems were switched on and off according to the environment, but the pair were never switched on at the same time. Over time, however, Photosystem II has a problem, resulting from the properties of a circuit of electrons–any extra input of electrons from the environment jams up the circuit. It’s likely there was a constant slow input of electrons from manganese atoms, used by bacteria to protect against ultraviolet radiation. One solution was to inactivate the switch, enabling both photosystems at once. Electrons would then flow from manganese, through both photosystems, to carbon dioxide, via a complex pathway that foreshadows the convoluted Z scheme in every eccentric detail.

We’re now only one step short of full-blown oxygenic photosynthesis. We’re drawing electrons from manganese, not from water. So how did the final shift occur? The surprising answer is that virtually nothing needed to change.

The oxygen-evolving complex is the nutcracker that pinions water ‘just so’ to have its electrons cracked out one by one. When all the electrons are removed, the invaluable waste, oxygen, is flushed out into the world. The oxygen-evolving complex is really a component of Photosystem II, but sits at the very edge, facing the outside world, and gives a sense of being ‘tacked on’. It’s shockingly small. The complex is a cluster of four manganese atoms and a single calcium atom, all held together by a lattice of oxygen atoms. And that’s that.

For some years, the irrepressible Mike Russell, whom we already met in Chapters 1 and 2, has argued that the structure of this complex is remarkably similar to some minerals cooked up in hydrothermal vents, such as hollandite or tunnel calcium manganite. But until 2006, we didn’t know the structure of the manganese cluster in atomic resolution, and Russell’s was a voice in the wilderness. But now we know. And although Russell was not quite right, his broad conception was absolutely correct. The structure, as revealed by a team headed by Vittal Yachandra at Berkeley, bears a striking resemblance to the mineral forms proposed by Russell (see Fig. 3.4).




Figure 3.4The ancient mineral structure of the oxygen-evolving complex–four manganese atoms (labelled A–D) linked by oxygen in a lattice, with a calcium atom nearby, as revealed by X-ray crystallography.
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 Perhaps the proximity of this cluster to chlorophyll, or to adjacent bits of protein, distorted it a little in some way, optimising its function. But whatever the origin of the cluster, there is a huge sense of the accidental about it. It is far too close to a mineral structure to be the product of biology. Like a few other metal clusters found at the heart of enzymes, it is almost certainly a throwback to the conditions found billions of years ago in a hydrothermal vent. Most precious of all jewels, the metal cluster was wrapped in a protein and held in trust for all eternity by the cyanobacteria.

However it formed, this little cluster of manganese atoms opened up a new world, not only for the bacteria that first trapped it, but for all life on our planet. Once it formed, this little cluster of atoms started to split water, the four oxidised manganese atoms combining their natural avidity to yank electrons from water, thereby releasing oxygen as waste. Stimulated by the steady oxidation of manganese by ultraviolet radiation, the splitting of water would have been slow at first. But as soon as the cluster became coupled to chlorophyll, electrons would have started to flow. Getting faster as chlorophyll became adapted to its task, water was sucked in, split open, its electrons drawn out, oxygen discarded. Once a trickle, ultimately a flood, this life-giving flow of electrons from water is behind all the exuberance of life on earth. We must thank it twice–once for being the ultimate source of all our food, and then again for all the oxygen we need to burn up that food to stay alive.

It’s also the key to the world’s energy crisis. We have no need for two photosystems, for we’re not interested in making organic matter. We only need the two products released from water: oxygen and hydrogen. Reacting them together again generates all the energy we’ll ever need, and the only waste is water. In other words, with this little manganese cluster, we can use the sun’s energy to split water, and then react the products back together again to regenerate water–the hydrogen economy. No more pollution, no more fossil fuels, no more carbon footprints, no more anthropogenic global warming, albeit still some danger of explosions. If this little cluster of atoms changed the makeup of the world long ago, knowing its structure should be the first step to changing our own world today. As I write, chemists around the world are racing to synthesise this tiny manganese cluster in the lab, or something similar that works as well. Soon, surely, they will succeed. And then it can’t be long before we learn to live on water and a splash of sunshine.
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THE COMPLEX CELL



A Fateful Encounter

‘The botanist is he who can affix similar names to similar vegetables, and different names to different ones, so as to be intelligible to every one,’ observed the great Swedish taxonomist Carolus Linnaeus, a botanist himself. It might strike us as a limited ambition today, but in classifying the living world according to the traits of species, Linnaeus laid the foundations of modern biology. He was certainly proud of his achievements. ‘God creates, Linnaeus organises,’ he liked to say; and he would doubtless think it only proper that scientists still use his system today, subdividing all life into kingdom, phylum, class, genus and species.

This urge to categorise, to draw order from chaos, begins to make sense of the world around us and lies at the root of a number of sciences. Where would chemistry be without its periodic table? Or geology, without its eras and epochs? But there is a striking difference with biology. Only in biology is such classification still an active part of mainstream research. How the ‘tree of life’, that great chart plotting out the relatedness of all living organisms, should be structured is the source of rancour, even rage, among otherwise mild-mannered scientists. One article by Ford Doolittle, most urbane of scientists, conveys the mood in its title–‘Taking an axe to the tree of life’.

The problem is not one of arcane subtleties, but concerns the most important of all distinctions. Like Linnaeus, most of us still instinctively divide the world into plants, animals and minerals–they are, after all, the things we can see. And what could be more different? Animals charge around, guided by their sophisticated nervous systems, eating plants and other animals. Plants produce their own matter from carbon dioxide and water, using the energy of sunlight, and are rooted to the spot; they have no need of a brain. And minerals are plainly inanimate, even if the growth of crystals persuaded Linnaeus, a touch embarrassingly, to categorise them too while he was at it.

The roots of biology as a subject likewise split into zoology and botany, and for generations never the twain did meet. Even the discovery of microscopic life forms did little to break down the old division. ‘Animalcules’ like amoeba, which move around, were dropped into the animal kingdom, and later on took the name protozoa(literally, ‘first animals’), while coloured algae and bacteria were added to the plants. Yet if Linnaeus were to be pleased to find his system still in use, he would be shocked by the degree to which he had been deceived by outward appearances. Today the gap between plants and animals is perceived as quite narrow, while a dreadful gulf has opened up between bacteria and all the rest of complex life. It is the crossing of this gulf that causes so much disagreement among scientists: how exactly did life go from the primitive simplicity of bacteria to the complexity of plants and animals? Was it always likely to happen, or shatteringly improbable? Would it happen elsewhere in the universe, or are we more or less alone?

Lest the uncertainty play into the hands of those who would like to ‘add a little God’ to help out, there is no shortage of plausible ideas; the problem lies in the evidence, and specifically in the interpretation of evidence relating to deep time, a time perhaps 2,000 million years ago, when the first complex cells are thought to have emerged. The deepest question of all relates to why complex life arose only once in the whole history of life on our planet. All plants and animals are undoubtedly related, meaning that we all share a common ancestor. Complex life did not emerge repeatedly from bacteria at separate times–plants from one type of bacteria, animals from another, fungi or algae from yet others. On the contrary, on just one occasion a complex cell arose from bacteria, and the progeny of this cell went on to found all the great kingdoms of complex life: the plants, animals, fungi and algae. And that progenitor cell, the ancestor of all complex life, is very different from a bacterium. If we think about the tree of life, it’s as if bacteria make up the roots, while the familiar complex organisms make up the branches. But whatever happened to the trunk? While we might consider single-celled protists, such as amoeba, to be intermediate forms, they are in fact in many respects nearly as complex as plants and animals. Certainly they sit on a lower branch, but they’re still well above the trunk.

The gulf between bacteria and everything else is a matter of organisation at the level of cells. In terms of their morphology at least–their shape, size and contents–bacteria are simple. Their shape is usually plain, spheres or rods being most common. This shape is supported by a rigid cell wall around the outside of the cell. Inside there is little else to see, even with the power of an electron microscope. Bacteria are pared down to a minimum compatible with a free-living lifestyle. They are ruthlessly streamlined, everything geared for fast replication. Many keep as few genes as they can get away with; they have a propensity to pick up extra genes from other bacteria when stressed, bolstering their genetic resources, and then lose them again at the first opportunity. Small genomes are copied swiftly. Some bacteria can replicate every 20 minutes, enabling exponential growth at astounding rates, so long as raw materials last. Given sufficient resources (obviously an impossible demand) a single bacterium weighing a trillionth of a gram could found a population with a weight equal to that of the earth itself in less than two days.

Now consider complex cells, which rejoice in the formidable title eukaryotes. I wish they had a friendlier name, for their importance is second to none. Everything that is anything on this earth is eukaryotic–all the complex life forms that we’ve been talking about. The name derives from the Greek, eumeaning ‘true’ and karyon meaning ‘nut’, or ‘nucleus’. Eukaryotic cells, then, have a true nucleus, distinguishing them from bacteria, which are termed prokaryotes for the lack of one. In a sense, the prefix pro-is a value judgement, for it proclaims the prokaryotes evolved before the eukaryotes. I think this is almost certainly true, but a few researchers would disagree. Regardless of exactly when it evolved, though, the nucleus is the defining feature of all eukaryotic cells. We can’t hope to explain their evolution without understanding how and why the nucleus came to be, and conversely why no bacteria ever developed a true nucleus.

The nucleus is the ‘command centre’ of the cell, and is packed with DNA, the stuff of genes. Beyond its very existence, there are several aspects of the eukaryotic nucleus that are alien to bacteria. Eukaryotes don’t have a single circular chromosome, like bacteria, but a number of straight chromosomes, often doubled in pairs. The genes themselves are not strung out along the chromosome like beads on a string, as in bacteria, but are broken up into bits and pieces, with great expanses of non-coding DNA in between: we eukaryotes have ‘genes in pieces’, for whatever reason. And finally, our genes don’t lie ‘naked’, like those of bacteria, but are fantastically bound in proteins, an arrangement as impervious to tampering as modern plastic gift-wrapping.




Figure 4.1Differences between prokaryotic cells like bacteria, and complex eukaryotic cells with ‘things inside’ including a nucleus, organelles and internal membrane systems. This is emphatically not drawn to scale–eukaryotes are on average 10,000 to 100,000 times the volume of bacteria.

Outside the nucleus, too, eukaryotic cells are a world apart (see Fig. 4.1). They are usually much bigger than bacteria–on average, 10,000 to 100,000 times their volume. And then they are full of all sort of things: stacks of membranes; sealed vesicles galore; and a dynamic internal cell skeleton, which provides structural support, while at once being able to dismantle and rebuild itself around the cell, enabling changes of shape and movement. Perhaps most important of all are the organelles. These microscopic organs are devoted to particular tasks in the cell, just as the kidney or liver carry out their own specialised tasks in the human body. Most significant are the mitochondria, known as the ‘powerhouses’ of the cell, which generate energy in the form of ATP. An average eukaryotic cell harbours a few hundred mitochondria, but some contain as many as 100,000. Once upon a time they were free-living bacteria, and the consequences of their entrapment will loom large in this chapter.

These are merely differences in appearance. In behaviour, eukaryotic cells are equally arresting, and again utterly different from bacteria. With a few fiddling exceptions, so to speak, practically all eukaryotes have sex: they generate sex cells like the sperm and egg, which fuse together to form a hybrid cell with half the genes of the father, and half of the mother (more on this in the next chapter). All eukaryotic cells divide via a spellbinding gavotte of chromosomes, which double up and align themselves on a spindle of microtubules, before retiring to opposite ends of the cell, as if with a bow and a curtsy. The list of eukaryotic eccentricities goes on, and I want to mention just one more: phagocytosis, or the ability to gobble up whole cells and digest them within. This trait seems to be an ancient one, even if a few groups, such as fungi and plants, have lost it again. So, for example, although most animal and plant cells don’t troop around engulfing other cells, immune cells do exactly that when they consume bacteria, drawing on the same apparatus as an amoeba.

All this relates equally to all eukaryotic cells, whether plant, animal or amoeba. There are, of course, many differences between them too, but set against their shared properties, these pale into insignificance. Many plant cells contain chloroplasts, for example, organelles responsible for photosynthesis. Like mitochondria, chloroplasts were once free-living bacteria (in this case cyanobacteria), which were swallowed whole by a common ancestor of all plants and algae. For whatever reason, this ancestral cell failed to digest its dinner, and through a case of indigestion acquired everything needed to become self-sufficient, powered only by sun, water and carbon dioxide. In one gulp, it set in motion the entire train of circumstances that ultimately separates the stationary world of plants from the dynamism of animals. Yet peer within a plant cell, and this is but a single difference set against a thousand traits in common. We could go on. Plants and fungi rebuilt outer cell walls to reinforce their structure; some have vacuoles, and so on. But these are all no more than trifling differences, as nothing compared to the empty void that separates eukaryotic cells from bacteria.

Yet it is a teasing void, at once real and imaginary. There is some degree of overlap between bacteria and eukaryotic cells in almost all of the traits we’ve considered. There are a few large bacteria, and a good many tiny eukaryotes: their size range overlaps. Bacteria have an internal cell skeleton, alongside their cell wall, composed of very similar fibres to the eukaryotic cell skeleton. It even appears to be dynamic, to a point. There are bacteria with straight (not circular) chromosomes, with structures that resemble a nucleus, with internal membranes. A few lack cell walls, at least for part of their life cycle. Some live in sophisticated colonies that might pass as multicellular organisms, certainly for bacterial apologists. There are even one or two cases of bacteria harbouring other, even smaller, bacteria inside them–an enigmatic finding, given that no bacterium is known that can swallow cells by phagocytosis. My sense is that bacteria made a start along the trail to almost all eukaryotic traits, but then stopped short, unable to continue the experiment, for whatever reason.

You may feel, not unreasonably, that an overlap is the same thing as a continuum, and therefore there is nothing to explain. There can be no void between bacteria and eukaryotes if there is a continuum from simple bacteria at one end of the spectrum to complex eukaryotes at the other. This is true in a sense, but I think it is misleading, for although there is indeed some degree of overlap, it is really an overlap of two separate spectra–a truncated one for bacteria, which runs from ‘extreme simplicity’ to ‘limited complexity’, and a vastly longer one for eukaryotes, which runs from ‘limited complexity’ to ‘mind-boggling complexity’. Yes, there is overlap, but bacteria never made it very far up the eukaryotic continuum; only the eukaryotes did that.

The difference is illustrated forcibly by history. For the first 3,000 million years or so of life on earth (from 4,000 to 1,000 million years ago), bacteria dominated. They changed their world utterly, yet barely changed themselves. The environmental changes brought about by bacteria were awesome, on a scale that even we humans find hard to conceive. All the oxygen in the air, for example, derives from photosynthesis, and early on from cyanobacteria alone. The ‘great oxidation event’, when the air and sunlit surface oceans became flooded with oxygen, around 2,200 million years ago, transfigured our planet forever; but the shift didn’t make much of an impression on bacteria. There was merely a shift in ecology, towards the kind of bacteria that like oxygen. One type of bacteria came to be favoured over another, but all of them remained resolutely bacterial. Exactly the same is true of other monumental shifts in conditions. Bacteria were responsible for suffocating the ocean depths with hydrogen sulphide, for a little matter of 2,000 million years; but they always remained bacteria. Bacteria were responsible for oxidising atmospheric methane, precipitating a global freeze, the first snowball earth; but they remained bacteria. Perhaps the most significant change of all was brought about by the rise of complex multicellular eukaryotes, in the last 600 million years. The eukaryotes offered up new ways of life for bacteria, like causing infectious diseases; but bacteria are still bacteria. Nothing is more conservative than a bacterium.

And so history started with the eukaryotes. For the first time, it became possible to suffer ‘one damned thing after another’, instead of the interminable sameness of it all. On a few occasions, things happened damned fast. The Cambrian explosion, for example, is an archetypal eukaryotic affair. This was the moment–a geological moment, lasting perhaps a couple of million years–when large animals abruptly materialised in the fossil record for the first time. These were not morphologically tentative forms, this no procession of worms, but an astonishing catwalk of weird body plans, some of which vanished again almost as swiftly as they had appeared. It was as if a deranged creator had woken up with a start and immediately set about making up for all those aeons of lost time.

The technical term for such an explosion is a ‘radiation’, in which one particular form suddenly takes off, for whatever reason, and embarks on a short period of unbridled evolution. Inventive new forms radiate out from the ancestral form like the spokes on a wheel. While the Cambrian explosion is the best known, there are many other examples: the colonisation of the land, the rise of flowering plants, the spread of grasses, or the diversification of mammals, to mention but a few. These events tend to occur when genetic promise comes face to face with environmental opportunity, as in the wake of a mass extinction. But regardless of the reason, such magnificent radiations are uniquely eukaryotic. Each time, only eukaryotic organisms flourished; bacteria, as ever, remained bacteria. One is forced to conclude that human intelligence, consciousness, all the properties that we hold so dear and seek elsewhere in the universe, simply could not arise in bacteria: on earth, at least, they are uniquely eukaryotic traits.

The distinction is sobering. While the bacteria put us eukaryotes to shame with the cleverness of their biochemistry, they are seriously stunted in their morphological potential. They seem to be incapable of producing the marvels we see around us, whether hibiscus or hummingbird. And that makes the transition from simple bacteria to complex eukaryotes perhaps the single most important transition in our planet’s history.
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 We accept that Windows operating systems have improved over time, but if we look for evidence of this evolution simply by comparing computers in use today, we’d find little sign of it, except for a few dusty fossils tucked away in the attic. Likewise, with life, if we want to find evidence of a continuum we have to look to the fossil record, to the period when changes were taking place.

The fossil record is certainly patchy, but there are far more intermediate forms than a vociferous minority of zealots are willing to admit. When Darwin was writing, there really was a ‘missing link’ between apes and human beings: no fossil hominids with intermediate features were known. But over the last half-century, palaeontologists have recovered scores of them. By and large, they all fall exactly where one would expect on a spectrum of traits, such as brain size or gait. Far from an absence of intermediate forms, we are now faced with an embarrassment of riches. The difficulty is that it’s hard to know which of these hominids, if any, are the ancestors of modern human beings, and which just disappeared without issue. Because we don’t know all the answers (yet) we still hear loud claims that the missing link has neverbeen found, which is a violation of honesty and truth.

But from my point of view, as a biochemist, fossils are a beautiful distraction. Given the sheer improbability and unpredictability of fossilisation, along with a systematic bias against soft-bodied creatures such as jellyfish, and against plants and animals that live on dry land, fossils should notpreserve an unblemished record of the past. If they did, we’d suspect skulduggery. When, occasionally, they do, we should celebrate it as a wondrous accident of fortune, a rare constellation of circumstances bordering on a miracle, yet ultimately no more than a pleasing corroboration of the real evidence for natural selection. That real evidence is all around us, in this age of genomics, in the sequences of genes.

Gene sequences preserve something much closer to the fabric of evolution than fossils ever can. Take any gene you want. Its sequence is a long parade of letters, the order of which encodes the succession of amino acids in a protein. There are typically a couple of hundred amino acids in a protein, each one of which is encoded by a triplet of letters in DNA (see Chapter 2). As we have already noted, eukaryotic genes often include long interludes of non-coding DNA, interspersed between shorter coding stretches. Adding it all up, the sequence of a gene is typically thousands of letters long. Then there are tens of thousands of genes, each set up in a similar way. All in all, a genome is a ribbon with millions or billions of letters, the order of which has a great deal to say about the evolutionary heritage of its owner.

The same genes, encoding proteins responsible for the same tasks, are found in diverse species, from bacteria to mankind. Over evolutionary time, detrimental mutations in gene sequences are weeded out by selection. This has the effect of retaining the same letters at equivalent positions in a gene sequence. From a purely practical point of view, that in turn means we can recognise related genes in different species despite the passage of unimaginable aeons. As a rule of thumb, though, only a small proportion of the thousands of letters in a gene are particularly important; the rest can vary more or less freely as mutations build up over time, because the changes don’t matter much and so are not eliminated by selection. The more time that passes, the more these mutations accumulate, and so the more distinct two gene sequences become. Species that share a relatively recent common ancestor, such as chimps and humans, have numerous gene sequences in common, then, while those with a more distant common ancestor, such as daffodils and humans, retain less. The principle is much the same with languages, which drift apart over time, steadily losing any semblance of common ancestry but for a few points of hidden similarity that still tie them together.

Gene trees are based on the differences in gene sequence between species. Although there is a degree of randomness about the accumulation of mutations, these balance out if averaged over thousands of letters, giving a statistical probability of relatedness. Using a single gene, we can reconstruct the family tree of all eukaryotic organisms with a degree of precision that is beyond the wildest dreams of fossil hunters. If you harbour any doubts, simply repeat the analysis with a different gene, and see if you reproduce the same pattern. Because eukaryotic organisms have hundreds, if not thousands, of genes in common, the approach can be repeated again and again, and the single trees superimposed over each other. With a little computing power, a ‘consensus’ tree can be built, giving the most probable relationship between all eukaryotic organisms. Such an approach is a far cry from gaps in the fossil record: we can see exactly how we are related to plants, fungi, algae, and so on (see Fig. 4.2). Darwin knew nothing about genes, but it is the fine structure of genes, more than anything else, that has eliminated all the distasteful gaps from the Darwinian view of the world.

So far so good, but there are some problems too. These are largely caused by statistical errors in the measurement of change over deep time. The basic trouble is that there are only four different letters in DNA, and mutations (at least of the type we’re interested in here) normally replace one letter with a different letter. If most letters are only replaced once, that’s fine; but over the vast tracts of evolutionary time, many will be replaced more than once. As every change is a lottery, it’s hard to know whether each letter has been replaced once or five or ten times. And if a letter hasn’t changed at all, it might be that it was never replaced, or that it was replaced several times, each time with a 25 per cent chance of restoring the original letter. Because such analyses are a matter of statistical probability, there comes a point when we can’t discriminate between the alternative possibilities. And as bad luck would have it, the point at which we flounder in a sea of statistical doubt corresponds roughly to the emergence of the eukaryotic cell itself. The crucial transition from bacteria to eukaryotes is submerged in a tide of genetic uncertainty. The only way out of the problem is to use a more finely grained statistical sieve–to select our genes with more care.




Figure 4.2Conventional tree of life, showing the divergence of eukaryotic organisms from a common ancestor, a single-celled organism living perhaps around 2 billion years ago. The longer the branch, the greater the evolutionary distance, which is to say the more different are the genes.
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 These unique genes are known as ‘eukaryotic signature genes’, and their heritage is the source of bitter dispute. Some say that they prove the eukaryotic domain is as venerable as the bacteria. The fact that so many eukaryotic genes are distinctive, they say, surely means that the eukaryotes have been distancing themselves from bacteria since the beginnings of time. If their rate of divergence is assumed to be constant (the steady ‘tick, tick’ of the mutation rate acting as a molecular clock), the scale of differences would have us believe that the eukaryotes evolved more than 5 billion years ago, at least half a billion years before the earth even formed at all. Shurely shome mishtake, as the English satirical magazine Private Eye would say.

Others say that the eukaryotic signature genes tell us nothing about the evolutionary heritage of the eukaryotes, as we have no way of knowing how rapidly genes might have been evolving in the distant past, and no reason to assume that there is anything clocklike about their divergence. Certainly we know that some genes evolve faster than others today. And the fact that molecular clocks point to such a dubious antiquity suggests that either life was seeded from space–a cop-out in my opinion–or the clocks are wrong. Why would they be so wrong? Because the rate at which genes evolve depends a lot on the circumstances, and especially on the kind of organism that they find themselves in. As we’ve seen, bacteria are the ultimate conservatives, remaining forever bacteria, whereas eukaryotes appear prone to episodes of spectacular change, as in the Cambrian explosion. Arguably no episode was more dramatic, from the genes’ point of view, than the formation of the eukaryotic cell itself, and if so there is every reason to expect a furious rate of change in those early formative days. If eukaryotes evolved more recently than bacteria, as most researchers believe, then their genes are very different because, for a time, they evolved very fast, mutating, recombining, duplicating and mutating again.

The eukaryotic signature genes have little to tell us, then, about the evolution of the eukaryotes. They’ve simply evolved so fast and so far that their origins have been lost in the fog of time. So what of the second group of genes, those that do have known equivalents in bacteria? These are immediately more informative, because we can begin to compare like with like. Genes that are found in both bacteria and eukaryotes often encode core processes in the cell, whether core metabolism (the way in which energy is generated and used to build the key building blocks of life, such as amino acids and lipids) or core informational processes (the way that DNA is read off and translated into the active currency of proteins). Such core processes usually evolve slowly, because much else depends on them. Change a single aspect of protein synthesis, and you alter the manufacture of all proteins, not just one of them. Likewise, change energy generation even slightly, and you may jeopardise the whole operation of the cell. Because changes in core genes are more likely to be punished by selection, these genes evolve slowly, and so should give us a finer-grained analysis of evolution. A tree built from such genes could, in principle, illuminate how eukaryotes relate to bacteria. It might indicate which group they arose from, and perhaps even hint as to why.

The American microbiologist Carl Woese first built such a tree in the late 1970s. He chose a gene encoding part of the core informational processes of the cell–specifically, part of the tiny molecular machines, called ribosomes, that carry out protein synthesis. For technical reasons, Woese didn’t originally use the gene itself, but rather an RNA copy, which is read off from the gene and incorporated directly into the ribosome. He isolated this ribosomal RNA from various bacteria and eukaryotes, sequenced it, and built a tree by comparing the sequences. The findings were a shock, challenging long-held ideas about how the living world should be structured.

Woese found that all life on our planet falls into three big groups, or domains (see Fig. 4.3). The first group is the bacteria, as we might expect, and the second is the eukaryotes. But a third group, now known as the archaea, came from nowhere to assume prominence on the world stage. Although a handful of archaea had been known about for a century, until Woese’s new tree they were just seen as a small sect within the bacteria. After Woese, they became as important as the eukaryotes, despite the fact that they lookexactly like bacteria: they are tiny, usually have an external cell wall, lack a nucleus, or anything at all worthy of comment inside, and never group into colonies that might be mistaken for multicellular organisms. Inflating their importance struck many as an impudent restructuring of the world, relegating all the marvellous diversity of plants, animals, fungi, algae and protists to an insignificant corner of a tree dominated by prokaryotic cells. All the manifold differences between plants and animals, Woese challenged us to believe, are as nothing compared to the invisible chasm between bacteria and archaea. Biologists of the stature of Ernst Mayr and Lynn Margulis were outraged. Reflecting on the sharp exchanges years later, the journal Science hailed Woese as ‘microbiology’s scarred revolutionary’.




Figure 4.3Tree of life based on ribosomal RNA, showing Carl Woese’s split into the three great domains of life: the bacteria, the archaea and the eukaryotes.

Yet for all that, most researchers do now accept Woese’s tree, or at least the prominence of the archaea. At a biochemical level they really are different from bacteria, in almost every respect. The cell membrane is composed of dissimilar lipids, synthesised with the aid of a different set of enzymes. Their cell wall has nothing in common with the bacterial cell wall. Their metabolic pathways have little overlap with bacteria. As we saw in Chapter 2, the genes controlling DNA replication are quite unrelated. And now that analyses of whole genomes are commonplace, we know that the archaea share less than a third of their genes with bacteria; the rest are unique. All in all, Woese’s unanticipated RNA tree served to highlight a series of major biochemical differences between bacteria and archaea, albeit discreet to the point of invisibility, which together uphold his bold reclassification of life.

The second unexpected aspect of Woese’s tree was the surprisingly close relationship between archaea and eukaryotes: both share a common ancestor only distantly related to bacteria (see Fig 4.3). In other words, the common ancestor of archaea and eukaryotes branched away from bacteria very early in evolution, and later on split to form the modern archaea and eukaryotes. Again, Woese’s tree has been upheld by biochemistry, at least in several important respects. In their core informational processes, in particular, archaea and eukaryotes have much in common. Both wrap up their DNA in remarkably similar proteins (histones), both replicate and read off their genes in a comparable way, and both build proteins by a common mechanism, all of which differ in detail from bacteria. In these respects the archaea amount to a missing link, in part straddling the gulf between bacteria and eukaryotes. In essence, the archaea are allied to bacteria in appearance and behaviour, but have some startlingly eukaryotic traits in the way they handle DNA and proteins.

The trouble with Woese’s tree is that it is built from a single gene, and so loses the statistical power gained by superimposing gene trees. We can only rely on a single-gene tree if we can be certain that the gene chosen reflects the true heritage of eukaryotic cells. The best way to test whether that is indeed the case is to superimpose other slowly evolving genes, to see whether they, too, replicate the same deep branching pattern. When this is done, the answers become confounding. If we choose only genes shared by all three domains of life (those found in bacteria, archaea and eukaryotes), we can reconstruct robust trees for bacteria and archaea, but not for eukaryotes. The eukaryotes are a confusing mix. Some of our genes apparently derive from archaea, others from bacteria. The more genes that we study–and one recent analysis combined 5,700 genes, drawn from 165 different species into a ‘supertree’–the more plain it becomes that the eukaryotic cell did not evolve in a standard ‘Darwinian’ way, but rather by some sort of mammoth gene fusion. From a genetic point of view, the first eukaryote was a chimera–half archaea, half bacteria.
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Genome fusions raise similar difficulties. Here the problem is that the Darwinian tree is turned on its head: instead of divergence, we have convergence. The question then becomes which of the two (or more) partners reflects the true course of evolution? If we track only the gene for ribosomal RNA, we recover a conventionally branching Darwinian tree; but if we consider a large number of genes, or whole genomes, we recover a ring, in which the branches that had previously diverged now converge again and fuse together (see Fig. 4.4).




Figure 4.4The ‘ring of life’. The last common ancestor of all life is at the bottom, and splits into bacteria (left) and archaea (right), representatives of which fuse again to give rise to the chimeric eukaryotes at the top.
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In terms of the eukaryotic cell, Christian de Duve dubs the two groups the ‘primitive phagocyte’ and the ‘fateful encounter’ hypotheses. The primitive phagocyte idea is conceptually Darwinian, and is championed most persuasively by the Oxford evolutionist Tom Cavalier-Smith and by de Duve himself. The essential idea is that the ancestor of the eukaryotic cell gradually accrued all the characteristics of the modern eukaryotic cell, including a nucleus, sex, a cell skeleton and, most importantly of all, phagocytosis, or the ability to go around swallowing up other cells by changing shape, engulfing them and digesting inwardly. The only trait this primitive phagocyte lacked, relative to modern eukaryotes, was mitochondria, which generate energy using oxygen. Presumably it relied on fermentation for its energy, a far less efficient process.

But for a phagocyte, swallowing the ancestors of the mitochondria was just part of a good days’ work. What could be easier? Indeed, how else could one cell get inside another? Certainly, the possession of mitochondria gave the primitive phagocyte an important advantage–they would have revolutionised its energy generation–but they didn’t fundamentally change its makeup. It was a phagocyte before it swallowed mitochondria and remained a phagocyte afterwards, albeit one with more energy. Many genes from the enslaved mitochondria, however, would have been transferred over to the nucleus and incorporated into the host cell genome, and it is this transfer that accounts for the chimeric nature of the modern eukaryotic cell. The genes derived from the mitochondria are bacterial in heritage. So, the defenders of a primitive phagocyte don’t dispute the chimeric nature of modern eukaryotes, but posit a non-chimeric phagocyte–a bona fide if primitive eukaryote–as the host cell.

Back in the early 1980s, Tom Cavalier-Smith highlighted a group of a thousand or more species of primitive-looking single-celled eukaryotes that lack mitochondria. Perhaps, he said, a few of them had survived from the early days of the eukaryotic cell, direct descendants of the primitive phagocyte that had never possessed mitochondria. If so, then they should not show any signs of genetic chimerism, as they would have evolved by purely Darwinian processes. But over the two ensuing decades, all did turn out to be chimeras: all, it seems, once possessed mitochondria, and later lost them, or modified them into something else. Allknown eukaryotic cells either possess mitochondria today, or once did in the past. If ever there existed a primitive phagocyte, lacking mitochondria, it didn’t leave any direct descendants. That doesn’t mean to say it never existed, merely that its existence is conjectural.
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 In this case, it’s hard to see how one prokaryote can physically get inside another one without the aid of phagocytosis, but Martin furnishes two examples where exactly this has happened in bacteria (see Fig. 4.5).

The fateful encounter theories are all essentially non-Darwinian, in that they don’t posit small changes as the mode of evolution, but the relatively dramatic origin of a new entity altogether. Crucially, the assumption is that all eukaryotic traits evolved only afterthe fateful union. The collaborating cells themselves were strictly prokaryotes, lacking phagocytosis, sex, a dynamic cytoskeleton, a nucleus, and so on. These traits only developed after the union was cemented. The implication is that there was something about the union itself which transformed the arch-conservative, never-changing prokaryote into its antithesis, the ultimate speed junky, the ever-changing eukaryote.

How can we distinguish between these possibilities? We’ve seen that the eukaryotic signature genes can’t. We have no way of knowing whether they evolved over 4 billion years or 2 billion years, whether they evolved before a fusion with mitochondria or afterwards. Even the slowly evolving genes with prokaryotic counterparts are unreliable: it depends on which ones we choose. For example, if we consider Woese’s ribosomal RNA tree, the data are compatible with a primitive phagocyte model. The reason is that, in Woese’s tree, eukaryotes and archaea are ‘sister’ groups that share a common ancestor; they have the same ‘mother’. This means that eukaryotes did not evolve fromarchaea, any more than one sister begets another. The common ancestor in this case was almost certainly prokaryotic (otherwise all archaea must have lost their nucleus); but beyond that there’s little we can say for sure. It’s possible that the eukaryotic line evolved into a primitive phagocyte before engulfing the mitochondria, but there’s not a shred of genetic evidence to support this conjecture.




Figure 4.5Bacterial cells living within other bacterial cells. Numerous gamma proteobacteria (pale mottled gray) living inside beta-proteobacteria (darker gray), all inside a eukaryotic cell, with the dappled nucleus in the bottom centre of the picture.

Conversely, if we build more complex gene trees, using a larger number of genes, then the sister kinship between eukaryotes and archaea begins to break down; instead it looks as if the archaea actually begot the eukaryotes. Exactly which archaeon is uncertain, but the largest study so far–the one I’ve already mentioned that built a supertree from 5,700 genes–implies that the host cell was a true archaeon, perhaps most closely related to the modern thermo-plasma. This difference is absolutely critical. If the host cell was a true archaeon (by definition, a prokaryote, lacking a nucleus, sex, a dynamic cell skeleton, phagocytosis, and so on), it was obviously not a primitive phagocyte. And if that’s the case, the ‘fateful encounter’ hypothesis must be true: the eukaryotic cell sprang from a union between prokaryotic cells. There never was a primitive phagocyte, and the absence of evidence for its existence somersaults into evidence for its absence.

Yet this is unlikely to be the final answer either. A great deal depends on precisely which genes or species are chosen, and the selection criteria. Each time these are varied, the tree reconfigures itself into a different branching pattern, confounded by statistical assumptions, lateral transfers among prokaryotes, or other unknown variables. Whether the situation is resolvable with more data or is simply unanswerable by genetics–a biological equivalent of the uncertainty principle in which the closer we get the fuzzier everything becomes–is frankly anybody’s guess. But if the question can’t be resolved with genetic data, are we condemned to perpetual mud-slinging between rival factions of scientists with clashing temperaments? There may be another way.

All known eukaryotic cells either have mitochondria now, or once had them in the past. And curiously, all mitochondria that still function as mitochondria, which is to say, that generate energy using oxygen, retain a handful of genes, a vestige of their former life as free-living bacteria. This tiny mitochondrial genome, I think, hides the deep secret of the eukaryotic cell.

The eukaryotes have been diverging for the best part of 2 billion years, and during that time have been independently losing their mitochondrial genes. All have lost between 96 and 99.9 per cent of their mitochondrial genes, probably transferring the majority of them to the cell nucleus; but none has lost them all without at the same time losing the capacity to use oxygen. That doesn’t sound random. Transferring all the mitochondrial genes to the nucleus is rational and tidy. Why retain hundreds of gene outposts in every cell, when 99.9 per cent of genes are stored as a single copy, along with a backup, in the nucleus? And retaining any genes at all in mitochondria means that the entire apparatus for reading them off and translating them into active proteins also has to be retained in every single mitochondrion. Such profligacy would bother accountants, and natural selection is, or ought to be, the patron saint of accountants.

The plot thickens. Mitochondria are a silly place to store genes. They are often glibly called the powerhouses of the cell, but the parallel is quite exact. Mitochondrial membranes generate an electric charge, operating across a few millionths of a millimetre, with the same voltage as a bolt of lightning, a thousand times more powerful than domestic wiring. To store genes here is like depositing the most precious books of the British Library in a dodgy nuclear power station. And the threat isn’t just theoretical. Mitochondrial genes mutate far faster than genes in the nucleus. For example, in yeast, a handy experimental model, they mutate some 10,000 times faster. Yet despite this, it is critical that the two genomes (the nuclear and mitochondrial genomes) function properly together. The high-voltage force powering eukaryotic cells is generated by proteins encoded by both genomes. If they fail to function well together, the penalty is death–death for the cell, and death for the organism. So two genomes must work together to generate energy. Any failure to cooperate ends in death, but the mitochondrial genes are mutating at 10,000 times the rate of nuclear genes, making such tight collaboration close to impossible. This is surely the single most peculiar trait of eukaryotic cells. To dismiss it as a mere quirk, as textbooks tend to do, is to miss an Everest of a clue. If it were helpful to get rid of all mitochondrial genes, we can be certain that natural selection would have done so by now, at least in one species. Surely they’re kept for a reason.

So why retain a mitochondrial genome then? According to the freethinking John Allen, whose ideas on photosynthesis we discussed in Chapter 3, the answer is simply to control respiration. No other reason is big enough. Respiration means different things to different people. For most people, it just means breathing. But for biochemists respiration refers to the minutiae of breathing at a cellular level, the series of tiny steps in which food is reacted with oxygen to generate an internal voltage with the force of lightning. I can’t think of a selection pressure more immediate than breathing; and at the molecular level inside cells, it’s the same. Cyanide, for example, blocks cell respiration and brings the workings of the cell to an end faster than a plastic bag over the head. Even when functioning normally, respiration has to be continuously fine-tuned by ‘fiddling with the knobs’, adjusting power to demand. Allen’s critical point is that matching power to demand in this way requires constant feedback, which can only be achieved by the localcontrol of gene activity. Just as an army’s tactical disposition on the ground shouldn’t be controlled by a remote central government, so the nucleus is not well placed to tune up or down the many hundreds of individual mitochondria in a cell. Mitochondria, then, retain a small genome to tune respiration, matching power to demand.
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 The eukaryotic cell was forged in a union between two prokaryotic cells. The union relieved the energy constraints that forced bacteria to remain bacteria for all time. Once the constraints were eased, a new way of life–phagocytosis–became possible for the first time. The eukaryotic cell only evolved once because the union of two prokaryotes, in which one gains entry to another, is truly a rare event, a genuinely fateful encounter. All that we hold dear in this life, all the marvels of our world, stem from a single event that embodied both chance and necessity.

Early in this chapter, I noted that we can only understand or explain the origin of the eukaryotic cell when we have grasped the significance of its defining attribute, the nucleus itself; and so it is to the nucleus that we must turn now to close this chapter.

Like the eukaryotic cell itself, the origin of the nucleus has been the subject of an onslaught of ideas and theories, from simple bubbles of the cell membrane, to the engulfment of whole cells. Most of these ideas fall at the first hurdle. For example, many don’t match up to the structure of the nuclear membrane, which is not a continuous sheet, like the outer cell membrane of any cell, but a series of flattened vesicles, riddled with large pores, that are continuous with other internal membranes inside the cell (see Fig. 4.6). Other proposals offer no grounds to explain why any cell would be better off with a nucleus than without it. The standard answer, that the nuclear membrane ‘protects’ the genes, invites the question ‘against what?’ Theft? Vandalism? But if there are any universal selective advantages favouring a nucleus, like molecular damage, why did no bacteria ever develop a nucleus? Some of them, as we’ve seen, have internal membranes that could have served the need.

In the face of little solid evidence, I’d like to raise another gloriously imaginative hypothesis from the ingenious duo we met in Chapter 2, Bill Martin and Eugene Koonin. Their idea has two great merits. It explains why a nucleus should evolve specifically in a chimeric cell, notably one that is half archaea, half bacteria (which, as we’ve seen, is the most believable origin of the eukaryotic cell itself). And it explains why the nuclei of virtually all eukaryotic cells should be stuffed with DNA coding for nothing, completely unlike bacteria. Even if the idea is wrong, I think it’s the kindof thing we ought to be looking for, and it still raises a real problem facing the early eukaryotes that has to be solved somehow. This is the sort of idea that adds magic to science, and I hope it is right.




Figure 4.6Structure of nuclear membrane, which is continuous with other membranes in the cell (specifically the endoplasmic reticulum). The nuclear membrane is formed from these vesicles fusing together. There is no similarity in structure with the external membrane of any cell, implying that the nucleus was not derived from one cell living inside another.

Martin and Koonin considered the curious ‘genes in pieces’ structure of eukaryotic genes, the discovery of which had come as one of the biggest surprises of twentieth-century biology. Rather than lining up in an orderly fashion like bacterial genes, eukaryotic genes are split up into bits and pieces separated by long non-coding sequences. The non-coding sequences are called introns(short for intragenic regions) and their evolutionary history, long perplexing, has but recently emerged blinking into the light.

While there are many differences between introns, we now recognise some shared details that betray their common ancestry as a type of jumping gene, able to infect a genome by replicating itself like mad–a selfish gene, out for itself. The trick is simple enough. When a jumping gene is read off into RNA, usually as part of a longer sequence, it spontaneously folds into a shape that amounts to a pair of RNA scissors, and splices itself out of the longer ribbon. It then serves as a template for repeatedly regenerating itself into DNA. The new DNA is incorporated back into the genome, more or less at random, identical copies of the selfish original. There are many types of jumping gene, ingenious variations on a theme. Their astonishing evolutionary success is attested by the human genome project and other big genome sequencing efforts. Almost half the human genome consists of jumping genes or their decayed (mutated) remains. On average, all human genes contain within them three selfish jumping genes, dead or alive.

In a way, a ‘dead’ jumping gene–one that has decayed to the point that it can no longer jump–is worse than a ‘living’ one. At least a ‘living’ jumping gene splices itself out of RNA without doing any real harm; a dead gene just sits there and gets in the way. If it can’t splice itself out, the host cell needs to deal with it, otherwise it would get built into a protein and cause mayhem. Eukaryotic cells invented a method of splicing out any unwanted RNA early in their evolution. Interestingly, they simply recruited the RNA scissors from a jumping gene and packed them up with proteins. All living eukaryotes, from plants to fungi to animals, use these ancient scissors to splice out non-coding RNA. So we are faced with a peculiar situation, in which eukaryotic genomes are festooned with introns derived from selfish jumping genes. These are spliced out of the RNA every time a gene is read off using a pair of RNA scissors stolen from the jumping genes themselves. The problem, and the reason why any of this relates to the origin of the nucleus, is that these ancient scissors are a bit slow at cutting.

By and large, prokaryotes don’t tolerate either jumping genes or introns. In prokaryotes there is no separation between the genes themselves and the apparatus for building new proteins. In the absence of a nucleus, the protein-building machines, the ribosomes, are mixed up with DNA. Genes are read off into an RNA template that is simultaneously translated into the protein. The problem is that protein building on ribosomes is extremely quick, while the RNA scissors that eliminate introns are slow. By the time the scissors have cut out an intron, the bacterium would have already built several dysfunctional copies of the protein incorporating the intron. Exactly how bacteria rid themselves of jumping genes and introns is not known (purifying selection in large populations could do it), but the fact is that they do. Most bacteria have eliminated nearly all jumping genes and introns although some, including the ancestors of the mitochondria, do have a few. Such bacteria have thirty or so copies per genome, compared with the seething hive of thousands or millions in a eukaryotic genome.

The chimeric ancestor of the eukaryotes apparently succumbed to an invasion of jumping genes from its mitochondria. We know because they look alike, the jumping genes in eukaryotes being similar in structure to the few found in bacteria. What’s more, most introns in living eukaryotes are found in exactly the same place within the genes of eukaryotes from amoeba to thistle, from fly to fungus to human. Presumably an early infestation of jumping genes, copying themselves throughout the genome, ultimately ‘died’ and decayed into fixed introns, in a common ancestor of all the eukaryotes. But why would jumping genes run amok in those earliest eukaryotic cells? One reason is that bacterial jumping genes were hopping around on the chromosome of the host cell, an archaeon, which plainly had no idea how to deal with them. Another reason is that the initial population of chimeric cells must have been small, so the kind of purifying selection that eliminates defects from a large population of bacteria would not have applied.

Whatever the reason, the earliest eukaryotes faced a curious problem. They were infested with introns, many of which would have been incorporated into proteins, because the RNA scissors couldn’t splice them out fast enough. While such a situation wouldn’t necessarily kill the cells–dysfunctional proteins are broken down and the slow scissors ultimately complete their work to produce functional proteins–it must have been a pretty awful mess. But a solution was staring these muddled cells in the face. According to Martin and Koonin, a simple way to restore order, to produce proper functional proteins all the time, is to make sure that the scissors are given enough time to complete their cutting before the ribosomes get going with the protein-building. In other words, make sure the RNA, with its introns, goes off to the scissors first, and only then is passed on to the ribosomes. Such a separation in time can be achieved simply by a separation in space, by excluding the ribosomes from the vicinity of DNA. With what? With a membrane that has large holes in it! Recruit an existing membrane, hive off your genes within, make sure there are enough pores to export RNA to the ribosomes, and all is well. So the defining feature of all eukaryotes, the nucleus, evolved not to protect the genes at all, according to Martin and Koonin, but to exclude them from the protein-building factories in the cytoplasm.

This solution may sound a little rough and ready (though that, given the way of evolution, is an asset) but it immediately offered some advantages. As soon as jumping genes no longer posed a threat, the introns themselves turned out to be a boon. One reason is that they enabled genes to be cobbled together in different and novel ways, giving a ‘mosaic’ of potential proteins, a major feature of eukaryotic genes today. If a single gene is composed of five different coding regions, the introns can be spliced out in different ways, giving a range of related proteins from the same gene. While there are only around 25,000 genes in the human genome, these are shuffled about to yield at least 60,000 different proteins, a wealth of variation. If bacteria are the ultimate conservatives, introns turned the eukaryotes into relentless experimentalists.

A second boon is that jumping genes enabled eukaryotes to swell their genomes. Once they had adopted the phagocytic way of life, eukaryotes were no longer bound by the endless drudgery of bacterial life, and specifically the need to streamline themselves for fast replication. Eukaryotes didn’t have to compete with bacteria; they could just eat them and digest them within, at their leisure. Freed from the need for speed, those first eukaryotes could accumulate DNA and genes, giving them scope for enormously greater complexity. Jumping genes helped swell eukaryotic genomes up to thousands of times the normal bacterial size. While much of the extra DNA was little more than junk, some was co-opted to form new genes and regulatory sequences. Greater complexity followed almost as a side-effect.

So much for the inevitability of complex life on earth or of human consciousness. The world is split in two. There are the eternal prokaryotes and the kaleidoscopic eukaryotes. The transition from one to the other seems not to have been a gradual evolution, no slow climb to complexity as limitless populations of prokaryotes explored every conceivable variation. Certainly, vast populations of bacteria explored all feasible avenues, but they remained forever bacteria, stymied by their inability to expand in size and energy at the same time. Only a rare and fortuitous event, a collaboration between two prokaryotes, one somehow getting inside the other, broke the deadlock. An accident. The new chimeric cell faced a host of problems, but one great freedom: the liberty to expand in size without incurring a crippling energetic penalty, the freedom to become a phagocyte and break out of the bacterial loop. Faced with an outbreak of selfish genes, a happenstance solution may have given rise not just to the cell nucleus but also to a tendency to collect DNA and to recombine it in the endless constellations of the magical world around us. Another accident. This world of marvels, it seems, springs from two deep accidents. On such tender threads hangs fate. We are lucky to be here at all.
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 ‘We should have a child together,’ the actress declares, ‘for it would be blessed with my beauty and your brains.’ ‘Ah,’ replies the cagey Shaw, ‘but what if it had my beauty and your brains?’

Shaw had a point: sex is the most peculiar randomiser of successful genes known. Perhaps only the randomising power of sex is able to throw up a Shaw or a beautiful actress in the first place; but no sooner has sex engineered a winning combination of genes than it dissolves them again. An infamous, albeit mostly harmless, organisation, known as the ‘Nobel sperm bank’, fell into exactly that trap. The biochemist George Wald, on being invited to contribute his prize-winning sperm, declined on the grounds that it was not his sperm they needed but that of people like his father, a poor immigrant tailor, whose loins were unsuspected as the fount of genius. ‘What have my sperm given the world?’ asked the laureate. ‘Two guitarists!’ Genius, or intelligence in general, is certainly heritable (which is to say, genes influence rather than determine the outcome), but sex makes it all an unpredictable lottery.

Most of us sense that the magic of sex (as a form of reproduction) lies in exactly this ability to generate variation, to pull a unique being from a hat every time. But when scrutinised with the care of a mathematical geneticist, it is far from obvious that variety for variety’s sake is a good thing. Why break up a winning combination; why not just clone it? Cloning a Mozart or a GBS might strike most people as playing God, a dangerous manifestation of humanity’s self-inflated conceit, but this is not what the geneticists have in mind. Their point is rather more mundane–the endless variety spun out by sex can lead directly to misery, disease and death, when a plain clone would not. Cloning, by preserving gene combinations fired in the crucible of selection, is often the best bet.

To give a single example, consider sickle-cell anaemia. This is a grave genetic disease, where red blood cells twist into a rigid sickle shape, which can’t squeeze through fine capillaries. It is caused by inheriting two ‘bad’ copies of a gene. Why didn’t natural selection eliminate the bad gene, you may ask? Because a single copy of the ‘bad’ gene is actually beneficial. If we inherit one ‘good’ and one ‘bad’ copy from our parents, not only do we notsuffer sickle-cell anaemia, but we’re also less likely to get malaria, another disease that affects the red cells. A single ‘bad’ copy of the sickle-cell gene alters the membrane of the red cells, blocking the entry of malarial parasites, without turning the cells into a hazardous sickle shape. Only cloning (that is to say, asexual reproduction) can pass on this beneficial ‘mixed’ genotype every time. Sex shuffles the genes inexorably. Assuming both parents have this mixed genotype, about half of any children do inherit the mixed genotype, but a quarter receive two ‘bad’ copies of the gene, giving them sickle-cell anaemia, while another quarter end up with two ‘good’ copies of the gene, putting them at high risk of malaria, at least if they live anywhere in the great swathes of the planet inhabited by the mosquito (which transmits the disease). In other words, greater variety puts no less than half the population at risk of serious disease. Sex can blight lives directly.
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 But whatever the cause, the sheer scale of the problem does give a sense of the occupational folly of sex.
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 In sex, at least in principle, all genes have a probability of exactly 50 per cent of being passed on to the next generation. In practice, this creates an opportunity for the cheats to do better: to act in their own selfish interests and get passed on to more than 50 per cent of the offspring. This is not just a theoretical possibility that doesn’t actually happen. There are many examples of conflict between genes, between parasitic genes that break the law and the law-abiding majority that gang up to stop them. There are parasitic genes that kill the sperm, or even entire offspring that don’t inherit them; genes that sterilise males; genes that inactivate their opposite numbers from the other parent; and jumping genes that proliferate throughout the genome. Many genomes, including our own, are stuffed with the relics of jumping genes that once replicated all over the genome, as we saw in Chapter 4. The human genome is a graveyard of dead jumping genes, literally half composed of their decaying corpses. Other genomes are even worse. An unbelievable 98 per cent of the wheat genome is made up of dead jumping genes. In contrast, most organisms that clone themselves have leaner genomes and apparently don’t fall prey to parasitic genes in anything like the same way.

All in all, the odds seem massively loaded against sex as a mode of reproduction. An inventive biologist may conceive of peculiar circumstances in which sex could prove beneficial, but most of us, on the face of it, would feel compelled to dismiss sex as an outlandish curiosity. It suffers a notorious twofold cost compared with virgin birth; it propagates selfish genetic parasites that can cripple whole genomes; it places a burden on finding a mate; it transmits the most horrible venereal diseases; and it systematically demolishes all the most successful gene combinations.

And yet despite all that, sex is tantalisingly close to universal among all forms of complex life. Virtually all eukaryotic organisms (those built from cells with a nucleus; see Chapter 4) indulge in sex at some point in their lifecycle, and the large majority of plants and animals are obligatelysexual, which is to say that we can only reproduce ourselves by sex. This is no quirk. Asexual species, which propagate clonally, are certainly rare, but some, like dandelions, dance under our noses. The surprising fact is that almost all these clones are relatively recent species, typically arising thousands rather than millions of years ago. They are the smallest twigs on the tree of life, and they are doomed. Many species revert to cloning, but they hardly ever reach a mature age in the lifespan of a species: they die out without issue. Only a handful of ancient clones are known, species that evolved tens of millions of years ago and gave rise to large groups of related species. Those that did so, such as the bdelloid rotifers, have become biological celebrities, chaste exceptions in a world obsessed with sex, passing like monks through a red-light district.

If sex is an occupational folly, an existential absurdity, then not having sex is even worse, for it leads in most cases to extinction, a non-existential absurdity. And so there must be big advantages to sex, advantages that overwhelm the foolhardiness of doing so. The advantages are surprisingly hard to gauge and made the evolution of sex the ‘queen’ of evolutionary problems through much of the twentieth century. It may be that, without sex, large complex forms of life are simply not possible at all: we would all disintegrate in a matter of generations, doomed to decay like the degenerate Y chromosome. Either way, sex makes the difference between a silent and introspective planet, full of dour self-replicating things (I’m reminded of the Ancient Mariner’s ‘thousand thousand slimy things’), and the explosion of pleasure and glory all around us. A world without sex is a world without the songs of men and women or birds or frogs, without the flamboyant colours of flowers, without gladiatorial contests, poetry, love or rapture. A world without much interest. Sex surely stands proud as one of the greatest inventions of life; but why on earth, how on earth, did it evolve?

Darwin was among the first to ponder the benefits of sex and was pragmatic as always. He saw the principal benefit of sex as hybrid vigour, in which the offspring of two unrelated parents are stronger, healthier and fitter–and less likely to suffer from congenital diseases like haemophilia or Tay–Sachs disease than the children of closely related parents. Examples abounded. One only had to look to the ancient European monarchies like the Hapsburgs, a sickly and insane bunch, to appreciate the ill effects of too much inbreeding. Sex, for Darwin, was all about outbreeding, then, although that didn’t stop him marrying his own first cousin, that paragon of virtue Emma Wedgewood, with whom he had ten children.

Darwin’s answer had two great merits, but suffers from his total ignorance of genes. The great merits are that hybrid vigour is immediately beneficial and that the benefits are focused on an individual: outbreeding is more likely to produce healthy children, who don’t die in childhood, so more of your genes survive to the next generation. This is a nice Darwinian explanation with a wider significance that we’ll return to. (Natural selection is operating here on individuals rather than large groups.) The trouble is that this is really only an explanation for outbreeding, not for sex. And so it’s not even half the story.

A proper understanding of the mechanics of sex had to wait for decades, until the rediscovery of Austrian monk Gregor Mendel’s famous observations on the characters of peas at the beginning of the twentieth century. I must confess that at school I always found Mendel’s laws dull to the point of unintelligibility, which I recall with a slight sense of shame. Even so, I do think it’s easier to grasp elementary genetics if we skip Mendel’s laws altogether, as they were elucidated without any real knowledge of the structure of genes and chromosomes. Let’s cut straight to thinking of chromosomes as strings of genes, then, and we can see clearly what is going on in sex, and why Darwin’s explanation falls short.

The first step in sex is the fusion of two sex cells–sperm and egg–as we’ve already seen. Each brings to the union a single set of chromosomes, giving the fertilised egg two complete sets. The two copies are rarely exactly the same, and the ‘good’ copy can mask the effects of the ‘bad’ version. This is the basis of hybrid vigour. Inbreeding unmasks hidden diseases because you are more likely to inherit two ‘bad’ copies of the same gene if your parents are closely related. But this is actually a disadvantage of inbreeding, rather than an advantage of sex. The advantage of hybrid vigour lies in having two slightly different copies of every chromosome that can ‘cover’ for each other, yet this applies to clones that have two different copies of every chromosome as much as it does to sexual organisms. Hybrid vigour, then, stems from having two different sets of chromosomes, not from sex per se.

It is the second step–the regeneration of sex cells, each with a single copy of every gene–that is the key to sex, and the most difficult to explain. The process is known as meiosis, and on the face of it, the division is both elegant and puzzling. Elegant, for the dance of the chromosomes, as they find their partners, clasp them tightly for a time, and then waltz off to opposite poles of the cell, is choreographed with such beauty and precision that the pioneers of microscopy were scarcely able to avert their gaze, concocting dye after dye that captured the chromosomes in the act, like grainy old photographs of an acrobatic dance troupe in their heyday. Puzzling because the steps of the dance are far more elaborate than anyone would have expected from that most utilitarian of choreographers, Mother Nature.

The term meiosiscomes from the Greek and literally means ‘to lessen’. It starts out with a cell that has two copies of each chromosome, and in the end appoints a single copy to each sex cell. This is sensible enough: if sex works by fusing two cells together to forge a new individual with two sets of chromosomes, then it’s much easier if the sex cells get one set each. What is startling is that meiosis begins by duplicating all the chromosomes, to give four sets per cell. These are then mixed and matched–the technical term is ‘recombined’–to generate four entirely new chromosomes, each one taking a bit from here and a bit from there. Recombination is the real heart of sex. What it means is that a gene that once came from your father now finds itself physically sitting on the same chromosome as a gene derived from your mother. The trick might be repeated several times on each chromosome, giving a sequence of genes that runs, for example, paternal–paternal–maternal–maternal–maternal–paternal–paternal. The newly formed chromosomes are now unique, different not only from each other but almost certainly from any other chromosome that ever existed (as the crossovers are random, usually in different places). Finally, the cell divides in half, and the daughters divide themselves again, to produce a clutch of four ‘granddaughter’ cells, each with a single set of unique chromosomes. And that’s sex.

It’s plain, then, what sex does: it juggles genes into new combinations, combinations that may never have existed before. It does so systematically, across the entire genome. This is equivalent to shuffling a pack of cards, breaking down previous combinations to ensure that all players get a statistically even hand. The question is, why?
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 Sexual reproduction, in contrast, is able to bring together both mutations in a single moment of transcendence. The benefit of sex, then, said Fisher, is that new mutations can be brought together in the same individual almost immediately, giving natural selection the chance to test their combined fitness. If the new mutations do indeed confer greater fitness, sex helps them spread swiftly through the whole population, making organisms better adapted and speeding up evolution (see Fig. 5.1).




Figure 5.1The spread of new beneficial mutations in sexual (top) versus asexual (bottom) organisms. In sex, beneficial mutations that convert the gene a to A, and b to B, are swiftly recombined to give the best AB genotype. Without sex, A can only spread at the expense of B, or vice versa, so the best genotype AB can only be formed when the B mutation recurs in an Ab population.

The American geneticist Hermann Muller, who received the Nobel Prize for Physiology or Medicine in 1946 for his discovery that X-rays mutate genes, later developed the argument to include detrimental mutations. Having personally generated thousands of mutations in his fruit flies, Muller knew better than anyone that most new mutations are detrimental. For Muller, a deeper philosophical question revolved around how a clonal population could rid itself of such detrimental mutations. Imagine, he said, that almost all the flies had a mutation or two, leaving only a few genetically ‘clean’ individuals. What would happen next? In a smallish clonal population, there is no escape from a ratchet-like decline in fitness. The problem is that the likelihood of reproduction depends not only on genetic fitness but also on the play of chance, on being in the right place at the right time. Picture two flies, one of which has two mutations and the other none. The mutant fly happens to find itself in the midst of plentiful food, while the clean fly is starving: despite being less fit, only the mutant survives to pass on its genes. Now imagine that the starved fly was the last of its kind, the only remaining non-mutant: every other fly surviving in the population now has at least one mutation. Unless a mutant fly happens to undergo a back mutation, which is a very rare event, the population as a whole is now one notch less fit than before. The same scenario can be repeated time after time, each time accompanied by a click of the ratchet. Eventually, the entire population will become so degenerate that it falls extinct, a progression now known as Muller’s ratchet.

Muller’s ratchet depends on chance. If the population is extremely large, then the play of chance is diminished, and the statistical probability is that the fittest individuals will survive; in a large population, the slings and arrows of outrageous fortune cancel out. If the speed of reproduction is faster than the rate at which new mutations accumulate, then the population as a whole is safe from the workings of the ratchet. On the other hand, if the population is small or if the mutation rate is high, then the ratchet clicks into operation. Under such circumstances a clonal population starts to decay, accumulating mutations irrevocably.

Sex saves the day, for sex can recreate unblemished individuals by bringing together unmutated genes in the same individual. In the same way, if two cars are broken–let’s say one has a faulty gearbox, and the other a broken engine, using the analogy of John Maynard Smith–then sex is a mechanic who fashions a working car by combining the functional parts. But unlike a sensible mechanic, sex also goes to the trouble of combining the broken parts to produce an unworkable heap of junk. Even-handed as always, the individual benefits of sex are forever cancelled out by individual harm.

There is just one escape clause from this even-handedness of sex, proposed in 1983 by the wily Russian evolutionary geneticist Alexey Kondrashov, now a research professor at the University of Michigan. Kondrashov trained as a zoologist in Moscow, before becoming a theoretician at the Puschino Research Centre, and it was the power of computing that enabled him to arrive at his striking conclusions about sex. His theory makes two bold assumptions, which still provoke rancour among evolutionists. The first is that the mutation rate is rather higher than most people suspected: for Kondrashov’s theory to work, there must be one or more deleterious mutations in every individual in every generation. The second assumption is that most organisms are more or less resistant to the effects of single mutations. We only really start to decline in fitness when we inherit a large number of mutations at the same time. This might happen, for example, if the body has some degree of built-in redundancy. Just as we can get by if we lose one kidney, one lung, or even one eye (because the backup organ continues functioning), so at the level of genes there is a degree of overlap in function. More than one gene can do the same thing, buffering the system as a whole against serious damage. If it’s really true that genes can ‘cover’ for each other in this way, then a single mutation wouldn’t be too catastrophic, and Kondrashov’s theory could work.

How do these two assumptions help? The first assumption–a high mutation rate–means that even infinitely large clonal populations are never safe from Muller’s ratchet. They will inevitably decay, ultimately suffering a ‘mutational meltdown’. The second assumption is clever. It means that sex can get rid of more than one mutation at once. Mark Ridley, in a delightful analogy, compares cloning and sex to the biblical Old and New Testaments, respectively. Mutations are like sin, says Ridley. If the mutation rate reaches one per generation (everyone is a sinner), then the only way to be rid of sin in a clonal population is to smite the entire population: drown them in a deluge, blast them with fire and brimstone, or infest them with plagues. If, in contrast, sexual organisms can build up a number of mutations without harm (up to a threshold of no return), then sex has the power to amass a large number of mutations in each of two healthy parents and focus them all into a single child. This is the New Testament method. Just as Christ died for collected sins of humanity, so too can sex bring together the accumulated mutations of a population into a single scapegoat, and then crucify it.

The conclusion drawn by Kondrashov is that only sex is able to prevent a mutational meltdown in large complex organisms. The irresistible corollary is that complex life would not be possible without sex. It’s an inspiring conclusion, but not one that is generally accepted. Arguments still rage about both of Kondrashov’s assumptions, and neither the mutation rate nor the interactions between mutations are easy to measure directly. If there’s a consensus at all, it’s that the theory might be true in a few instances, but that the assumptions are wrong too often to account for the massive amount of sex going on in the world. Nor does Kondrashov’s theory explain the origin of sex among simple unicellular creatures that don’t worry about being big and complex, or for that matter about original sin.

Sex, then, benefits populations by bringing together favourable combinations of genes, and by eliminating unfavourable combinations. For the first half of the twentieth century the case was more or less considered closed, although Sir Ronald Fisher did express some reservations about his own theory. In general, Fisher, like Darwin, believed that selection acts on individuals, not for the good of the species as a whole. Yet he felt obliged to make an exception for recombination, which ‘could be interpreted as evolved for the specific, rather than the individual, advantage’. While Kondrashov’s theory does favour the majority of individuals, only crucifying one every now and then, even in this case the direct benefits of sex can only be felt after many generations. They don’t really accrue to individuals, at least not in a conventional sense.

The fuse that Fisher lit was slow-burning, but the time bomb finally exploded in the mid-1960s, as evolutionists began to grapple with ideas of selfish genes and the paradox of altruism. Some of the greatest names in evolutionary theory–George C. Williams, John Maynard Smith, Bill Hamilton, Robert Trivers, Graham Bell, Richard Dawkins–took up the problem. It became clear that little in biology is genuinely altruistic: we are, as Dawkins put it, the blind puppets of selfish genes, which act in their own interests. The question was, from this selfish point of view, why did the cheats not win outright? Why would any individual sacrifice its own best interests now (reproducing clonally) for a benefit (genetic health) that could only accrue to the species at some distant point in the future? Even with all our foresight, humans have a hard time acting in the best interests of our own descendants in the near future–think only of deforestation, global warming and the population explosion. How on earth, then, could blind, selfish evolution place the long-term population benefits of sex over the short-term twofold cost of sex, with all its attendant disadvantages?

One possible answer is that we are stuck with sex because it won’t easily ‘un-evolve’. If that’s the case, then the short-term cost of sex is non-negotiable. As it happens, there is something in this argument. I mentioned earlier that practically all clonal species arose recently, thousands rather than millions of years ago. This is exactly the kind of pattern we would expect if clonal species arise rarely, thrive for a while, and then decay steadily to extinction over thousands of years. Despite the occasional ‘flowering’ of asexual species, sex is rarely completely displaced because at any one moment there are only a few asexual species around. In fact there are some good ‘accidental’ reasons why it is difficult for sexual organisms to switch over to cloning. In mammals, for example, a phenomenon known as imprinting (whereby some maternal or paternal genes are switched off) means that any offspring must inherit genes from both parents, or they would be unviable. Presumably, it’s mechanistically tricky to reverse such dependence on two sexes; no mammals have given up the sexual habit. Likewise in conifers, two sexes are difficult to expunge because the mitochondria are inherited in the ovule, whereas chloroplasts are inherited in the pollen. To be viable, the offspring must inherit both, requiring two parents. Again, all known conifers are sexual.

But this argument only goes so far. There are several reasons to think that sex does not merely benefit the population, but must have immediate advantages for the individual too. First off, a large number of species–most species, if we consider the vast number of unicellular protists–are facultativelysexual, which is to say they only indulge in sex every now and then; even as rarely as every thirty generations or so. In fact some species, like the parasite Giardia, have never been caught in flagrante, yet they retain all the genes for meiosis, implying that they might get up to the odd furtive coupling when researchers aren’t looking. This logic doesn’t only apply to obscure unicellular organisms, but to some large organisms too, like snails, lizards and grasses, which switch from cloning to sex as the circumstances dictate. Obviously, they can revert to cloning whenever they wish, so an ‘accidental’ block can’t be the answer.

A similar argument applies to the origin of sex. When sex was ‘invented’ by the first eukaryotes (more on this later), there must have been a handful of cells reproducing sexually within a larger population of cells reproducing clonally. To spread throughout the population (as it must have done, because all eukaryotes descend from an ancestor that was already sexual) the act of sex itself must have conferred an advantage on the offspring of sexually reproducing cells. In other words, sex must have spread originally because it benefited individuals within a population, not the population as a whole.

It was this dawning realisation–that sex mustbenefit individuals, despite its twofold cost–that was spelled out by George C. Williams in 1966. The problem had seemed solved, and yet here it was again, now in the most perplexing form. For sex to spread in an asexual population, sexual individuals would have to produce more than twice as many surviving offspring each and every generation. And yet the even-handed mechanics of sex were well understood: for every winner there is a loser, for every good combination of genes there is a bad one. The explanation had to be at once subtle and gigantic, staring us in the face and yet invisible. No wonder it attracted some of the finest minds in biology.

Williams shifted the focus from genes to environment, or more specifically to ecology. Why is it good to be different from your parents, he asked? It could be important if an environment is changing, he answered, or if organisms are invading fresh territory, expanding their niche, dispersing or migrating. Being clonal, Williams concluded, is equivalent to buying a hundred tickets for a lottery, all with the same number. Better to buy fifty tickets, each one with a different number, which is the solution offered by sex.

The idea sounds reasonable, and surely there are instances where it is true; but this was the first of many clever hypotheses to be weighed against the data and found to be wanting. If sex is the answer to a fluctuating environment, then we should find more sex in high latitudes or altitudes, subject to the fickle conditions, or in freshwater streams that flood and dry out in turn. But as a general rule, we don’t. There’s more sex in stable, highly populated environments, like lakes or the sea, and the tropics, and, in general, if the environment is changing, plants and animals track their preferred conditions, moving north as the climate warms, for example, tailing the receding ice. It’s rare, then, for the environment to change so fast that your offspring need to differ everygeneration. Occasional sex really ought to be better. A species that reproduced clonally most of the time, having sex every thirty generations, say, would overcome the twofold cost of sex without losing the benefit of recombination. Yet for the most part that’s not what we see, at least among large organisms like plants and animals.
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Or so the theory says, anyway. It’s certainly true that sex is ubiquitous in the highly populated fleshpots where parasites thrive; and it’s equally true that sex provides a potentially immediate benefit to individual offspring under these conditions. Even so, there are doubts about whether the threat posed by parasites is really serious enough to explain the evolution and widespread persistence of sex. The kind of relentless genotype cycling predicted by the Red Queen is not easily detected in the wild; and computer models designed to test the conditions fostering sex paint a far more restricted picture than Hamilton’s original blazing conception.

In 1994, for example, Curtis Lively, a leading pioneer of the Red Queen hypothesis, admitted that computer simulations showed that ‘parasites generated a decisive advantage to sex only when parasite transmission probabilities were high (>70 per cent) and the effects of parasites on host fitness were dire (>80 per cent loss of fitness)’. Although these conditions are undoubtedly true in a few cases, most parasite infections aren’t drastic enough to give sex the upper hand. Mutations mean that clones too can become genetically diverse over time, and the computer models show that diverse clones tend to fare better than sexual organisms. Various ingenious refinements do give the Red Queen more power, but smack of special pleading. By the mid-1990s there was no hiding a certain despondency in the field, a sense that no single theory alone could account for the evolution and the persistence of sex.

Of course, there’s nothing to say that only one theory has to account for sex. None is mutually exclusive, and although it’s a messy solution from a mathematical point of view, nature can be just as messy as she likes. From the mid-1990s, researchers began to combine theories to see if they reinforced each other in some way; and they do. It does matter who the Red Queen shares her bed with, for example, and she is certainly less impotent with some partners. Curtis Lively showed that if the Red Queen and Muller’s ratchet are considered together the payback for sex rises, making both ideas more generally applicable. But as researchers went back to the drawing board, looking afresh at different parameters, one leapt out as surely wrong, too mathematical a construct to fit the real world–the assumption of an infinite population size. Not only are most populations far from infinite, but even vast populations are structured geographically, breaking down into assuredly finite, partially isolated units. And that makes a surprising difference.

Perhaps the greatest surprise of all was exactly what it changed. The old ideas about population genetics dating back to Fisher and Muller in the 1930s rose again from the deathly hallows of their resting place in textbooks, to become, I think, the single most promising theory to account for the ubiquity of sex. While a number of researchers from the 1960s onwards have developed Fisher’s ideas, especially William Hill, Alan Robertson and Joe Felsenstein, it was the inspiring mathematical treatments of Nick Barton, at the University of Edinburgh, and Sarah Otto, at the University of British Columbia, that really turned the tide. Over the last decade, their modelling has successfully explained sex in terms of the benefit to individuals as well as populations. The new framework also pleasingly incorporates other theories, from Williams’s lottery to the Red Queen herself.

The new ideas depend on the interplay of chance and selection in finite populations. In infinite populations, anything that can happen will happen. The ideal combination of genes will emerge inevitably, and it probably won’t even take very long. In finite populations, though, the situation is very different. This is because, without recombination, the genes on a chromosome are tied together like beads on a string. The fate of the chromosome depends on the ensemble, on the string as a whole, rather than the quality of individual genes. Most mutations are detrimental, but not so bad that they sink an otherwise good chromosome. This means that they can build up, gradually undermining fitness and contributing ultimately to a poor chromosomal background. Rarely serious enough to maim or kill, the slow drip, drip of mutations saps genetic vigour and imperceptibly lowers the average.

Ironically, when set against this second-rate background, beneficial mutations play havoc. Let’s imagine, for the sake of argument, that there are 500 genes on a chromosome. One of two things can happen. Either the spread of the mutation will be retarded by the second-rate company that it keeps on the chromosome, or it won’t. In the first case, strong positive selection for one gene is dissipated by weak selection against the other 499. The overall effect is neutral, and there is a good chance that the beneficial mutation will simply be lost again, because the gene is barely visible to natural selection. In other words, interference between genes on the same chromosome, dubbed selective interference, obscures the benefits of valuable mutations and obstructs selection.

But the second alternative has sort of a diabolical cunning about it. Imagine there are fifty variants of the same chromosome scattered across a population. A new mutation that’s beneficial enough to spread throughout the whole population must, by definition, displace all other variants of the same gene. The trouble is that it doesn’t just displace all other variants of the same gene, but all other variants of allthe genes on the same chromosome in the eclipsed competitors. If the new mutation occurs on one of these fifty chromosomes, the other forty-nine will be lost from the population. In fact, it’s even worse than that, for the principle applies not only to genes physically linked on the same chromosome, but to all the genes that share their destiny in a cloned organism, which is to say, all the genes. Disastrously, practically all genetic diversity is lost.
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 A shadow of the female X chromosome (which does recombine because women have two X chromosomes), the Y chromosome is little more than a stub, with a handful of genes remaining, mixed up with reams of genetic gibberish. If all chromosomes were this degenerate, no forms of complex life would be possible.

And the diabolical cunning doesn’t stop there. The stronger the selection, the more likely there will be a selective sweep for one or other gene. Any strong selective force works here, whether parasites or climate, starvation, or dispersal to new habitats, hence the link with the Red Queen and other theories of sex. The outcome in each case is a loss of genetic diversity, which lowers the effective population size. In general, large populations harbour lots of genetic variety, and vice versa. Populations that reproduce clonally will lose genetic variety with every selective purge. From a population-genetics point of view, large populations (in the millions) behave as if they were small (in the thousands) and this opens the door to random chance again. And so heavy selection converts even huge populations to a small ‘effective’ population size, rendering them vulnerable to degeneration and extinction. A series of studies has shown that exactly this kind of genetic poverty is widespread, not only in clones, but also in species that have sex only sparingly. The great advantage of sex is that it allows good genes to recombine away from the junk residing in their genetic backgrounds, while at once preserving a great deal of the hidden genetic variability in populations.

The mathematical models of Barton and Otto show that ‘selective interference’ between genes applies to individuals, not just populations. In organisms that can reproduce both sexually and clonally, a single gene can control the amount of sex. The change in prevalence of such a sex gene indicates the success of sex over time. If its prevalence rises, sex wins; if it falls, cloning wins. Crucially, if its prevalence rises from one generation to the next, then sex is benefiting individuals. And rise it does. Of all the ideas that we’ve discussed in this chapter, selective interference is the most widely applicable. Sex works out better than cloning (despite the twofold cost) under almost any circumstances. The difference is greatest when the population is highly variable, the mutation rate is high, and the selection pressure strong–an unholy trinity that makes the theory conspicuously relevant to the origin of sex itself.
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Picture it, that first eukaryotic cell, a chimera with tiny bacteria living inside a larger host cell. Every time one of the internalised bacteria dies its genes are set free: they rain on the host cell chromosomes. Fragments of them are incorporated at random into the host’s chromosome, by way of the standard bacterial procedures for incorporating genes. Some of these new genes are valuable, others are no use; a few duplicate existing genes. But some are integrated slap in the middle of the host’s own genes, chopping them up into bits and pieces. Jumping genes wreak havoc. The host cell has no way of halting their proliferation, so they leap with impunity about the genome, insinuating themselves into genes and slicing the host’s circular chromosome into the numerous straight chromosomes that we eukaryotes share today (see Chapter 4).

This is a highly variable population, evolving rapidly. Simple mutations cost the cell its wall. Others are adapting the bacterial cell skeleton into the more dynamic eukaryotic version. The host cell may be forming a nucleus and internal membranes by disorderly transfer of genes for lipid synthesis from its bacterial guests. None of these changes require any hopeful leap into the unknown: all the steps can evolve by simple gene transfers and small mutations. But almost all the alterations are detrimental. For every benefit there are a thousand misguided steps. The only way to forge a chromosome that doesn’t kill you, the only way to bring the best innovations and genes together in a single cell, is by sex. Total sex. Not a little half-hearted gene swapping. Only sex can bring together a nuclear membrane from one cell with a dynamic cell skeleton from another, or a protein-targeting mechanism from yet another, and at the same time eliminate all the failures. The randomising power of meiosis might throw up only one winner in a thousand (survivor is a more fitting term) but it’s far, far better than cloning. With a variable population, a high mutation rate and a heavy selection pressure (brought about in part by the great barrage of parasitic jumping genes), clones are doomed here. No wonder we all have sex. Without sex, we eukaryotes would never have existed at all.

The question is: if clones were doomed, could sex have evolved fast enough to save the day? The answer, perhaps surprisingly, is ‘yes!’ Mechanistically speaking, sex could have evolved quite easily. In essence there are three aspects to it: cell fusion, segregation of chromosomes, and recombination. Let’s take a quick look at each in turn.

Cell fusion is more or less precluded in bacteria, because the cell wall gets in the way. But lose the wall and the problem may have been the reverse: avoiding fusion. Many simple eukaryotes, such as slime moulds and fungi, fuse together into giant cells with multiple nuclei. Loose networks of cells called syncytia regularly form as part of primitive eukaryotic life cycles. Parasites such as jumping genes, and for that matter mitochondria, profit by fusing cells together, thus gaining access to new hosts. Several have been shown to induce cell fusion. In this context, it might be that the tougher problem was to evolve ways of preventing cell fusion. So the first prerequisite for sex, cell fusion, was almost certainly not a problem.

At first glance, segregation looks more challenging. Recall that meiosis is an intricate dance of chromosomes, which unexpectedly begins by doubling up the number of chromosomes, before segregating a single set into each of four daughter cells. Why so complex? In fact, it’s not: it’s no more than a modification of the existing method of cell division, mitosis, which also begins by doubling up chromosomes. Mitosis probably evolved via a fairly simple succession of steps from normal bacterial cell division, as articulated by Tom Cavalier-Smith. He goes on to point out that only one key change is necessary to convert mitosis into a primitive form of meiosis–a failure to digest all the ‘glue’ (technically cohesinproteins) holding the chromosomes together. Rather than entering another round of cell replication, duplicating the chromosomes again, the cell pauses for a while, and then continues with the segregation of chromosomes. In effect, the residual glue confuses the cell into thinking that it’s primed for the next round of chromosome segregation, before it has completed the first round.

The outcome is a reduction in chromosome numbers, which Cavalier-Smith posits was actually the primary benefit of meiosis in the first place. If the first eukaryotic cells couldn’t stop fusing together into networks with multiple chromosomes (as still happens today in slime moulds), then some form of reductive cell division was necessary to regenerate simple cells with a single set of chromosomes. By gumming up the standard method of cell division, meiosis enabled the regeneration of individual cells. It did so with the minimum fuss from an existing mechanism of cell division.

And that brings us to the final facet of sex–recombination. Again, the evolution of recombination doesn’t present a problem, as all the machinery needed is present in bacteria, and was simply inherited. Not only the machinery, but the precise method of recombination is exactly the same in bacteria and eukaryotes. Bacteria routinely take up genes from the environment (via a process called lateral gene transfer) and incorporate them into their own chromosome by recombination. In the first eukaryotes, the same machinery must have been responsible for incorporating the bacterial genes that rained down from the mitochondria, giving rise to steadily expanding genome sizes. According to Tibor Vellai, at Eötvös Loránd University, Budapest, the benefit of recombination in the first eukaryotes was probably gene loading, as in bacteria. But to press the recombination machinery into a more general role, in meiosis, was surely a formality.

And so the evolution of sex was probably not difficult. Mechanistically, it was almost bound to happen. The deeper paradox for biologists is that it persisted at all. Natural selection isn’t about ‘the survival of the fittest’, for survival counts for nothing if the fit fail to reproduce. Sex grants a huge head start to cloning, but has prevailed among almost all eukaryotes. The advantage that sex offered at the beginning was probably no different from today–the ability to bring together the best combinations of genes in the same individual, to purge detrimental mutations, and to incorporate any valuable innovations. In those days, sex might have produced only one winner, or even abject survivor, for every 1,000 failures, but that was still far better than cloning, which must have spelled certain doom. And even today, sex may produce half as many offspring, but ultimately they’re more than twice as fit.

Ironically, these ideas date back to the beginning of the twentieth century, falling from favour only to re-emerge in a more sophisticated guise, as more fashionable theories fell by the wayside. They account for sex in terms of benefit to individuals, but also, happily, incorporate older theories in a fashion worthy of sex itself–misguided ideas discarded, fruitful ones accommodated together in a single theory, like genes recombining on a chromosome. For ideas evolve best by sex, too, and we are all the benefactors.
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The Power and the Glory

‘Nature, red in tooth and claw’ must be one of the most over-quoted references to Darwin in the English language. Even so, the phrase captures the essence, if not of natural selection itself, then at least the popular perception of it. The line is taken from the brooding poem In Memoriamby Tennyson, which was finished in 1850, nine years before the publication of Darwin’s Origin of Species. The poem is a response to the death of Tennyson’s friend, the poet Arthur Hallam, and the immediate context of the line is a shockingly bleak contrast between the love of God and the utter indifference of Nature. Not only do individuals perish, Tennyson has Nature say, but so too do species: ‘A thousand types are gone: I care for nothing, all shall go!’ In our own case ‘all’ implicitly means all that we hold dear–purpose, love, truth, justice, God. Although never quite losing his faith, Tennyson at times seems to be wracked with doubts.

This stark view of nature, later attributed to the grinding wheels of natural selection, has been attacked from many quarters. Taken literally, the idea at best ignores herbivores, plants, algae, fungi, bacteria, and so on, reducing all life to the vivid struggle between predator and prey. And taken metaphorically, as the more general struggle for existence favoured by Darwin, it tends to play down the importance of cooperation between individuals and species, even of genes within the individual: the importance of symbiosis in nature. I don’t want to dwell on cooperation here, but rather to take the line literally and to consider the importance of predation, and specifically the way in which powered movement, or motility, transformed the world in which we live long ago.

‘Red in tooth and claw’ already implies movement. First catch your prey: not usually a passive quest. But then to clamp your jaws requires opening and closing a mouth with some force: muscles are needed. Claws, too, can hardly tear unless wielded with ferocity, powered by muscles. I suppose if we try to imagine a passive form of predation we might come up with something like a fungus; but even then some form of movement is involved, if only slow strangulation by sucking hyphae. But my real point is that, without motility, predation as a way of life is barely imaginable. Motility, then, is the deeper, the more profound, invention. To capture prey and eat it, you must first learn to move, whether like a tiny amoeba, creeping and engulfing, or with the power, speed and grace of a cheetah.

Motility has indeed transformed life on earth in ways that are not immediately apparent, from the complexity of ecosystems to the pace and direction of evolution among plants. This story is betrayed by the fossil record, which gives an insight, however imperfect, into the webs of interactions between species, and the way in which these change over time. Intriguingly, the fossil record points to a rather abrupt change in complexity following the greatest mass extinction in the history of our planet, that at the end of the Permian period, 250 million years ago, when 95 per cent of all species are thought to have vanished. After this great extinction wiped the slate clean, nothing was ever the same again.

The world was complex enough before the Permian, of course. On land there were giant trees, ferns, scorpions, dragonflies, amphibians, reptiles. The seas were full of trilobites, fish, sharks, ammonites, lampshells, sea lilies (stalked crinoids, almost totally wiped out in the Permian extinction) and corals. A cursory inspection might suggest that some of these ‘types’ have changed, but that the ecosystems were not so very different; yet a detailed inventory says otherwise.

The complexity of an ecosystem can be estimated by the relative number of species: if a handful of species dominate, and the rest carve out a marginal existence, then the ecosystem is said to be simple. But if large numbers of species coexist together in similar numbers, then the ecosystem is far more complex, with a much wider web of interactions between species. By totting up the number of species living together at any one time in the fossil record, it’s possible to come up with an ‘index’ of complexity, and the results are somewhat surprising. Rather than a gradual accrual of complexity over time, it seems there was a sudden gearshift after the great Permian extinction. Before the extinction, for some 300 million years, marine ecosystems had been split roughly fifty-fifty between the simple and complex; afterwards, complex systems outweighed simple ones by three to one, a stable and persistent change that has lasted another 250 million years to this day. So rather than gradual change there was a sudden switch. Why?

According to palaeontologist Peter Wagner, at the Field Museum of Natural History in Chicago, the answer is the spread of motile organisms. The shift took the oceans from a world that was largely anchored to the spot–lampshells, sea lilies, and so on, filtering food for a meagre low-energy living–to a new, more active world, dominated by animals that move around, even if as inchingly as snails, urchins and crabs. Plenty of animals moved around before the extinction, of course, but only afterwards did they become dominant. Why this gearshift took place after the Permian mass extinction is unknown, but might perhaps relate to the greater ‘buffering’ against the world that comes with a motile lifestyle. If you move around, you often encounter rapidly changing environments, and so you need greater physical resilience. So it could be that the more motile animals had an edge in surviving the drastic environmental changes that accompanied the apocalypse (more on this in Chapter 8). The doomed filter feeders had nothing to cushion them against the blow.

Whatever the reasons, the rise and rise of the motile after the Permian extinction transfigured life. Moving around meant that animals bumped into each other far more often, both literally and figuratively, which in turn enabled a greater web of potential interactions between species: not just more predation, but also more grazing, scavenging and burrowing. There were always good reasons to move, but the new lifestyles that came with motility gave animals a particular reason to be in a particular place at a particular time, and indeed a different place at a different time. That is to say, it gave them purpose–deliberate, goal-directed behaviour.

But the rewards of motility go beyond lifestyle, for motility also dictates the pace of evolution, the rate at which genes, and species, change over evolutionary time. While the fastest evolvers of all are parasites and pathogenic bacteria, which must deal with the endlessly inventive and sadistic persecution of the immune system, animals press them hard. In contrast, filter feeders, and plants in general, fixed as they are to the spot, don’t evolve as quickly. The idea of the Red Queen, who must run to stay in the same place, at least in relation to her competitors, is almost alien to a world of fixed filter feeders that remain essentially unchanged for aeons before being wiped out at a stroke. But there is an exception to this rule of thumb, which again emphasises the importance of motility: the flowering plants.

Before the Permian extinction, there weren’t any flowering plants to be seen. The plant world was a monotonous green, like a coniferous forest today. The explosion of colour in flowers and fruit was purely a response to the animal world. Flowers, of course, attract pollinators, motile animals, which transport the pollen from one plant to another, spreading wide the benefits of sex for the sessile plants. Fruit, too, calls upon the motility, and guts, of the animal world to disperse seeds. And so the flowering plants have coevolved with the animals, each side in hock to the other–the plants fulfilling the deepest cravings of the pollinators and fruit-eaters, the animals blindly executing the silent stratagems of the plants, at least until we humans started producing seedless fruit. Such interweaving of destinies sped the pace of evolution among the flowering plants to match that of their animal partners.

So motility brings with it a need to deal with rapidly changing environments, more interactions between plants and other animals, new lifestyles like predation, and more complex ecosystems. All these factors encouraged the development of better senses (better ways of ‘sampling’ the surrounding world) and a faster pace of evolution, simply to keep up, not just among animals, but among many plants too. At the heart of all this innovation is a single invention, which made it all possible: muscle. While not perhaps engendering the same sense of perfection as organs like the eye, when viewed down the microscope muscles are an awesomely purposeful-looking array of fibres acting in concert to exert force. They are machines that convert chemical energy into mechanical force, an invention as fantastical as those of Leonardo. But how did such a purposeful machine come to be? In this chapter we’ll look into the origin and evolution of the molecular machinery that drives the contraction of muscle, which enabled animals to alter the world so utterly.
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 How this actually happened may have been beyond experimental verification, but not the imagination. Several leading scientists proposed that the bladder-filling was literally explosive. John Mayow, for example, suggested that animal spirits were ‘nitro-aerial particles’. These, he said, were supplied by nerves, and mixed with sulphurous particles from the blood to produce an explosion analogous to gunpowder.

Such ideas didn’t last long. Eight years after his early observations, Leeuwenhoek scrutinised his ‘globules’ again with a new improved lens and apologised: the flesh fibres were not long lines of tiny bladders at all, but rather they were fibres crossed by regular ‘rings and wrinkles’, and it was these striations that gave the impression of globules. What’s more, by crushing the fibres and viewing their contents under his lens, Leeuwenhoek realised that they, too, were full of yet smaller filaments, a hundred or so in each fibre. Terminology changes, but the segments described by Leeuwenhoek are known today as ‘sarcomeres’, the filaments within ‘myofibrils’. Clearly muscle contraction had nothing to do with inflating bladders, and everything to do with fibres and more fibres.

Even so, despite proposing that motor fibres in muscles could somehow ‘glide’ over each other, scientists had no real idea of what force compelled them to move. Nearly a century passed before a new power emerged that might conceivably animate all these fibres: electricity.

In the 1780s, Luigi Galvani, professor of anatomy at the University of Bologna, was startled when the leg muscle of a frog contracted violently as he touched it with a scalpel at the same moment that a spark discharged from an electrical machine across the room, even though the frog was dead. Brushing a brass hook with the scalpel during an incision elicited the same response, as did various other circumstances, including an electrical storm. The idea of animation through electricity, soon dubbed galvanism, impressed Mary Shelley, who studied Galvani’s reports before writing her gothic novel Frankensteinin 1823. In fact Galvani’s own nephew, Giovanni Aldini, was something of a prototype. Touring Europe early in the nineteenth century to demonstrate ‘galvanic reanimation of the dead’, on one famous occasion Aldini electrocuted the severed head of a malefactor before an audience of surgeons, physicians, dukes, and even the Prince of Wales, at the Royal College of Surgeons. When applying his electrical rods to the mouth and ear, Aldini commented, ‘The jaw began to quiver, the adjoining muscles were horribly contorted, and the left eye actually opened.’
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 Refusing to swear an oath of allegiance to Napoleon, whose armies were then occupying Italy, Galvani was stripped of his position at the University of Bologna, and died in poverty the following year. His ideas languished for decades, and for a long time he was remembered as little more than the purveyor of occult animalistic forces and as the opponent of Volta. Volta, in contrast, was made a count of Lombardy by Napoleon in 1810, and later had an electrical unit, the volt, named after him. Yet, although Volta’s name has taken precedence in the history of science for his invention of the first proper battery, the voltaic pile, he was utterly wrong about animal electricity.

Galvani’s ideas came to be taken seriously again later in the nineteenth century, most notably by the German school of biophysical research, whose most famous member was the great Hermann von Helmholtz. Not only did this school prove that muscles and nerves really are powered by ‘animal’ electricity, but Helmholtz even calculated the speed at which an electrical impulse shoots down a nerve, using a method developed by the military for determining the speed of flying canon balls. Nervous transmission turned out to be oddly slow–a few tens of metres per second, rather than the hundreds of kilometres per second of normal electricity–suggesting that there was something different about animal electricity. The difference was soon ascribed to the lumbering movements of charged atoms, or ions, such as potassium, sodium and calcium, rather than the fleeting shifts of will-o’-the-wisp electrons. The passage of ions across a membrane produces a wave of depolarisation, which is to say a transient swing to a more negative charge outside the cell. This affects the nearby membrane, and so surges onwards down the nerve, or within the muscle, as an ‘action potential’.

But how exactly did an action potential power muscle contraction? To answer that still required an answer to the bigger underlying question, how do muscles physically contract? Advances in microscopy again pointed to an answer by revealing consistent bands in muscle fibres, thought to correspond to materials of differing densities. From the late 1830s, William Bowman, an English surgeon and anatomist, made a detailed study of the microscopic structure of skeletal muscle of more than 40 animal species, including humans and other mammals, birds, reptiles, amphibians, fish, crustaceans and insects. All were striated into the segments or ‘sarcomeres’ described 160 years before by Leeuwenhoek. But within each sarcomere, Bowman noticed, were further bands, alternating dark and pale. During contraction the sarcomeres shortened, expunging the lighter bands, giving rise to what Bowman called a ‘dark wave of contraction’. He concluded, correctly, that ‘contractility resides in the individual segments’ (see Fig. 6.1).

Beyond that, though, Bowman backed away from his own findings. He could see that the nerves within muscle didn’t interact directly with the sarcomeres at all, so any electrical initiation must be indirect at the very least. And worse, he was worried about smooth muscle, which is found in sphincters and arteries. This lacks the banding of skeletal muscles altogether, yet still contracts perfectly well. In consequence, Bowman felt the bands had little to do with muscle contraction and that the secret of contractility must lie in the invisible structure of molecules, which he thought would remain forever ‘far beyond the reach of sense’. He was right about the importance of molecular structure, but wrong about the bands, and indeed the reach of sense. But Bowman’s reservations about muscle structure were shared by almost everyone else.




Figure 6.1The structure of skeletal muscle, showing the characteristic striations and bands. A single sarcomere stretches from one black line (Z disk) to the next. Within a sarcomere, the darkest areas (A bands) contain myosin bound to actin; the light areas (I bands) actin; and the intermediate grey, myosin filaments bound to the M line. When the muscle contracts, the actin in the I band is drawn towards the M line by the myosin cross bridges, shortening the sarcomere and giving rise to a ‘dark wave’ of contraction (the I band is subsumed by the A band).

In a sense, the Victorians knew everything and nothing. They knew that muscles are composed of thousands of fibres, each one divided into segments or sarcomeres, and that these sarcomeres are the basic units of contraction. They knew that the sarcomeres are banded, corresponding to material of differing densities. Some scientists at least suspected that the bands were composed of filaments that slid over each other. They knew too that muscle contractions are electrical, and that electricity is generated as a potential difference across internal surfaces; they even correctly established calcium as the prime suspect. They had isolated the major protein from muscle, and named it myosin(derived from the Greek for ‘muscle’). But the deeper molecular secrets, which Bowman proclaimed far beyond the reach of sense, were certainly beyond the Victorians. They knew something of the components, but nothing of how they fitted together, nothing of how it all worked. Such insights awaited the virtuosic, reductionist achievements of twentieth-century science. To appreciate the real majesty of muscle, and how the components evolved, we must leave the Victorians far behind and look to the molecules themselves.
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 And Francis Crick, soon to be joined by the young American James Watson, famously applied the same technique to the structure of DNA. But in 1950 the fourth man was not Watson but a relatively unknown figure, at least to the outside world, and the only member of that early team who didn’t go on to win a Nobel Prize. Yet Hugh Huxley surely should have done, for he more than anyone showed how muscles work at the level of molecular cranks and levers, and his achievements spanned half a century. The Royal Society, at least, honoured him with their highest award, the Copley Medal, in 1997. As I write, he is Professor Emeritus at Brandeis University, Massachusetts, and still publishing at the age of 83.

Part of Huxley’s lesser fame must be put down to unfortunate confusion with his more famous namesake, the Nobel laureate Andrew Huxley, grandson of Darwin’s ‘bulldog’, the ferociously eloquent T. H. Huxley. Andrew Huxley made his name in the post-war years for his studies of nerve conduction, before turning his attention to muscle in the early 1950s; and he, too, was a major figure in muscle research in the following decades. Working independently, the Huxleys–unrelated, to their knowledge–arrived at the same conclusion, and published their results by arrangement back-to-back in Naturein 1954. Both proposed what became known as the sliding filament theory. Hugh Huxley in particular brought to bear the wonderfully powerful techniques of X-ray crystallography and electron microscopy (only twenty years old at that time). It proved the happiest of combinations, revealing muscle function in finer and finer detail over the following decades.

Hugh Huxley had spent the war working on radar. Returning to finish his degree at Cambridge afterwards, he, like many physicists of his generation, felt compelled by the horrors of the bomb to abandon physics and turn his attention to something less morally and emotionally charged. Physics’ loss was biology’s gain. Joining Perutz’s little group in 1948, he was surprised to find how little biologists knew of muscle structure and function, and embarked on a lifelong quest to put that right. Working on frogs’ legs, as had Galvani before him, Huxley’s first findings were disappointing. The patterns derived from the muscles of laboratory frogs were faint. But then he found that wild frogs were much better, which signalled a series of long and chilly bike rides over the fens to capture frogs before breakfast. These wild frogs generated X-ray patterns rich in detail but ambiguous in meaning. Ironically, in 1952, Huxley faced Dorothy Hodgkin, one of the pioneers of crystallography, in his PhD examination. On reading his thesis, she leapt to the idea that his data might suggest sliding filaments, and discussed it excitedly with Francis Crick, whom she had bumped into on the stairs. But with the belligerence of youth, Huxley argued, correctly, that she had not read his methods section with proper diligence, and his data did not support her conclusion. Two years later, with the aid of electron microscopic images, Huxley ultimately came to a similar conclusion himself, but now with proper empirical support.

But if Huxley had refused to jump to premature conclusions, postponing his discovery of the sliding filament theory by two years, he was acute in his early belief that a combination of X-ray crystallography and electron microscopy had the power to unravel the molecular details of muscle contraction. Both methods were flawed. As Huxley put it: ‘Electron microscopy gave one real tangible images, but with all sorts of artifacts, while X-ray diffraction gave one true data but in an enigmatic form.’ His insight lay in appreciating that the flaws of one technique could be overcome by the strengths of the other, and vice versa.

He was lucky, too, for nobody could have foreseen the remarkable advances over the following half century, most especially in X-ray crystallography. The difficulty here is with the intensity of the beam. To generate an observable pattern by diffracting (or scattering) X-rays through a structure requires a large number of rays. This either takes time–hours or even days, back in the 1950s, when Huxley and others sat overnight cooling weak X-ray sources–or requires an extremely intense source, capable of producing an intense beam of X-rays in a fleeting instant. Biologists once again depended on advances in physics, in particular the development of the synchrotron, those vast cyclic subatomic particle accelerators, which use synchronised magnetic and electric fields to accelerate protons or electrons up to astronomical speeds, before colliding them together. For biologists, the value of the synchrotron lies in what for physicists is an irritating side-effect. As the particles charge around in their constrained circles, they release electromagnetic radiation, or ‘synchrotron light’, much of it in the X-ray range. These fabulously intense beams can generate diffraction patterns in tiny fractions of a second, patterns that took hours or days, to generate back in the 1950s. And this was critical, for the events of muscle contraction take place in hundredths of a second. Studying the changes in molecular structure taking place during muscle contraction in real time is therefore only feasible using synchrotron light.

When Huxley first put forward the sliding filament theory, it was inevitably a hypothesis based on rather inadequate data. Since then, though, using refinements in the same techniques, many of the detailed mechanistic predictions have been proved, by Huxley and others, measured to atomic resolution over fractions of a second. Where the Victorians could see only rather gross microscopic structures, Huxley could make out the detailed molecular patterns and so postulate mechanism; and today, despite a few remaining uncertainties, we know how muscle contracts almost atom by atom.

Muscle contraction depends on the properties of two molecules, actin and myosin. Both are composed of repeating protein units to form long filaments (polymers). The thick filaments are composed of myosin, already named by the Victorians; the thin filaments, of actin. These two filaments, thick and thin, lie in bundles side-by-side, linked by tiny perpendicular cross-bridges (first visualised by Huxley in the 1950s using electron microscopy). These bridges are not rigid and motionless, but swing, and with each swing they propel the actin filaments along a little, as if the crew of a longboat sweeping their craft through the water. And indeed there is more than an element of the Viking longboat about it, for the oar strokes are unruly, unwilling to conform to a single command. Electron microscopy shows that, of the many thousands of cross-bridges, fewer than half ever pull in unison; the majority are always caught with their oars in disarray. Yet calculations prove that these tiny shifts, even working in disharmony, are together strong enough to account for the overall force of muscle contraction.

All these swinging cross-bridges protrude from the thick filament–they are part of the myosin subunits. On a molecular scale, myosin is huge, eight times larger than an average protein like haemoglobin. In overall shape, a myosin unit is sperm-like; two sperm, in fact, with their heads knocking together and their tails entwined in a frozen embrace. The tails interleave with the tails of adjacent myosin molecules in a staggered array, together making up the heavy filament like the threads of a rope. The heads protrude from this rope in succession, and it is these that form the swinging cross-bridges that interact with the actin filament (see Fig. 6.2).

Here’s how the swinging bridges work. The swing-bridge first binds to the actin filament, and once attached, then binds ATP. The ATP provides the energy needed to power the whole process. As soon as ATP binds, the swing-bridge detaches from the thin filament. The liberated bridge now swings through an angle of about 70 degrees (via a flexible ‘neck’ region) before binding to the actin filament again. As it does so, the used fragments of ATP are released, and the cross-bridge springs back to its initial conformation, levering the whole thin filament along in its wake. The cycle–release, swing, bind, drag–is equivalent to a rowing stroke, each time moving the thin filament along by a few millionths of a millimetre. ATP is critical. Without it, the head can’t release from actin, and can’t swing; the result is rigor, as in rigor mortis, when muscles stiffen after death for lack of ATP. (The stiffness fades after a day or so, as the muscle tissue begins to decompose.)




Figure 6.2Myosin, in the exquisite watercolour of David Goodsell. Left: a single myosin molecule, with its two heads at the top and tails entwined. Right: A thick myosin filament, with heads protruding to interact with actin on either side, and tails entwining like a rope to form the thick filament.
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 Similar differences exist between species. The fastest of all myosins are found in the flight muscles of insects such as the fruit fly Drosophila, which cycle at a rate of several hundred times a second, nearly an order of magnitude faster than most mammals. As a general rule, small animals have faster myosins; so a mouse’s muscles contract at about three times the speed of the equivalent human muscle, a rat’s twice as fast. The slowest myosins of all are found in the achingly slow muscles of sloths and tortoises. Here, the speed at which myosin breaks down ATP is around twenty times slower than in a human.

Even though the rate that myosin consumes ATP dictates the speed at which a muscle contracts, running out of ATP never signals the end of muscle contraction. If it did, we would all end gym sessions in a state of rigor, like rigor mortis, and need to be stretchered home each time. Instead, muscles fatigue, which is presumably an adaptation to prevent rigor from setting in. The beginning and end of muscle contractions depends on the level of calcium within the cell, and it is this that connects muscle contraction to Galvani’s animal electricity. When an impulse arrives, it spreads swiftly through a network of tubules, which release calcium ions into the cell. Through a number of steps that needn’t concern us here, calcium ultimately exposes the sites on the actin filament to which the swing-bridges bind, and this enables the muscle to contract. But no sooner is the muscle cell flooded with calcium than the floodgates are sealed and the pumps spring into action, sucking it all away again in readiness for the next call to action. As the calcium levels fall, the binding sites on the actin filament are covered again, the swing-bridges can no longer bind, and contraction is obliged to cease. The natural elasticity of the sarcomeres ensures that they soon return to their original relaxed state.

This is, of course, a highly simplified account, reducing the working parts to an almost absurd minimum. Consult any textbook and you’ll find pages of detail, protein after protein, each with a subtle structural or regulatory role. Muscle biochemistry is formidably complicated; yet an underlying simplicity shines through. This simplicity is not just an heuristic device: it is central to the evolution of complex systems. In different tissues and species, there are many ways of controlling the binding of myosin to actin. All these various biochemical details are akin to the rococo ornaments of a baroque church; for all that each church might be a masterpiece in its own right, each one is still a baroque church. And likewise, for all the rococo differences in muscle function, myosin always binds to actin, at the same site; and ATP always powers the sliding filaments.

Take smooth muscle, for instance, whose ability to contract sphincters and arteries confounded William Bowman and his Victorian contemporaries. Smooth muscle entirely lacks the striations of skeletal muscle, yet still depends on actin and myosin to contract; the filaments are organised in a far looser manner, shrugging off any sense of microscopic order. The interactions between actin and myosin are also simplified here. A calcium influx activates the myosin heads directly, rather than the roundabout route of skeletal muscle. In other respects, though, the contraction of smooth muscle is similar to skeletal muscles. In both cases, contraction is produced by myosin binding to actin, cranking round the same cycle, powered by the same ATP.

Such relative simplicity might suggest that smooth muscle is a step en route to the evolution of skeletal muscle. Smooth muscle is a contractile tissue that functions well enough, despite lacking a sophisticated microscopic structure. And yet studies of muscle proteins in different species show that muscle evolution wasn’t as simple as that. One meticulous study by the geneticists Satoshi OOta and Naruya Saitou, at the National Institute of Genetics, Mishima, Japan, showed that a selection of proteins in the skeletal muscles of mammals are so similar to those in the striated flight muscles of insects that both must have evolved from a common ancestor of vertebrates and invertebrates, living some 600 million years ago. This common ancestor must have had striated muscles, even if it didn’t possess a skeleton. Much the same applies to smooth muscle proteins, as they, too, can be traced right back to a similar common ancestor. Smooth muscle was never a step en route to the more complicated striated muscle: it is a separate evolutionary lineage.

That is a remarkable fact. The myosin in our own skeletal muscles is more closely related to the myosin driving the flight muscles of that irritating housefly buzzing around your head than it is to the myosin in the muscles of your own sphincters, tightening in disgust. Astonishingly, the split goes back even further, apparently even predating the origin of bilateral symmetry, shared by both insects and vertebrates. Jellyfish, it seems, also have striated muscles that are minutely comparable with our own. So both smooth muscle and striated muscle contract using a similar system of actin and myosin, but each system apparently evolved independently from a common ancestor that possessed both cell types–a common ancestor numbering among the earliest of animals, from a time when jellyfish were the acme of creation.

Yet despite the unexpectedly long evolutionary separation of striated and smooth muscle, it is plain that all the myriad forms of myosin evolved from a common ancestor. All share the same basic structure, all bind to actin and to ATP at the same sites, all crank through the same motor cycle. If the myosins of both striated and smooth muscle derived from a common ancestor, then that ancestor must have been more primitive than a jellyfish, and probably had neither striated nor smooth muscle, yet still found some use for actin and myosin. What were they doing there? The answer is not new. It dates back to the 1960s, and can be pinpointed to a single unexpected finding. But despite its antiquity, few findings in all of biology have carried such a visual force, while at once opening a dramatic window into the evolution of muscle. Hugh Huxley found that actin can be ‘decorated’ with myosin heads and viewed by electron microscopy. Let me explain.

All the various filaments can be extracted from muscle and broken down into their component parts. The myosin heads, for example, can be separated from their long tails, and reconstituted with actin in a test tube. The actin swiftly reassembles itself into long filaments; given the right conditions, polymerisation is an inherent property of actin. And then the myosin heads attach themselves to the filaments, just as they do in intact muscle, lining up like little arrowheads all along the filament. All these arrowheads point in the same direction, illustrating the polarity of actin filaments: they always assemble in just one configuration, and myosin always binds in the same direction, hence the generation of force. (In the sarcomeres, this polarity is reversed at the midpoint, drawing both ends towards the middle, thereby contracting each sarcomere as a unit. The contraction of successive sarcomeres shortens the muscle as a whole.)




Figure 6.3Actin filaments derived from the slime mould Physarum polycephalum, decorated with myosin ‘arrowheads’ from rabbit muscle.

The little arrowheads bind to actin and nothing else, so adding myosin heads to other cell types works as a test for the presence of actin filaments. Until the 1960s, everyone assumed that actin was a specialised muscle protein, undoubtedly found in the muscles of different species, but not in other types of cell. This conventional wisdom was just being challenged by biochemical data, which suggested that one of the most non-muscular of organisms, brewers’ yeast, might contain actin; but the simple expedient of decorating actin with myosin arrowheads opened a Pandora’s box of revelations. Huxley opened it first, by adding rabbit myosin to actin filaments extracted from slime mould, a very primitive organism, and finding a perfect match (see Fig. 6.3).




Figure 6.4Actin cytoskeleton in a cartilage cell from a cow, labelled with the fluorescent dye phalloidin-FITC.
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 And from this perspective, the evolution of muscle looks very different. The same filaments that power your muscles power the microscopic world of all complex cells. The only real difference lies in their organisation.
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 Other variants bring together three or even four heads, rather than just two. And, of course, the tails must go; instead of being wound into a thick filament, the myosin heads are now free to roam. Finally, other objects are attached to the motoring heads via ‘coupling’ proteins, one for each item of cargo. And there it is: a tribe of processive motors, able to haul cargo in all directions about the cell on the actin tracks.
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 Here again, the technique of X-ray crystallography has revealed kinships that might never have been discerned by gene sequences alone.
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 These ancestors performed (and indeed still perform) jobs that involved some form of movement and exertion of force, a switch from one conformation to another, for example, but none of them were capable of true motility. Crystallography, then, shows us the bare bones of protein structure in the same way that X-rays of a bird’s wing show us the structure of its skeleton. Just as the ancestry of wings is betrayed by bone structures and joints, which clearly derive from the limbs of flightless reptiles, the structures of motor proteins plainly derive from ancestral proteins capable of conformational change but not true motility.

Crystallography has given tantalising insights into the evolution of the cytoskeleton too, those soaring sky-wires of actin and tubulin. Why, one might ask, would a cell evolve a network of sky-wires, fast tracks for motor proteins, in the absence of those motor proteins? Would that not put the cart before the horses? Not if the cytoskeleton is valuable in its own right. Its value lies in its structural properties. The shape of all eukaryotic cells, from long and spindly neurons to flat endothelial cells, is maintained by the fibres of the cytoskeleton; and it turns out that much the same is true of bacteria. For generations, biologists ascribed many bacterial shapes (rods, spirals, crescents, and so on) to the rigid cell wall bounding the cell, so it came as a surprise in the mid-1990s to discover that bacteria have a cytoskeleton too. This is composed of thin fibres that look a lot like actin and tubulin, fibres that we now know are responsible for maintaining the more elaborate bacterial shapes. (Mutations in the cytoskeleton balloon these complicated bacterial cells back into simple spheres.)

As with motor proteins, there is little genetic resemblance between the bacterial and eukaryotic proteins. Yet the three-dimensional structures, solved by crystallography around the turn of the millennium, are even more striking than the motor proteins. The bacterial and eukaryotic protein structures are virtually superimposable, with the same shapes, the same spaces, and a few of the same critical amino acids in the same places. Plainly the eukaryotic cell skeleton evolved from a similar skeleton in bacteria. With shape, function is preserved. Both serve a broadly structural role; but in both cases, the cell skeleton is capable of more than mere static support. It is not like our solid bony skeleton, but is dynamic, forever changing, remodelling itself, as inconstant and all encompassing as clouds on a stormy day. It can exert force, moving chromosomes around, dividing cells in half during replication, and in the case of eukaryotic cells at least, extending cellular projections, without the help of any motor proteins at all. In short, the cytoskeleton is motile in its own right. How did such a thing come to be?
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Something similar must have happened in the case of the cytoskeleton proper, long ago. The units of actin and tubulin fibres are derived from ordinary proteins, with other functions about the cell. A few trifling changes in their structure, as happens with the variant haemoglobin, enabled them to assemble spontaneously into filaments. Unlike sickle-cell anaemia, however, this change must have had an immediate benefit, as it was favoured by natural selection. That immediate benefit might not have been direct or even related to movement. In fact, the sickle-cell haemoglobin is itself selected for in areas where malaria is endemic, as a single copy of the rogue gene protects against malaria. Despite causing prolonged and painful attacks (the sickle cells are inflexible and block capillaries) the spontaneous assembly of an unwanted cell skeleton has been preserved by natural selection because it has an indirect and valuable benefit–keeping out the malarial parasites.

And so the majesty of motility, from its most elementary beginnings, to the many-splendoured power of skeletal muscle, depends on the workings of a handful of proteins, and their endlessly varied forms. The problem that remains today is to tease away all these marvellous variations to expose the original theme, the simple chorale that began it all. This is among the most exciting and disputed fields of research today, for that chorale was sung by the mother of all eukaryotic cells, perhaps as long as 2 billion years ago, and it is hard to reconstruct the echoes of chords so distant in time. How this ancestral eukaryote evolved its motility is not known with certainty. We don’t know for sure whether cooperation (symbiosis) between cells played a critical role, as long argued by Lynn Margulis, or whether the cell skeleton evolved from genes already present in the host cell. Some intriguing puzzles, when answered, may shine a brighter light. In bacteria, for example, the chromosomes are drawn apart using actin filaments, whereas the tightening that divides cells during replication is achieved with tubulin microtubules. The reverse is true of eukaryotic cells. Here, the scaffold of the spindle, which separates the chromosomes during cell division, is composed of microtubules, while the contracting corset that divides the cell is made of actin. When we know how and why this role reversal took place, we’ll certainly have a better understanding of the detailed history of life on earth.

But these great challenges for researchers are in reality details in an overall scheme that is now broadly clear. We know which proteins the cytoskeleton and motor proteins evolved from, and it matters little in the greater scheme whether they were provided by a symbiotic bacterium or a host cell; each is a plausible source, and when we know the answer, the foundations of modern biology will not collapse. One fact is certain. If there ever were eukaryotes lacking the ability to move around, exerting forces with a dynamic cytoskeleton and motor proteins, then they are no longer to be found: they died out many aeons ago, along with all their progeny. The ancestor of all living eukaryotes was motile. Presumably motility brought with it big advantages. And so it may be that the rise of the motile did more than change the complexity of ecosystems forever. It might have helped change the face of our planet, from a simple world dominated by bacteria to the exuberant world of marvels that we behold today.
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From the Land of the Blind

Sight is quite a rarity. Eyes are absent, at least in a conventional sense, from the plant kingdom, as well as from the fungi, algae and bacteria. Even in the animal kingdom eyes are not at all common property. There are said to be thirty-eight fundamentally different models of body plan–phyla–in the animal kingdom, yet only six of them ever invented true eyes. The rest have endured for hundreds of millions of years without the benefit of seeing anything at all. Natural selection did not scourge them for lacking sight.

Set against this spartan background, the evolutionary benefits of eyes loom large. All phyla are not equal, and some are far more equal than others. The Chordata, for example, the phylum that includes ourselves and all other vertebrates, comprises more than 40,000 species; the Mollusca, including slugs, snails and octopuses has 100,000; and the Arthropoda, including crustaceans, spiders and insects, numbers more than a million, making up 80 per cent of all described species. In contrast, most of the lesser known phyla, including such oddities as the glass sponges, rotifers, priapulid worms and comb jellies, mostly known only to classically trained zoologists, have relatively few species, tens or hundreds; the Placozoa, just one. If we add them all up, we find that 95 per cent of all animal species have eyes: the handful of phyla that didinvent eyes utterly dominates animal life today.
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But we should not be too quick to dismiss our own arrangement. As so often in biology, the situation is more complex. The wires are colourless, and so don’t hinder the passage of light much; and insofar as they do, they may even act as a ‘waveguide’, directing light vertically on to the light-sensitive cells, making the best use of available photons. And probably more importantly, we have the advantage that our own light-sensitive cells are embedded directly in their support cells (the retinal pigment epithelium) with an excellent blood supply immediately underneath. Such an arrangement supports the continuous turnover of photosensitive pigments. The human retina consumes even more oxygen than the brain, per gram, making it the most energetic organ in the body, so this arrangement is extremely valuable. In all probability the octopus eye could not sustain such a high metabolic rate. But perhaps it doesn’t need to. Living underwater, with lower light intensity, the octopus may not need to re-cycle its photopigments so quickly.

My point is that there are advantages and disadvantages to every arrangement in biology, and the outcome is a balance of selective forces that we don’t always appreciate. This is the trouble with ‘just-so’ stories: all too often we see only half the picture. Arguments too conceptual in nature are always vulnerable to counterblasts. Like any scientist, I prefer to follow the train of data. And here the rise of molecular genetics in the last decades furnishes us with a wealth of detail, giving very particular answers to very particular questions. When these answers are all threaded together, a compelling view emerges of how the eye evolved, and from where–a surprisingly remote and green ancestor. In this chapter, we’ll follow this thread to see exactly what use is half an eye, how lenses evolved, and where the light-sensitive cells of the retina came from. And in piecing together this story, we’ll see that the invention of eyes really did alter the pace and flow of evolution.

It’s easy to treat the question ‘what use is half an eye?’ with derision: which half, the left or the right? I can sympathise with Richard Dawkins’s truculent riposte: half an eye is 1 per cent better than 49 per cent of an eye; but for those of us who struggle to conjure up a clear image of half an eye, 49 per cent of an eye is even more stupefying. Actually, though, a literal ‘half-an-eye’ is a very good way of approaching the problem. The eye does divide neatly into two halves, the front and the back. Anyone who’s been to a conference of ophthalmologists will appreciate that they fall into two great tribes: those who work at the front of the eye (cataract and refractive surgeons, dealing with the lens and the cornea), and those who work at the back (the retina), treating such major causes of blindness as macular degeneration. The two tribes interact reluctantly, and at times barely seem to speak the same language. Yet their distinction is a valid one. Stripped of all its optical accoutrements, the eye is reduced to a naked retina: a light-sensitive sheet with nothing on top. And exactly such a naked retina is a fulcrum of evolution.

The idea of a naked retina may sound bizarre, but it fits quite happily into an equally bizarre environment, the deep ocean black-smoker vents that we visited in Chapter 1. Such vents are home to an astonishing array of life, all of which depend, in one way or another, on the bacteria that live directly on the hydrogen sulphide gas emanating from the vents. Perhaps the strangest, and certainly the most celebrated, are the giant tubeworms, which reach eight feet long. Though distantly related to normal earthworms, the tubeworms are literally gutless wonders, possessing neither mouth nor intestine, instead depending for their sustenance on sulphur bacteria nurtured within their own tissues. Other giants found at the vents include huge clams and mussels.

All these giants are found only in the Pacific Ocean, but the Atlantic vents harbour their own wonders, notably the swarming shrimp Rimicaris exoculata, which throng in multitudes beneath the smoking chimneys. The name literally means ‘eyeless rift shrimp’, an unfortunate misnomer that must have returned to haunt its discoverers. Certainly, as might be expected from their name and habitat in the black depths of the ocean, the shrimp don’t have conventional eyes. They completely lack the eye-stalks of their surface-dwelling cousins, but they do possess two large flaps on their backs. And although rather nondescript in appearance, these strips reflect light like cats’ eyes in the glare of the deep-sea submersibles.

The flaps were originally noticed by Cindy Van Dover, her discovery marking the beginning of one of the more remarkable scientific careers of our times. She is the kind of scientific explorer that Jules Verne used to write about, as endangered a species today as any that she studies. Van Dover now heads the Marine Laboratory at Duke University, and has visited virtually all of the known vents, and more than a few unexplored ones, as the first female pilot of the naval deep-sea submersible Alvin. She later discovered that exactly the same giant clams and tubeworms inhabit cold sites on the seafloor, where methane seeps up from the bowels of the earth; clearly the chemical conditions, rather than the heat, are the driving force behind life’s exuberance at the bottom of the sea. Back in the late 1980s, though, all this lay ahead, and she must have felt pretty tremulous in sending off samples of the blind shrimp’s tissue flaps to a specialist in invertebrate eyes, with the rather lame question, might this be an eye? If you were to mangle a retina, came back the laconic answer, it might look a bit like this. While lacking the usual paraphernalia of eyes–lens, iris, and so on–the blind shrimp possessed what seemed to be naked retinas, running partway down their back, despite living in the black depths of the ocean (see Fig. 7.1).

As more studies were carried out, the findings were better than Van Dover had dared hope. The naked retinas turned out to possess a pigment with properties very similar to that responsible for detecting light in our own retina, called rhodopsin. What’s more, this pigment was packed into light-sensitive cells characteristic of normal shrimp eyes, even though the overall appearance of the retina was very different. So perhaps the blind shrimp really could see light at the bottom of the ocean. Might the vents themselves produce a faint glow, Van Dover wondered? After all, hot filaments glow and the vents were certainly both hot and full of dissolved metals.

Nobody had ever switched off the lights on Alvinbefore. In pitch blackness, such a manoeuvre was worse than pointless, as there was a good chance that the craft would drift into a vent and fry those aboard, or at least its own instruments. Van Dover had not yet descended to the vents herself, but succeeded in persuading geologist John Delaney, who was about to venture down, to switch off the lights and point a digital camera at a vent. While the blackness was unbroken to the naked eye, Delaney captured on camera a sharply defined halo around the vent, ‘hovering in the darkness like the grin of a Cheshire cat’. Even so, these first pictures gave no inkling of what kind of light was emitted–what colour, or how bright. Would it really be possible for the shrimp to ‘see’ the vents’ glow, when we ourselves could see nothing at all?




Figure 7.1Eyeless shrimp Rimicaris exoculata, showing the two pale naked retinas running down the back.

Like hot filaments, black smokers were predicted to glow red, with wavelengths reaching into the thermal (near infrared) range. In theory, shorter wavelengths, in the yellow, green and blue parts of the spectrum, should not be emitted at all. This prediction was confirmed by some early, albeit crude, measurements, in which coloured filters were placed over the lens. Presumably, if the shrimp could see the vents’ glow, then their eyes would need to be ‘tuned’ to see red or near infrared rays. Yet the first studies of the shrimp’s eyes suggested otherwise. On the contrary, the rhodopsin pigment was stimulated most by green light at a wavelength of around 500 nanometres. While this might have been passed off as an aberration, electrical readings of the shrimp retina, though very difficult to carry out, also implied that the shrimp could see only green light. That was odd. If the vents glowed red, and the shrimp could see only green, they were as good as blind. Were these strange naked retinas functionless, then, perhaps degenerate organs like the blind eyes of cave-fish? The fact that they were found on the backs of the shrimp, rather than on their heads, suggested that they were not degenerate but that conjecture hardly amounted to proof.

The proof came with the discovery of larvae. The vent world is not as eternal as it seems, and individual vents often die, choking on their own effluent, in the span of human lives. New vents erupt elsewhere on the ocean floor, often many miles away. For vent species to survive they must cross the void from dying to nascent vents. While the mobility of most adults is hampered by their close adaptations to vent conditions–just think of the giant tubeworms lacking a mouth and gut–their larvae can be disseminated in vast numbers throughout the oceans. Whether the larvae hit on new vents by chance (dispersal by deep ocean currents) or some unknown homing device (following chemical gradients, for example) is a moot point, but the larval forms are not at all adapted to the vent world. For the most part, they are found far closer to the surface, albeit still deep in the sea, at a level where the dying rays of sunlight percolate. In other words, the larvae live in a world where eyes are useful.

Among the first larvae to be identified were those of a crab known as Bythograea thermydron. Intriguingly, like the adult vent shrimp, the adult crab flaunts a pair of naked retinas instead of proper eyes; but unlike the shrimp these retinas are found on its head, in the place where one might expect to find eyes. However, the most striking finding was that the larvae of this crab didhave eyes, perfectly normal eyes, at least for a crab. So when eyes were useful, the crabs had eyes.

There followed a procession of larvae. Several species of vent shrimp live alongside Rimicaris exoculata, but are easily overlooked, as they are solitary beasts that don’t swarm in such hordes. They too turn out to possess naked retinas, on their heads rather than their backs, and like the crab their larvae have perfectly normal eyes. Indeed, the last larvae to be identified were those of Rimicarisitself, partly because the larvae are confoundingly similar to those of other shrimp, and partly because they, too, have quite normal eyes upon their heads.

The discovery of normal eyes on larvae was richly significant. It meant that the naked retina was not merely a degenerate eye–the end-point of generations of loss, any residual function congruent with life in virtual pitch-blackness. The larval forms had perfectly good eyes: if they preferred to lose them during maturation, that had nothing to do with generations of irreversible evolutionary loss: it was something more deliberate, whatever the costs and benefits. By the same token, the naked retina had not evolved ‘up’ from scratch, attaining a nominal degree of performance that could never rival a true image-forming eye in this benighted environment. Rather, as the larvae mature to the adult form, sinking down to the vents, their eyes degenerate and all but disappear, their fancy optics reabsorbed, step by careful step, leaving but a naked retina. In the case of R. exoculataalone, the eyes disappear altogether, and the naked retinas apparently develop from scratch on its back. All in all, a naked retina seems to be more use than a complete eye in a series of different animals: it’s not a one-off, not a coincidence. Why?

The value of a naked retina lies in the balance between resolution and sensitivity. Resolution refers to the ability to see (resolve) the details of an image. It improves with a lens, cornea, and so on, as these all help focus light on to the retina, forming an image. Sensitivity is an opposing process, referring to the ability to detect photons. If we have a low sensitivity, we make poor use of available light. In our own case, we can enhance our sensitivity to light by enlarging the aperture (the pupil) and switching to a population of more light-sensitive cells (rod cells). Even so, such measures can only go so far; the mechanical contrivances needed to resolve images at all ultimately restrict our sensitivity. The only way to improve sensitivity any further is to lose the lens and enlarge the aperture indefinitely, increasing the angle through which light can enter the eye. The largest aperture of all is no aperture at all–a naked retina. Taking these factors into consideration, a fairly simple calculation shows that the naked retina of adult vent shrimp is at least 7 million times more sensitive than the fully formed eyes of their own larvae.

So by sacrificing resolution, the shrimp gain the ability to detect extremely low levels of light and, up to a point, where it comes from, at least to the nearest hemisphere: above or below, back or front. Being able to detect light at all could make the difference between life and death in a world poised between temperatures hot enough to cook the shrimp in seconds or too cold and remote to survive. I picture a shrimp drifting off into outer space like an astronaut losing touch with his spaceship. This might explain why R. exoculatahas eyes on its back, living as it does, in its hordes, on the ledges directly beneath the vents. It is no doubt most comfortable when detecting just the right amount of light filtering down from above on its back, its head buried beneath the thronging multitudes. Its more solitary cousins have apparently forged a slightly different deal, with naked retinas on their heads.

We’ll leave the question of why the shrimp see green in a red world for later (they’re not colour-blind). For now, the bottom line is that half an eye–a naked retina–is better than a whole eye, at least under certain circumstances. We hardly need to consider how much better half an eye is than no eye at all.

A simple naked retina, a large light-sensitive spot, is in fact the departure point for most discussions of the evolution of the eye. Darwin himself imagined the process beginning with a light-sensitive spot. He’s often quoted distressingly out of context on the subject of eyes, not only by those who refuse to accept the reality of natural selection, but even on occasion by scientists eager to ‘solve’ a problem that supposedly eluded the great man. So he’s quoted, correctly, as writing:

To suppose that the eye, with all its inimitable contrivances for adjusting the focus to different distances, for admitting different amounts of light, and for the correction of spherical or chromatic aberration, could have formed by natural selection, seems, I freely confess, absurd in the highest possible degree.

What is too often omitted is the very next sentence, which makes it plain that Darwin did not consider the eye an obstacle at all:

Yet reason tells me, that if numerous gradations from a perfect and complex eye to one very imperfect and simple, each grade being useful to its possessor, can be shown to exist; if, further, the eye does vary ever so slightly, and the variations be inherited, which is certainly the case; and if any variation or modification in the organ be ever useful to an animal under changing conditions of life, then the difficulty of believing that a perfect and complex eye could be formed by natural selection, though insuperable by our imagination, can hardly be considered real.




3







Figure 7.2The succession of steps needed to evolve an eye, according to Dan-Eric Nilsson and Susanne Pelger, with an approximate number of generations for each change. Assuming each generation is one year, the full progression requires somewhat less than half a million years.
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 The problem for the nautilus is sensitivity–a sharp image requires a small aperture, so less light can enter the eye. In poor light, the image is so dim as to be practically irresolvable; and that is exactly the problem for nautilus, which lives in deep, darkish waters. Michael Land, one of our foremost authorities on animal eyes at Sussex University, has calculated that adding a lens to an eye of the same size would make it 400 times more sensitive, with 100 times better resolution. So there is a big reward for any steps towards forming a lens of any kind, a reward payable in terms of immediately better survival.

The first ‘proper’ image-forming lens to evolve probably belonged to a trilobite, whose armour plating is reminiscent of medieval knights, and whose many species held sway in the seas for 300 million years. The oldest trilobite eye peers out from the earliest known trilobite, and dates to 540 million years ago, close to the beginning of the Cambrian ‘explosion’, as we noted at the start of this chapter. Though modest in comparison with the optical glories attained 30 million years later, the abrupt appearance of trilobite eyes in the fossil record raises the question, could eyes really have evolved so fast? If so, eyesight might well have driven the Cambrian explosion, as argued by Andrew Parker. If not, then eyes must have existed earlier, and for some reason never fossilised; and if that’s the case then eyes could hardly have driven the big bang of biology.

Most evidence suggests that the Cambrian explosion happened whenit did because a change in environmental conditions permitted an escape from the straitjacket of size. The ancestors of the Cambrian animals were almost certainly tiny and lacking in hard parts, explaining the lack of fossils. This would also have prevented the evolution of useful eyes. Spatial vision requires a large lens, an extensive retina, and a brain capable of interpreting the input, and so can only evolve in animals large enough to meet these demands. Much of the groundwork, such as the naked retina and a rudimentary nervous system, was probably in place in small animals living before the Cambrian, but further developments were almost certainly stifled by small size. The immediate impetus for the evolution of large animals was most likely rising levels of oxygen in the air and sea. Large size and predation are only possible in high oxygen levels (nothing else can provide the energy necessary; see Chapter 3) and oxygen rose swiftly to modern levels shortly before the Cambrian, in the aftermath of a series of global glaciations known as the ‘Snowball Earth’. In this electrifying new environment, supercharged by oxygen, large animals living by predation became possible for the first time in the history of the planet.




5




If all these considerations are correct, then the appearance of eyes really could have ignited the Cambrian explosion. And if that’s the case, then the evolution of the eye must certainly number among the most dramatic and important events in the whole history of life on earth.
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 Though lacking anything we’d recognise as a brain, the brittlestar has functional eyes. As National Geographic had it at the time: ‘In a twist of nature, the sea has eyes in its stars.’

How do the brittlestar lenses form? Although many details are still missing, in broad terms they form in the same way as other mineralised biological structures, like the spines of sea urchins (also made of calcite). The process begins within cells, where high concentrations of calcium ions interact with proteins, which bind them into fixed positions, ‘seeding’ crystal formation in the same way that an optimist, standing outside an empty grocery store, used to seed a queue in the Soviet Union. One person, or one atom, is immobilised, and the rest stick to that.

In a celebration of reductionism, if the proteins responsible for seeding the calcite crystals are purified and smeared on a sheet of paper, then placed in a strong solution of calcium carbonate, perfect crystals grow right there on the paper, forming into rhombs with their optical c-axis pointing straight up, just as in a trilobite lens (see Fig. 7.5). There’s even a hint of how it came about in the first place: the exact choice of protein doesn’t matter much. It matters only that the protein should bristle with acid side-chains. Back in 1992, a decade before anyone knew about the brittlestar lenses, the biomineralologists Lia Addadi and Stephen Weiner grew lovely calcite lenses on a sheet of paper, using acid proteins isolated from mollusc shells, which certainly can’t see. In other words, marvellous as it all is, the entire process takes place spontaneously when common proteins mix with common minerals. It is marvellous, certainly, but no more miraculous than the fantastic bristling arrays of crystals found in natural caverns like the Cave of the Swords in Mexico.




Figure 7.3Trilobite crystal lenses from Dalmanitina socialis, found in Ordovician rocks in Bohemia, Czech Republic; showing details of the inner surface of the lenses; approximately half a millimetre across.




Figure 7.4The crystal lenses of the brittlestar Ophiocoma wendtii, which are found on the skeletal plates at the top of each arm, protecting the joints.




Figure 7.5Rhombic crystals of calcite, growing on paper smeared with acidic proteins from mollusc shells, placed in a strong calcium carbonate solution. The optical c-axis, the only direction in which light passes through the crystal without scattering, is pointing straight up.

Yet for all their sharp sight, crystal eyes were a blind alley. The real significance of trilobite eyes lies in their historical importance, as the first true eyes, rather than in their being a lasting monument of evolution. Other types of natural crystal have been pressed into service by other creatures, notably guanine (one of the building blocks of DNA), which crystallises into sheets that can focus light. Guanine crystals give fish scales their silvery iridescence, and have been added to many cosmetics for the same reason; they’re also found in (and take their name from) guano, the dried excrement of birds and bats. Similar organic crystals function as biological mirrors; they’re familiar to most people as the ‘reflectors’ in cats’ eyes. They improve night vision by bouncing light back into the retina, giving the receptors a second chance to capture the few scarce photons. Other mirrors focus light on to the retina to form an image. These include the beautiful and numerous eyes of scallops, which peep out from between the tentacles at the rim of the shell; they use a concave mirror beneath the retina to focus light. The compound eyes of many crustaceans, including prawns, shrimps and lobsters, also rely on mirrors to focus light, again using natural crystals along the lines of guanine.

In general, though, the central thrust, and the greatest glories, of evolution have been lenses composed of specialised proteins, like our own. Are these, too, opportunistic constructions, cobbled together from existing components that have other uses about the body? Although it’s sometimes claimed that evolution is a historical science, and so cannot be proved one way or another, it does in fact make very specific predictions that can be tested. In this case, the theory predicts that the lens proteins should be recruited from among existing proteins, with other uses about the body, on the grounds that a specialised lens protein could not possibly evolve before the existence of the lens itself.

The human lens is obviously an extremely specialised tissue: it is transparent; blood vessels are excluded; and the cells have lost almost all their normal features, instead concentrating proteins into a liquid crystal array, capable of bending light to form a clear image on the retina. And, of course, the lens is capable of changing shape to alter the depth of field. What’s more, the extent to which light is bent varies across the lens, evading faults like spherical aberration (where light passing through the centre or the edge of the lens is focused at different points). Given all this we might conjecture that the proteins needed to fabricate such a refined array would be unique, with optical properties simply not found in mundane everyday proteins. But if we did, we’d be totally wrong.

The proteins found in the human lens are called crystallins, named in the expectation that they would indeed possess unique properties. They make up some 90 per cent of all proteins in the lens. Because lenses are so similar in different species, in both their appearance and function, it seemed reasonable to assume that all were composed of a similar protein. Yet when techniques for comparing the sequence of building blocks in different proteins became widely available, from the early 1980s, the reality came as a surprise. The crystallins are notstructural proteins and most of them are not even specific to the lens; all do other jobs elsewhere about the body. Even more unexpectedly, many crystallins turned out to be enzymes (biological catalysts) with normal ‘housekeeping’ functions somewhere else in the body. The most abundant crystallin in the human eye is called _-crystallin, for instance; it is related to a stress protein first found in the fruit fly Drosophila, and now known to be widespread in animals. In humans, it functions as a ‘chaperone’, which is to say, it shields other proteins from damage. As such, it’s not only found in the eye, but also in the brain, liver, lung, spleen, skin and small intestine.

To date, eleven types of crystallin have been catalogued, only three of which are found in the eyes of all vertebrates; the rest vary from one group to another, implying they have been ‘recruited’ to work in the lens quite independently, again exactly as predicted for the ad hoc approach of natural selection. We won’t dwell on the names or functions of these enzymes, but it’s shocking that this group of metabolic proteins, each with its own task about the cell, has been plucked out and pressed into an utterly different service. It’s as if the army conscripted only tradesmen, and members of guilds at that, to form the standing army. But whatever the reasons, there is nothing about this eccentric policy to suggest that it’s particularly hard to recruit lens proteins.

All in all, there is nothing special about lens proteins: they are plucked from elsewhere in the body and pressed into service. Virtually all proteins are transparent, so colour is not an issue (only proteins coupled to pigments, like haemoglobin, have much colour of their own). Changes in optical properties like the degree of light-bending (refraction) across the lens are achieved simply by varying protein concentration, which certainly requires finesse, yet is hardly a big conceptual stumbling block. Why so many lens proteins are enzymes, if there is any reason at all, is unknown; but whatever the reason, perfectly formed lens proteins plainly did not leap from the head of Zeus.

A window into how all this comes about is the lowly invertebrate known by the undignified name sea squirt(specifically Ciona intestinalis, or literally ‘pillar of intestines’ Linnaeus was hardly any more kindly). The adult form gives away little of its heritage, being essentially a translucent bag attached to a rock, bearing two yellowish swaying siphons, through which water enters and exits. They are so common in coastal waters around the UK that they’re considered a pest. But the larvae divulge the squirt’s deep secret, and show them to be much more than just a pest. The larvae look a little like tadpoles and can swim around, making use of a rudimentary nervous system and a pair of primitive eyes, which lack lenses. Once the little squirt has found a suitable home, it attaches itself soundly to the spot and then, needing it no longer, reabsorbs its own brain (a feat that arouses much admiration among university professors, Steve Jones quips).

Though the adult sea squirt is unrecognisable as anything related to ourselves, the tadpole larvae give the game away: the sea squirt is a primitive chordate, which is to say it has a notochord, a forerunner of the spinal chord. This places it among the earliest branches of the chordates, and so all vertebrates. In fact it split from the vertebrates before the evolution of the lens. And this means that the sea squirt, with its simple eye, might give an insight into how the vertebrate lens formed in the first place.

And so it does. In 2005, Sebastian Shimeld and his colleagues in Oxford found that, despite lacking a lens, C. intestinalisdoes have a perfectly good crystallin protein, not in its eye, but tucked away in its brain. Who knows what it’s doing there, but that’s not relevant to us here. What is relevant is that the same genes that direct lens formation in vertebrates also control the activity of this protein; in the squirt they function in the brain as well as in the eye. So the entire apparatus for building a lens was present in the common ancestor of the vertebrates and sea squirts, before each went its own way. A small switch in regulation in vertebrates transferred the protein from brain to eye. Presumably, similar poaching forays account for the repeated conscription of other crystallins from elsewhere in the body, some in the common ancestor of vertebrates, and others more recently in specific groups. Why the sea squirt line failed to make a simple switch in resource use is a mystery; perhaps a rock is not a hard place to find, even without a lens. Even so, the sea squirt is the odd one out. Most vertebrates did succeed–it happened at least eleven times. And so there are no particularly difficult steps in the sequence to make an eye.

From this riot of appropriated proteins, crystals and minerals that make up the lens of diverse species, the proteins of the retina stand in stark contrast. One protein in particular stands out: the molecule responsible for sensing light, rhodopsin. Recall the vent shrimp Rimicaris exoculata, with its naked retinas. Despite the utter peculiarity of the deep ocean vent world, despite the strangeness of the naked retinas down its back, despite the shrimp’s ability to detect a faint glow where we cannot, despite living on sulphur bacteria, having blue blood and lacking a backbone, despite last sharing a common ancestor with us around 600 million years ago, long before the Cambrian explosion, despite all this, the vent shrimp use the same protein that we do to see. Is this deep link across time and space no more than an uncanny coincidence, or is it something more significant?

The shrimp’s protein and ours are not exactly the same, but they’re so similar that if you turned up in court and tried to convince a judge that your version was not a badly concealed plagiarism, you’d be very unlikely to win. In fact, you’d be a laughing stock, for rhodopsin is not restricted to vent shrimp and humans but is omnipresent throughout the animal kingdom. We know little about the inner workings of the trilobite eye, for example, which were not preserved along with its crystal lenses; but we know enough about its relatives to say with some certainty that its eyes would have contained rhodopsin. Every animal, with remarkably few exceptions, relies on exactly the same protein. Trying to persuade a judge that your rhodopsin is not plagiarised would be like trying to claim that your television set is fundamentally different from everyone else’s, just because it’s bigger or has a flat screen.

This remarkable conformity could conceivably have come about in several ways. It could mean that everyone inherited the same protein from a common ancestor. There’s been a lot of little changes in the last 600 million years, of course, but it’s still obviously the same protein. Or it could mean that there are such serious design constraints on molecules able to detect light at all that everyone has been forced to come up with basically the same thing. That would be like watching television on a computer screen, a case of different technologies converging on a similar solution. Or, finally, it could mean that the molecule has been passed around freely from one species to another, in a case of rampant theft rather than inheritance.

It’s easy enough to discard the third option. Gene theft does exist between species (genes are moved around by viral infections, for example) but it’s not common outside bacteria; and when it happens it sticks out like a sore thumb. The catalogue of trifling differences between proteins across species can be superimposed over the known relationships between the species. If the human protein happened to be stolen and inserted into a vent shrimp, it would stare back at us like an illegal alien, clearly related to humans rather than shrimp. On the other hand, if the differences had gradually accumulated over time in the ancestors of the shrimp, then the shrimp protein would be most similar to its close relatives, the prawns and lobsters, and would be most different from its most distant relatives, like us; and this is indeed the case.

If it wasn’t stolen, was rhodopsin reinvented from engineering necessity? This is harder to say for sure as there is indeed a sense of reinvention, if only once. The vent shrimp’s rhodopsin is about as distant from our own as it’s possible to get, for two very similar molecules. In between the two is a spectrum of intermediates, but this spectrum is not quite continuous. Instead, it falls into two groups, roughly corresponding to the vertebrates on the one hand and the invertebrates on the other (including the shrimp). This difference is magnified by a whole context of opposites. In both cases, the light-sensitive cells are modified nerve cells, but there the resemblance ends. In shrimp and other invertebrates, the rhodopsin is plugged into membranes that sprout from the top of the cell like spiky hair (microvilli); in vertebrates, a single projection (a cilium) protrudes from the top of the cell like a radio mast. This mast is convoluted into a succession of deep horizontal folds, making it look more like a stack of discs sitting on top of the cell.

Inside the photoreceptor cells, these differences have their counterparts in biochemistry. In the vertebrates, when light is absorbed, a cascade of signals strengthens the electric charge across the membrane of the cell. The invertebrates do exactly the opposite: when light is absorbed, a completely different cascade causes the membrane to lose its electric charge altogether; and it is this that triggers the nerve to fire off its message light!to the brain. All in all, two rather similar rhodopsins are found in utterly contrasting cell types. Does all this mean that the photoreceptor cells evolved twice, once in the invertebrates, and again in vertebrates?

That certainly sounds like a plausible answer and was exactly what most of the field believed until the mid-1990s, when suddenly everything changed. None of the facts is wrong; it’s just that they turned out to be only half the story. Now it looks as if everyone uses rhodopsin because everyone inherited it from a common ancestor. It looks as if the earliest precursor of the eye only evolved once.

The iconoclastic Swiss developmental biologist Walter Gehring, at the University of Basel, has promulgated this revision most forcefully. One of the discoverers of the hoxgenes (responsible for laying out body plan), Gehring went on to make a second monumental discovery in 1995, in one of the most startling experiments in biology. Gehring’s team took a gene from a mouse and inserted it into the fruit fly Drosophila. This was no ordinary gene, with a minor ensemble role: under its malign guidance the fruit fly suddenly started sprouting whole eyes on its legs, wings and even antennae (see Fig. 7.6). These strange diminutive eyes peeping out from peculiar places were not the familiar camera eyes of mice and men, but compound eyes, displaying all the arrays of facets characteristic of insects and crustaceans. What this gruesome experiment proved with visceral force was that the genes needed for growing an eye in a mouse and in a fly were the same: they had been preserved, with amazing fidelity, down 600 million years of evolution, ever since the last common ancestor of vertebrates and invertebrates, to the point that they were still interchangeable. Put the mouse gene in a fly and it took over the fly systems, wherever it was placed, commanding the subordinate hierarchy of fly genes to build an eye right there on the spot.




Figure 7.6Scanning electron micrograph of the head of a fruit fly (Drosophila), showing a diminutive extra eye on the antenna, induced by genetically engineering a mouse Pax 6 gene. The same gene controls eye development in both vertebrates and invertebrates, and must have done so in their common ancestor, perhaps 600 million years ago.

Nietzsche had once taught in Basel, and perhaps in homage, Gehring referred to the mouse gene as a ‘master gene’. I wonder whether ‘maestro gene’ might have been more appropriate; certainly less bombastic and perhaps more plural. Like an orchestral conductor conjuring up the most beautiful music without sounding a note himself, the gene calls forth the structures of the eye by ushering in individual players, each with their own part to play. Different versions of the same gene were already known through their mutations in flies, mice and men. In mice and flies, the gene was called Small eyeand Eyeless, respectively, referring, in the inverted terms to which geneticists are horribly prone, to the degree of deficit in its absence. In our own case, mutations in the same gene cause the disease aniridia, in which the iris fails to develop; though an unpleasant and frequently blinding condition, a curiously limited outcome for a master gene supposed to supervise the whole construction of the eye. But that’s if only one copy of the gene is damaged. If both copies are damaged or lost, the entire head fails to develop.

The picture has grown more complex since Gehring’s seminal experiment. His ‘master gene’ is now known as Pax6, and is both more powerful and less lonely in its elevation than had seemed. Pax6has since turned up in practically all vertebrates and invertebrates, including the shrimp; a closely related gene is even found in jellyfish. And it turns out that Pax6 is not only behind the formation of eyes but also large parts of the brain; hence the lack of head development when both copies are missing. At the same time, Pax6 is not alone. Other genes, too, can summon up whole eyes in Drosophila; in fact it seems to be a peculiarly easy thing to do. These genes are all plainly related to each other and are very ancient. Most of them are found in both invertebrates and vertebrates, albeit with slightly differing roles and contexts. Sadly, the beautiful music of life is called forth not by a conductor but by a small committee.

The bottom line is that the same committee of genes controls eye formation in both vertebrates and invertebrates. Unlike rhodopsin, there is no practical ‘engineering’ reason for the process to be controlled by the same genes; they are all faceless bureaucrats and might just as easily have been a different bunch of faceless bureaucrats. The fact that it’s always the same bunch (unlike the lens proteins, for example) betrays the hand of history, the quirkiness of happenstance rather than the force of necessity. And this history suggests that the photoreceptor cell evolved just once, in a common ancestor of the vertebrates and invertebrates, under the control of a small committee of genes.

There’s another reason to believe that the photoreceptor evolved just once–the direct testimony of a living fossil. The survivor is a tiny marine ragworm, Platynereis, a few millimetres long and covered in bristles. A denizen of muddy estuaries and favoured bait of anglers, one wonders how many know that its overall shape and morphology has barely changed since Cambrian times. A worm like this was the common ancestor of both the vertebrates and invertebrates. Like all vertebrates and many invertebrates, the ragworm is bilaterally symmetrical: it’s the same on both sides, unlike a starfish. This symmetry makes all of us bilaterians, an insect as much as you or me. Crucially, the ragworm evolved before this design, pregnant with potential, exploded into all the marvellous incarnations we see about us today. It is a living fossil of the primordial bilaterian, the ur-bilaterian, and that’s why Detlev Arendt and his colleagues at the European Molecular Biology Lab in Heidelberg were interested in its photoreceptor cells.

They knew that the ragworm’s eyes are similar in their design to the invertebrates, rather than the vertebrates, right down to the type of rhodopsin they use. But in 2004 the Heidelberg team discovered another clutch of light receptors, buried away in its brain. These were not used for seeing at all, but rather for the circadian clock, those internal rhythms that govern sleep and wakefulness and distinguish night from day, even in bacteria. Not only did the circadian clock cells use rhodopsin, but they were instantly recognisable (to experts like Arendt, at least) as vertebratephotocells, a recognition later confirmed by more detailed biochemical and genetic tests. The ur-bilaterian, Arendt concluded, possessed both types of photocell. And that meant that the two types hadn’t evolved independently in totally different lines, but rather were ‘sister’ cells that had evolved together in the same organism–an ancestor of the ur-bilaterian.

Of course, if this common ancestor of vertebrates and invertebrates possessed both types of photocell, then we might have inherited both, if only we knew where to look. And so, it seems, we did. The year after the living fossil offered up its secrets, Satchin Panda and his colleagues at the Salk Institute, San Diego, followed up a hunch about some cells in our own eye–the retinal ganglion cells–which influence human circadian rhythms. Although not specialised for light detection, they too possess rhodopsin. It’s an unusual form known as melanopsin; and it turns out to be characteristic of invertebratephotocells. Remarkably, this circadian rhodopsin in our own eyes is closer in its structure to the rhodopsin in the naked retinas of the vent shrimp than it is to the other type of rhodopsin that shares the human retina.

All this implies that the vertebrate and invertebrate photocells sprang from the same source. They are not separate inventions, but sister cells with a mother in common. And that mother cell, the primordial photocell, the ancestor of all animal eyes, evolved just once.

The bigger picture that emerges, then, is this. A single type of light-sensitive cell, containing the visual pigment rhodopsin, evolved in a common ancestor of the vertebrates and invertebrates, under the control of a small committee of genes. Later, this light-sensitive cell was duplicated, and the two daughter cells became specialised to function either in eyes or in a circadian clock. For reasons that may have been no more than chance, the vertebrates and the invertebrates each selected opposing cell types for these tasks, so that eyes developed from different tissues in the two lines, giving rise to major embryonic differences between similar eyes in, for example, the octopus and mankind. The first station en route to the complete eye was a naked retina: a sheet of light-sensitive cells, composed of one or the other type of light-sensitive cell, according to the lineage. Some organisms still retain simple, flat, naked retinas, while in others the sheet became recessed into pits, able to cast a shadow and give a sense of where the light came from. As these pits deepened, the trade-off between sensitivity and resolution meant that any form of lens was better than none at all; and all kinds of unexpected materials, from minerals to enzymes, were recruited to the task. A similar process took place in different lines, giving rise to a cacophony of lens types; but the optical constraints on building a functional eye restricted this variety at the molecular level to a small range of large-scale structures, from camera eyes like our own to the compound eyes of insects.

There are, of course, innumerable details to fill in; but this, in broad brush stroke, is how the eye evolved. No wonder that we share the same rhodopsin with vent shrimp: we all inherited it from the same ancient ancestor. But that still leaves us with one big question to conclude this chapter–who was this ancestor? The answer, once more, lies in the genes.




8


 The converse–never hesitate to repeat a failure–is less obviously true, yet Van Dover had good reason to try. Like a dead man, rhodopsin doesn’t lie. If it absorbs green light, she reasoned, then there must be some green light there to absorb. Presumably, the rudimentary equipment used in the early studies was just not as sensitive as a shrimp’s naked retina.

A new and altogether more sophisticated photometer was commissioned from the space scientists at NASA, who knew all about detecting radiation in the inky blackness of outer space. Named ALISS (Ambient Light Imaging and Spectral System), the device duly did detect light at other wavelengths. Down in the wonderland of the vent world, ALISS charted a small peak in the green part of the spectrum with an intensity orders of magnitude greater than predicted on the basis of theory. The new measurements were soon corroborated at other vents. Although the source of this eerie green glow is still a mystery, there is no shortage of exotic hypotheses. Small bubbles of gas emerging from the vents and crushed in the high pressure of the ocean can give rise to visible light, for instance, as can the formation and shock fracture of crystals under heat and pressure.

If Van Dover’s faith in rhodopsin was well placed, she was only playing the odds. Rhodopsin has an impressive ability to track the conditions. The deep blue sea is so called because blue light penetrates further through water than do other wavelengths. Red light is soon absorbed by water, and can’t penetrate far; yellow light gets a little further; orange further still. But from about twenty metres down, most light is green and blue, becoming bluer with depth. The blue light scatters around, making everything in the ocean deep a shade of blue. The rhodopsin pigments of fish track this blue shift with finesse, a trick known as spectral tuning. So around 80 metres down, we find fish that have rhodopsins which absorb green light best (at around 520 nanometres), but by 200 metres down, in the last fading embers of light, the fish possess rhodopsins that absorb blue light (at about 450 nanometres). Interestingly, the vent crab B. thermydron, which we met earlier, reverses this shift as it moves to the vent. The larvae of the crab live in deep blue waters and have a rhodopsin that absorbs blue light best, at a wavelength of 450 nanometres. In contrast, the naked retina of the adult has a rhodopsin that absorbs light at a wavelength of 490 nanometres, closer to the green. The shift is small but deliberate. Given that the rhodopsin of vent shrimp, too, absorbs green light at 500 nanometres, Van Dover’s antennae had every reason to twitch.

Our own colour vision depends on the ability of rhodopsin to shift wavelengths. We have two types of photoreceptor in our retina, the rods and cones. Strictly speaking, only the rod cells contain rhodopsin; the cones contain one of three ‘cone opsins’. But in reality this distinction is unhelpful, as all of these visual pigments are basically the same in structure: all are composed of a particular type of protein–an ‘opsin’, plugged across the membrane with a sevenfold zigzag–bound to a derivative of vitamin A called retinal. Retinal is a pigment, and as such is the only bit responsible for absorbing light. When it absorbs a photon it changes shape from a kinked to a straight form, and this is enough for it to set in motion the whole biochemical cascade that in the end signals light!to the brain.
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 A lovely experiment confirmed the possibility: by comparing the gene sequences of living vertebrates, Yongsheng Shi and Shozo Yokoyama, at Syracuse University, New York, predicted the sequence of the ancestral vertebrate gene. As yet we have no way of guessing, from first principles alone, exactly what wavelength this ancestral rhodopsin would have absorbed. Nothing daunted, Shi and Yokoyama used genetic engineering techniques to build the protein, and then measured its light absorption directly. It duly turned out to be in the ultraviolet (360 nanometres).

The deepest branch in the tree of opsins lies between the vertebrates and the invertebrates, as we’ve seen. But even that living fossil, the ur-bilaterian ragworm Platynereis, still has two types of opsin, corresponding to those of the vertebrates and the invertebrates. So what did the grand ancestor of all animal opsins look like, and where did it come from? The answer is not known for sure, and several hypotheses jostle for prominence. But our guide has been the gene itself, and in using it we have traced our way back through 600 million years. How much further back can we go? According to Peter Hegemann and his colleagues at Regensburg University in Germany, the gene does indeed give an answer, and one that is utterly unexpected: the earliest progenitor of the eye, they say, evolved in algae.

Algae, like plants, are masters of photosynthesis, and can call upon all kinds of sophisticated light-sensitive pigments. Many algae use these pigments in simple eyespots to register the light intensity and, if necessary, to do something about it. So, for example, the luminously beautiful algae Volvoxforms into hollow spheres composed of hundreds of cells, up to one milli metre across. Each cell wields two flagella that poke out like oars; these beat in the dark, but stop in bright light, steering the whole sphere towards the sun, tracking the best conditions for photosynthesis. The command to stop is controlled by the eyespots. The surprise is that the light-sensitive pigment in the eyespots of Volvox is rhodopsin.

Even more unexpectedly, the Volvoxrhodopsin looks as if it is ancestral to all animal opsins. The site where retinal binds to the protein contains sections that are exactly the same as both the vertebrate and the invertebrate opsins, practically a mixture of each, in fact. And the overall structure of the gene, with its eclectic mixture of coding and non-coding sequences (technically known as introns and exons), also betrays an ancient link to both vertebrate and invertebrate opsins. It’s not proof, but it is exactly what one would predict for an ancestor of both families. And that means there’s a good chance that the mother of all animal eyes was, of all things, a photosynthetic alga.
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 And chloroplasts are found in many other types of cell too, including a few protozoa, some of which are among the direct ancestors of the animals.

The protozoa are single-celled organisms, the best known of which is the amoeba. The seventeenth-century Dutch pioneer of the microscope Antony van Leeuwenhoek first saw them, along with his own sperm, and memorably referred to them as ‘animalcules’, distinguishing them from the microscopic algae, which he classified with plants as being basically vegetable. But this simple division hid a multitude of sins, for if we magnified some of these little animalcules up to our own size, we’d be terrorised by monsters that are half beast, half vegetable, staring back at us like the paintings of Arcimboldo. In more sober terms, some motile protozoa that swim around in pursuit of prey also contain chloroplasts, giving them an algal dimension, and indeed they acquired them in exactly the same way as the algae, by engulfing other cells. Sometimes these chloroplasts remain functional, backing up the dietary needs of their host; but in other cases they degenerate, leaving behind their characteristic membranes and genes as a fading memory of a once-glorious past, or, like the miscellaneous bits and pieces in the workshop of a tinker, the basis of a new invention, an invention, perhaps, like an eye. And exactly such a microscopic chimera, rather than Volvoxitself, is the kind of creature that some researchers (notably Walter Gehring again) speculate may conceal the mother of all animal eyes.

Which tiny chimera? No one knows, but there are beguiling clues, and much to learn. Some protozoa (dinoflagellates) have astonishingly complex mini-eyes, with a retina, lens and cornea all packed into the same cell. These eyes seem to have developed from degenerate chloroplasts, and they too use rhodopsin. Whether animal eyes developed from them directly or indirectly (via a symbiosis) in this teeming and little known microcosm, is an open question. Whether it happened as a predictable step or as an outrageous freak of fortune, we can’t say. Yet this kind of question, at once specific and universal, is the very stuff of science, and I hope that it will inspire a rising generation with eyes in their stars.
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Breaking the Energy Barrier
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 Yet there is a real sense in which time rushes through childhood, and crawls through old age. It lies in our internal settings, our metabolic rate, the rate at which our hearts beat and our cells burn up food in oxygen. And even among adults there are striking differences between the active and the slovenly. Most of us shift slowly from one to the other. The rate at which we slow down, or indeed gain weight, depends much on our metabolic rate, which varies innately between individuals. Two people who eat the same and exercise equally will often differ in their tendency to burn off calories while at rest.
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 At the same time, they lose heat more slowly because their skin surface is relatively small (in relation to internal heat generated). So, the bigger the animal, the hotter it gets. At some point, cold-blooded creatures become hot-blooded. Large alligators, for example, are technically cold-blooded, but retain heat long enough to be borderline hot-blooded. Even overnight, their core temperature only drops a few degrees, despite producing little internal heat.

Plainly many dinosaurs would have surpassed this size threshold comfortably, making them de facto hot-blooded, especially given the pleasantly warm ambient temperatures enjoyed by much of the planet in those halcyon days. There were no ice caps, then, for example, and atmospheric carbon dioxide levels were as much as tenfold higher than today. In other words, some simple physical principles mean that many dinosaurs would have been hot-blooded, regardless of their metabolic status. The giant herbivores may well have had more trouble losing heat than gaining it; and some anatomical curiosities, like the great armoured plates of the stegosaurus, may have played a second role in heat dissemination, not unlike an elephant’s ears.

But if it were as simple as that, there would have been no controversy about whether or not the dinosaurs were hot-blooded. In this limited sense they certainly were, or at least many of them were. For those who like mouth-filling terms, it’s called ‘inertial endothermy’. Not only did they maintain a high internal temperature, they generated heat internally, in the same way as modern mammals, through burning carbon. So in what broader sense were dinosaurs nothot-blooded? Well, some of them may well have been, as we’ll see later, but to understand the real oddity of mammalian or avian hot blood we need to reverse the size trend to see what happens in smaller animals, below the ‘hot-blood threshold’.

Think of a lizard. By definition, it is cold-blooded, which is to say, it can’t maintain its internal body temperature overnight. While a large crocodile might come close, the smaller the animal, the harder it gets. Insulation, like fur or feathers, only helps to a point and can actually interfere with heat absorption from the surroundings. Dress up a lizard in a fur coat (and needless to say, earnest researchers have done exactly this) and the lizard gets steadily colder, unable to absorb the sun’s heat so well, or to generate enough heat internally to compensate. This is far from the case with mammals or birds, and that brings us to the real definition of hot blood.

Mammals and birds generate up to ten or fifteen times as much internal heat as a similarly sized lizard. They do so regardless of circumstances. Place a lizard and a mammal in suffocating heat and the mammal will continue to generate ten times as much internal heat, to its own detriment. It will have to go out of its way to cool down–drink water, plunge into a bath, pant, find shade, fan itself, drink cocktails, or switch on the air-conditioning. The lizard will just enjoy it. It’s not surprising that lizards, and reptiles in general, fare much better in the desert.

Now try placing the lizard and the mammal in cold conditions, let’s say close to freezing, and the lizard will bury itself in leaves, curl up and go to sleep. To be fair, many small mammals would do that too, but that’s not our default setting. Quite the contrary. Under such conditions, we just burn up even more food. The cost of living for a mammal in the cold is a hundred times that of a lizard. Even in temperate conditions, say around 20°C, a pleasant spring day in much of Europe, the gap is huge, around thirtyfold. To support such a prodigious metabolic rate, the mammal must burn up thirty times more food than a reptile. It must eat as much in a single day, every single day, as a lizard eats in a whole month. Given that there’s no such thing as a free lunch, that’s a pretty serious cost.

So there it is: the cost of being a mammal or a bird starts at around ten times the cost of being a lizard and is often far higher. What do we get for our expensive lifestyle? The obvious answer is niche expansion. While hot blood may not pay in the desert, it enables nocturnal foraging, or an active existence over winter in temperate climates, both of which are denied to lizards. Another advantage is brainpower, although it’s hard to see why there should be a necessary relationship. Mammals certainly have far larger brains, relative to their body size, than reptiles. While a large brain is no guarantee of intelligence, or even quick wits, it does seem to be the case that a faster metabolism supports a bigger brain, without specifically dedicating resources to it. So if lizards and mammals both earmark, say, 3 per cent of their resources to the brain, but mammals have at their disposal ten times the resources, they can afford ten times more brain, and usually have exactly that. Having said that, primates, and especially humans, allocate a far greater proportion of their resources to brainpower. Humans, for example, dedicate around 20 per cent of resources to the brain, even though it takes up only a few per cent of our body. I suspect, then, that brainpower is little more than an added extra, thrown in at no extra cost, for a hot-blooded lifestyle. There are far cheaper ways of building bigger brains.

In short, niche expansion, nocturnal activity and added brainpower don’t seem much payback for the serious metabolic costs of hot blood. Something seems to be missing. On the debit side, the costs of eating, eating, eating go well beyond bellyache. There is the serious cost of time and effort spent foraging, hunting or cropping vegetation, time vulnerable to predators or competitors. Food runs out, or becomes scarce. Plainly, the faster you eat, the faster you will run out of food. Your population shrinks. As a rule of thumb metabolic rate governs population size, and reptiles often outnumber mammals by ten to one. By the same token, mammals have fewer offspring (though they can dedicate more resources to the few they have). Even lifespan varies with metabolic rate. Clement Freud was right about people but wrong about reptiles. They may live slow and boring lives, but they do live longer, in the case of giant tortoises for hundreds of years.

So hot blood exacts a cruel toll. It spells a short life, spent eating dangerously. It depresses the population size and the number of offspring, two factors that should be penalised ruthlessly by natural selection. In recompense we have the boon of staying up at night and hanging out in the cold. That seems a poor deal, especially if we go to sleep anyway. Yet in the great pantheon of life, we routinely give top billing to the mammals and birds. What exactly is it that we have but the reptiles don’t? It had better be good.
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 As in the case of human sprinters, they rely on anaerobic respiration, which is to say, they don’t bother to breathe, but can’t keep it up for long. They generate energy (as ATP) extremely fast, but using processes that soon clog them up with lactic acid, crippling them with cramps.

The difference is written into the structure of muscle. There are various types of muscle, as we saw in Chapter 6. These vary in the balance of three key components: muscle fibres, capillaries and mitochondria. In essence, the muscle fibres contract to generate force, the blood capillaries supply oxygen and remove waste, while the mitochondria burn up food with oxygen to provide the energy needed for contraction. The trouble is that all of them take up valuable space, so the more muscle fibres you pack in, the less space there is left over for capillaries or mitochondria. A muscle packed tightly with fibres will have tremendous force, but soon runs out of the energy needed to fuel its contraction. It’s a choice with the most widespread consequences–high power and low stamina, or low power and high stamina. Compare a bulky sprinter with a lean distance runner, and you’ll see the difference.

We all have a mixture of muscle types, and this mix varies according to circumstances: whether we live at sea level or altitude, for example. Lifestyle can also make a big difference. Train to be a sprinter and you will develop bulky ‘fast-twitch’ muscles, with lots of power but little stamina. Train to be a long-distance runner and you’ll shift the other way. Because these differences also vary innately between individuals and races, they are subject to selection over generations, if the circumstances dictate. That’s why the Nepalese, East Africans and Andean Indians have a good many traits in common–traits that lend themselves to life at high altitude–whereas lowlanders are heavier and bulkier.

According to a classic paper in 1979 by Albert Bennett and John Ruben, then at the University of California, Irvine, such differences lie at the root of hot blood. Forget temperature, they said: the difference between hot-blooded and cold-blooded creatures is all about stamina. Their idea is known as the ‘aerobic capacity’ hypothesis, and even if it’s not entirely right, it changed the way the whole field thought about life.

The aerobic capacity hypothesis makes two claims. First, selection is not for temperature but for increased activity, which is directly useful in many circumstances. As Bennett and Ruben put it themselves:

The selective advantages of increased activity are not subtle but rather are central to survival and reproduction. An animal with greater stamina has an advantage that is readily comprehensible in selective terms. It can sustain greater levels of pursuit or flight in gathering food or avoiding becoming food. It will be superior in territorial defence or invasion. It will be more successful in courtship or mating.
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 According to Bennett and Ruben, a high maximal metabolic rate somehow ‘pulls up’ the resting metabolic rate. In other words, an athletic mammal with lots of stamina has a high resting metabolic rate by default: it continues to breathe in plenty of oxygen, even while lying down doing nothing at all. They argued their case empirically. For whatever reason, they said, the maximal metabolic rate of all animals, whether mammal, bird or reptile, tends to be about ten times greater than the resting metabolic rate. Thus selection for high maximal metabolic rate drags up the resting metabolic rate too. If the maximal metabolic rate rises tenfold, which is the recorded difference between mammals and lizards, the resting metabolic rate also rises tenfold. And by that stage, the animal generates so much heat internally that it becomes, in effect, accidentally ‘hot-blooded’.
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 Certainly, very athletic mammals, like the pronghorn antelope, have very high aerobic capacities, around sixty-five times higher than their resting metabolic rates, implying that the two can be disconnected. The same applies to a few reptiles. The American alligator, for example, has an aerobic capacity at least forty times higher than its resting rate.

Be that as it may, there are still some good reasons to think that Bennett and Ruben are right. Perhaps the strongest relates to the source of heat in most hot-blooded animals. There are many ways to generate heat directly, but most hot-blooded animals don’t bother: their heat production is an indirect consequence of metabolism. Only small mammals that lose heat rapidly, like rats, generate heat directly. Rats (and the young of many other mammalian species) make use of a specialised tissue known as brown fat, which is chock full of hot mitochondria. The trick they use is simple enough. Normally, mitochondria generate an electrical current, composed of protons, across their membrane, and this is used to generate ATP, the energy currency of the cell (see Chapter 1). The whole mechanism requires an intact membrane that acts as an insulator. Any leak in the membrane short-circuits the proton current, dissipating its energy as heat. And that’s exactly what happens in brown fat–protein pores are deliberately inserted into the membrane, rendering it leaky. Instead of ATP, these mitochondria generate heat instead.

So if heat is the primary objective, the solution is leaky mitochondria. If all the mitochondria are rendered utterly leaky, as in brown fat, all the energy in food is converted into heat directly. It’s simple and quick, and doesn’t take up a lot of space, because a small amount of tissue generates heat efficiently. But that’s not what normally happens. There’s little difference in the degree of mitochondrial leakiness between lizards, mammals and birds. Instead, the difference between cold-blooded and hot-blooded creatures lies mostly in the size of the organs and the number of mitochondria. For example, the liver of a rat is much bigger than that of a similarly sized lizard and it’s packed with far more mitochondria. In other words, the visceral organs of hot-blooded creatures are effectively turbocharged. They consume vast quantities of oxygen, not to generate heat directly, but to boost performance. Heat is merely a by-product, only later captured and put to good use with the development of external insulation, like fur and feathers.

The onset of hot-bloodedness in the development of animals today lends support to the idea that hot blood is more about turbocharging visceral organs than heat production. The evolutionary physiologist Frank Seebacher, at the University of Sydney, has begun looking into which genes underpin the onset of hot blood in embryonic birds, and finds that a single ‘master gene’ (which encodes a protein called PGCI
 ) powers up the visceral organs by forcing their mitochondria to proliferate. Organ size, too, can be controlled quite easily, by adjusting the balance between cell replication and death, via similar ‘master genes’. The long and short of it is that turbocharging the organs is not genetically difficult to do–it can be controlled by just a handful of genes–but it’s energetically extremely costly, and will only be selected if the payback is worth it.

The broad scenario of the aerobic capacity hypothesis, then, looks convincing. There’s no doubt that hot-blooded animals have far more stamina than cold-bloods, typically ten times the aerobic capacity. In both mammals and birds, this soaring aerobic capacity is coupled to a turbocharged resting metabolism–large visceral organs, with high mitochondrial power–but little deliberate attempt to generate heat. To me at least, it makes some sort of intuitive sense that a high aerobic capacity should be coupled to a boosted support system. And the idea is readily testable. Breed for high aerobic capacity, and the resting metabolic rate should follow suit. At the very least the two should correlate, even if causal relationships are hard to prove.

There’s the rub. Since the hypothesis was proposed, nearly thirty years ago, there have been many attempts to verify it experimentally, with mixed success. There is indeed a general tendency for resting and maximal metabolic rates to be linked, but little more than that, and there are many exceptions to the rule. It may well be that the two werelinked in evolution, even if such a link is not strictly necessary in physiological terms. Without a more specific idea of evolutionary history, it’s hard to say for sure. But as it happens, this time the fossil record might actually hold the key. It may be that the missing link lies not in physiology, but in the vicissitudes of history.

Hot blood is all about the power of the visceral organs like the liver. Soft tissues don’t survive the ravages of time well, though, and even fur is rarely preserved in the rocks. For a long time, then, it was hard to tease out the origins of hot blood in the fossil record, and even today angry controversy is rarely a stranger. But reappraising the fossil record in light of aerobic capacity is a more feasible task, since much can be gleaned from skeletal structure.

The ancestors of both mammals and birds can be traced back to the Triassic age, beginning 250 million years ago. The period came hot on the heels of the greatest mass extinction in the entire history of our planet, the Permian extinction, which is thought to have wiped out about 95 per cent of all species. Among the few survivors of that carnage were two groups of reptiles, the therapsids(‘mammal-like reptiles’), ancestors of modern mammals, and the archosaurs (from the Greek ‘ruling lizards’), the ancestors of birds and crocodilians, as well as dinosaurs and pterosaurs.
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 It’s said that, for a period, 95 per cent of all terrestrial vertebrates were lystrosaurs. As the American poet and naturalist Christopher Cokinos put it: ‘Imagine waking up tomorrow, walking across the continents and finding, say, only squirrels.’

The lystrosaurs themselves were herbivores, perhaps the only herbivores of that age, and feared no predators at the time. Later in the Triassic, a related group of therapsids called the cynodonts(meaning ‘dog-teeth’) began to displace the lystrosaurs, which finally fell extinct at the end of the Triassic 200 million years ago. The cynodonts included both herbivores and carnivores and were the direct forebears of the mammals, which emerged towards the end of the Triassic. The cynodonts showed many signs of high aerobic capacity, including a bony palate (separating the air-passages from the mouth, to allow simultaneous breathing and chewing), a broad chest with a modified rib cage and probably a muscular diaphragm. Not only that, but their nasal passages were enlarged, enclosing a delicate latticework of bone, known as ‘respiratory turbinates’. The cynodonts might even have been covered in fur, but still laid eggs like reptiles.

It looks likely, then, that the cynodonts already had a high aerobic capacity, which must have given them great stamina; but what about their resting metabolic rate? Were they hot-blooded too? According to John Ruben, respiratory turbinates are one of the few reliable indications of an elevated resting metabolism. They restrict water loss, which can be very substantial during sustained heavy breathing, as opposed to short bursts of activity. Because reptiles have such a low resting metabolic rate, they breathe very gently when at rest and have little need to restrict water loss. As a result, no reptiles are known to have respiratory turbinates. In contrast, almost all true hot-blooded creatures do have turbinates, although there are a few exceptions including primates and some birds. Plainly turbinates help, even if they’re not absolutely necessary, and their presence in fossils is as good a clue as any to the origin of hot blood. When coupled with the likely presence of fur (inferred rather than observed in fossils), it looks as if the cynodonts really did evolve hot blood somewhere along the line to the mammals.

But for all that, the cynodonts soon found themselves on the back foot, ultimately pressed into a cowering, nocturnal existence by the all-conquering archosaurs, in a late ‘Triassic takeover’. If the cynodonts had evolved hot blood already, what about their vanquishers, a group that soon evolved into the first dinosaurs? The last survivors of the archosauran age, crocodiles and birds, are cold- and hot-blooded, respectively. At some point en route to the first birds, the archosaurs evolved hot blood. But which ones, and why? And did they include the dinosaurs?

Here the situation is more complex, and at times furiously controversial. Birds, like dinosaurs, attract passionate views that barely even masquerade as science. Long seen as related in some way to the dinosaurs, especially a group called the theropods that includes Tyrannosaurus rex, birds were redesignated squarely within the theropod line by a succession of systematic anatomical (cladistic) studies, dating back to the mid 1980s. The big conclusion was that birds are not merely related to the dinosaurs, they aredinosaurs, specifically avian theropods. While most experts are persuaded, a vociferous minority, led by distinguished paleo-ornithologist Alan Fedducia, at the University of North Carolina, maintain they derive from an earlier uncertain group that branched off before the evolution of theropods. In this view, birds are not dinosaurs; they are unique, a class unto themselves.

As I write, the latest in this long line of studies is also the most colourful, and relates to proteins rather than morphological traits. The amazing discovery, in 2007, by a team at Harvard Medical School led by John Asara, is that an exceptionally preserved bone from T. rex, some 68 million years old, still contains fragments of collagen, the main organic component of bone. The team succeeded in sequencing the amino acids in a few fragments, then piecing them together to give a sequence for part of the T. rexprotein. In 2008, they compared this with equivalent sequences in mammals, birds and alligators. The sequences were short, and so potentially misleading, but on the face of it, the closest living relative of T. rex is the humble chicken, followed closely by the ostrich. Unsurprisingly, the reports were greeted by a chorus of approval in the newspapers, delighted to know finally how a T. rex steak would taste. More to the point, the collagen study broadly corroborates the cladistic picture of birds as theropod dinosaurs.

The other major source of rancour in the avian world is feathers. Feduccia and others have long maintained that feathers evolved for flight in birds, imparting to them a disturbingly miraculous sense of perfection. But if feathers evolved for flight, they certainly should not be found among non-avian theropods like T. rex. According to Feduccia, they’re not; but a parade of feathered dinosaurs has marched out of China over the last decade. While some of these are a bit dubious, the majority of experts, again, are convinced that flightless theropods did indeed sport feathers, including a small ancestor of T. rexitself.

The alternative view, that the ‘feathers’ are not what they seem, but actually squashed collagen fibres, smacks of special pleading. If they were merely collagen fibres, it’s hard to explain why they should be found mostly in a single group of theropods known as raptors, a group including Velociraptor, made famous by the film Jurassic Park. Or why they should look the same as the feathers of fully fledged birds, preserved in the same strata. Not only do the feathers look like feathers, but some raptors, notably Microraptor, could apparently glide between trees aided by feathers sprouting copiously from all four limbs (or, for want of a better word, wings). I find it hard to believe that these beautifully preserved feathers are not feathers; and even Feduccia is relenting. Whether the gliding arboreal flight of Microraptorhas any bearing on the origins of flight in birds proper, or in their closest relative, Archaeopteryx, is a moot point.
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 The simplest feathers, down feathers, are basically tufts of barbs attached to the same spot, whereas flight feathers are formed from barbs that fuse into a central rachis. The living walls of barbs lay down keratin before degenerating to uncover a branching structure composed of keratin: a feather. Not only do the growing feathers co-opt existing skin layers and proteins, but even the genes needed are found in crocodiles, and so presumably were present in their shared archosaurian ancestors. Only the developmental programmes changed. The close embryological relationship between feathers and scales is betrayed by the (very) odd mutation that causes scales to erupt into feathers, which sprout from the legs of birds. Nobody has found a feathered crocodile yet, though.

From this perspective, prototype feathers are virtually bursting to get out of the skin of even the earliest archosaurs, so it’s little surprise that theropods began sprouting ‘epidermal appendages’, probably ranging from bristles (like those of pterosaurs) to simple branching structures, akin to downy feathers. But what were they used for, if not flight? There are many plausible answers, by no means mutually exclusive, including sexual display, sensory functions, protection (barbs magnify size as well as potentially pricking like a porcupine) and, of course, insulation. The riot of feathered theropods certainly raises the possibility that they were hot-blooded, as their living relatives the birds.
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The question that has divided the field in acrimony for decades is, what kind of lungs did the theropods have? Piston lungs, like crocodiles, or through-flow lungs, like birds? The air-sac system in birds invades not only the soft tissues of the abdomen and chest but also the bones, including the ribs and spine. It has long been known that the theropods have hollows in their bones in the same places as birds. The incendiary palaeontologist Robert Bakker used this finding, among others, to reconstruct dinosaurs as active hot-blooded animals in the 1970s, a revolutionary view that inspired Michael Crichton’s book, and later the film, Jurassic Park. John Ruben and colleagues, though, reconstructed theropod lungs differently, much closer to crocodiles, with a piston diaphragm arguably identifiable in one or two fossils. Ruben doesn’t deny the existence of air pockets in theropod bones, just their purpose. They were not there to provide ventilation, he said, but for other reasons: to reduce weight or aid balance in bipedal animals, perhaps. The dispute grumbled on, incapable of proper resolution without new data, until the publication of a landmark paper in Nature, in 2005, by Patrick O’Connor and Leon Claessens, then at Ohio University and Harvard, respectively.




Figure 8.1Air flow through bird lungs during (a) inspiration and (b) expiration. 1: clavicular air sac; 2: cranial thoracic air sac; 3: caudal thoracic air sac; 4: abdominal air sac. Air flows continuously in the same direction through the lung, while blood flows the other way, giving a highly efficient counter-current exchange of gases.
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Birds, like mammals, mostly possess respiratory turbinates, yet they are not composed of bone like the mammalian variety, but cartilage, which does not preserve well. Thus far, there’s been no sign of turbinates in theropods, though few fossils are well enough preserved to judge. More tellingly, however, John Ruben notes that the turbinates in birds are invariably associated with enlarged nasal passages. Presumably, the delicate scrollwork of turbinates impedes airflow to a degree, which can be offset by enlarging the passages. But the theropods don’t have especially large nasal passages, and that implies that the apparent absence of turbinates is real, not merely a preservation artefact. If they didn’t have turbinates, could they have been hot-blooded? Well, we don’t have turbinates, and we are hot-blooded, so the answer technically is yes; but it does raise some questions.




Figure 8.2Reconstruction of the air-sac system in a dinosaur like Majungatholus atopus compared with modern birds. In both cases, the lung is supported by anterior and posterior air-sacs, the traces of which are exactly analogous to birds in dinosaur bones. The air-sacs work like bellows to move air through the rigid lung.

Ruben himself believes that theropods didhave high aerobic capacity, but not hot blood, despite his own aerobic capacity hypothesis stipulating that the two must be linked. And while we don’t yet know enough to say for sure, the consensus position, insofar as there is one, is that theropods probably had a raised resting metabolism, but not yet true hot blood. That at least is the story of the fossils, but there is more in the rocks than fossils, including a record of ancient climates and atmospheres. And there was something about the air in the Triassic that places quite a different spin on the fossil record. It helps to explain not only the high aerobic capacity of cynodonts and theropods, but also why the dinosaurs sprang to dominance.
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 And that changed the climate.

There have been lots of attempts to oust the killer behind the Permian extinctions, with strong cases made for global warming, ozone depletion, methane release, carbon dioxide suffocation, oxygen deprivation, hydrogen sulphide poisoning, and so on. The only case more or less ruled out is meteorite impact; there’s little evidence of an impact like the one that finally brought the curtains down on the long reign of the dinosaurs, nearly 200 million years later. All the rest of the list, though, are more than plausible, and the big advance in the last few years has been the recognition that all of them are intimately and irrevocably linked. Any volcanic episode on the scale of the Emeishan traps sets in motion a train of circumstances that unfurls with inexorable momentum, a progression to chill the heart. Similar trains of interdependence threaten our own world today, though not, as yet, in a way that begins to compare.

The volcanoes belched methane and carbon dioxide high into the stratosphere, along with other noxious gases, which damaged the ozone layer and ultimately warmed and dried the world. The arid lands spread across the vast continent of Pangaea. The great coal swamps of the preceding periods, the Carboniferous and Permian, dried out, and began to blow in the winds, their carbon consumed by oxygen, drawing down the vitality of the very air. Over 10 million years, oxygen levels plunged, a crash in slow motion, from 30 per cent, to a trough below 15 per cent. The combination of warming waters (limiting the solubility of oxygen), falling atmospheric oxygen, and high carbon dioxide choked life from the seas. Only bacteria thrived, a poisonous sort that once dominated our planet in the age before plants and animals, spewing out the toxic gas hydrogen sulphide in oceanic quantities. The seas turned black and lifeless. Gas belching from the deadening oceans corrupted the air still further, suffocating animals on the shores. And then, only then, came the final hammer blows of fate, the eruption of the great Siberian traps, a death-knell striking once and again over 5 million years. For those 5 million years or more, little stirred in the seas or on land; and then began the first glimmers of recovery.

Who survived? The answer, curiously, is much the same at sea as on land: those that were the best at breathing, those that could cope with low oxygen, high carbon dioxide, and a nasty mix of noxious gases. Those that were equipped to gasp for breath and yet still remain active, those that lived in holes, in burrows, in slime, in bogs, in sediments, those that scavenged their living in places where nothing else wanted to be. A thousand thousand slimy things lived on, and so did we. And that’s why it’s significant that the first land animals to recover after that great dying were the lystrosaurs, those burrowers with barrel chests, muscular diaphragm, bony palate, widened air passages and respiratory turbinates. They emerged, panting, from their rancid burrows, and colonised the empty continents like squirrels.

This amazing story, written in the chemistry of the rocks, goes on for millions of years–it was the stamp of the Triassic age. The toxic gases disappeared, but carbon dioxide soared, ten times higher than today. Oxygen remained stubbornly below 15 per cent, the climate endlessly arid. Even at sea level, animals gasped for oxygen, a mouthful of air as thin there as at high altitudes today. This was the world of the first dinosaurs, hauling themselves on to their hind legs, freeing their lungs from the constraints of sprawling lizards that can’t walk and breathe at once. Couple that with air sacs and an aspiration pump, and the rise of the dinosaurs begins to look inevitable, a story plotted out in convincing detail in an important book, Out of Thin Air, by palaeontologist Peter Ward, at the University of Washington. Archosaurs displaced cynodonts, says Ward (and I believe him), because the septate lung held within it the secret of success, an unknowable, latent ability to transform into the wonderful through-flow lungs of birds. The theropods were the only animals alive that didn’t need to pant all the time. They had little need for turbinates.

And so stamina was no added extra, but a lifesaver, a ticket with the winning number to survive through terrible times. But this is where I part company with Ward, reluctantly. I agree that high aerobic capacity must have been critical to survival, but would it really have dragged up resting metabolic rate too? Ward implies this (by citing the aerobic capacity hypothesis), but that’s not what happens today when animals live at high altitude. On the contrary, muscle mass tends to fall and wiry builds win. Aerobic capacity might be high, but resting metabolic rate does not rise in synchrony; if anything, it falls. Physiology in general is parsimonious in hard times, not profligate.

Back in the Triassic, with survival at a premium, did animals really raise their resting metabolic rate unnecessarily? That sounds counterintuitive at the least. The theropods seem to have raised their aerobic capacity without needing to become fully hot-blooded, at least at first. And yet the vanquished cynodonts apparently did become hot-blooded. Did they do it to compete, with little hope of success, against the formidable archosaurs? Or did it help them to remain active as they shrank down in size and took to the nights? Both are perfectly credible possibilities, but there’s another answer I like even better, an answer that may shed some light on why the dinosaurs did precisely the reverse, burgeoning into giants the like of which the world has never seen again.

Vegetarians, in my experience, have a bad tendency to be holier than me; or perhaps it’s just my carnivorous sense of guilt. But according to a quietly significant paper that slipped into a quietly obscure journal, Ecology Letters, in 2008, the vegetarians may have a lot more to be smug about than I’ve given them credit for. If it weren’t for vegetarians, or rather their ancestral herbivores, we may never have evolved hot blood, and the fast pace of life that goes with it. The paper is by Marcel Klaassen and Bart Nolet at the Netherlands Institute of Ecology and it takes a splendidly numerate (technically ‘stoichiometric’) line on the difference between meat and greens.

Say the word ‘protein’ and most people think about a mouth-watering steak; and there is indeed a very strong connection in the mind, arising no doubt from our endless cookery shows and dieting manuals, between proteins and meat. Eat meat for proteins, and if you’re a vegetarian make sure you eat plenty of nuts, seeds and pulses. Vegetarians, by and large, are more aware of dietary composition than meat-eaters. We need to eat proteins to ensure that we get enough nitrogen in our diet, which is needed for making fresh proteins for ourselves, as well as DNA, both rich in nitrogen. We actually have very little problem maintaining a balanced diet, even if we’re vegetarian, but then we are hot-blooded: we eat a lot, by definition. Klaassen and Nolet point out that this is not at all true for cold-blooded animals. They don’t eat a lot, by definition, and that gives them an interesting problem.

Very few contemporary lizards are herbivores, and of all the 2,700 species of snake not a single one is herbivorous. Of course, some lizards are herbivores, but they tend to be either relatively large, like iguanas, or given to greater activity, and higher body temperatures, than carnivorous lizards. Unlike the meat-eaters, which are quick to lower their body temperature and slump into a dormant state if need be, herbivorous lizards are far less flexible and have to soldier on. This has traditionally been ascribed to the difficulties of digesting plant materials, achieved with the aid of gut microbes able to ferment obstinate plant material, a process that works much better at higher temperatures. According to Klaassen and Nolet, though, there may be another reason, relating to the nitrogen content of typical plant matter. They performed an inventory of dietary nitrogen and confirmed that herbivorous lizards do indeed have a serious problem.

Imagine eating only greens, lacking in nitrogen. How can you get enough nitrogen in your diet? Well you could try to eat more widely, scavenge a little, eat seeds, and so on, but even then you will probably fall short. Or you could simply eat more. If you consume only, say, a fifth of your daily nitrogen needs by eating a bucket of leaves, then all you need to do is eat five buckets. If you do that you’ll be left with a surplus of carbon, which plant matter is rich in, and you’ll need to get rid of it somehow. How? Just burn it, say Klaassen and Nolet. A strictly herbivorous diet is perfectly attainable for hot-blooded animals, because we burn off bucket-loads of carbon all the time; but it’s always problematic for cold-blooded animals. And in this context we might do well to look again at the lystrosaurs, which were herbivores, and the cynodonts, which were a mixture of herbivores and carnivores. Might it be that hot blood evolved in the cynodonts because they had a high aerobic capacity, a prerequisite of survival in those thin times, coupled with a diet rich in greens? Once hot blood had evolved in these early herbivores, they might easily have taken advantage of the extra energy to recover quickly, to roam for miles over the arid Triassic lands in search of food or in flight from predators. Predators had less of a dietary need for hot blood, perhaps, but they had to compete with those turbocharged herbivores on equal terms. Perhaps they needed hot blood just to keep up with the flight of the vegetarian Red Queen.

But what of the colossal dinosaurs, the most famous herbivores in history? Did they follow an alternative strategy to attain the same ends? If you eat five buckets of leaves but don’t burn it off constantly, you could simply store it somewhere: get bigger, become a giant! Not only do giants have more ‘storage capacity’, they also invariably have a lower metabolic rate, which equates to a slower turnover of proteins and DNA, lowering the dietary need for nitrogen. So there are two plausible ways of coping with a diet rich in greens: larger size coupled with slower metabolism, or smaller size coupled with faster metabolism. It’s revealing that these are exactly the strategies adopted by herbivorous lizards today, although they may be precluded from attaining a true hot-blooded state by their inherently low aerobic capacity. (How these lizards survived the Permian extinction is another question for another place.)

But why, then, did the dinosaurs get so big? The question has never been answered pleasingly despite many attempts. According to a throwaway line in a 2001 paper by Jared Diamond and his colleagues, the answer might conceivably lie in the high carbon dioxide levels at the time, which probably induced greater primary productivity, that is, faster plant growth. What Diamond’s insight lacked, though, was the perspective on nitrogen provided by Klaassen and Nolet. High carbon dioxide levels do indeed induce greater productivity, but they also lower the nitrogen content of plant matter, a field of research that has grown up around concerns about the effect that rising carbon dioxide levels, in our own age, might have on feeding the planet. And so the problem facing the cynodonts and the dinosaurs was even more acute then than it is today: to get enough nitrogen in their diet, they needed even more greens. Strict vegetarians would have needed to eat gargantuan quantities.

And perhaps this explains why the theropods didn’t need hot blood. They were carnivores, and so didn’t face a nitrogen-balance problem. But unlike panting cynodonts, obliged to compete on equal terms with turbocharged herbivores, the theropods were above all that. They had super-efficient aspiration-pump lungs and they could catch anything that moved.

It wasn’t until later, in the Cretaceous era, that the odd raptor turned to vegetarianism. And one of the first, as it happens, was a maniraptoran called Falcarius utahensis, described formally in Naturein 2005 by a team from Utah and informally by one of the authors, Lindsay Zanno, as ‘the ultimate in bizarre, a cross between an ostrich, a gorilla and Edward Scissorhands’. But it was a bona fide missing link–half raptor, half herbivore–and lived around the time of the first tasty flowering plants, a time of unprecedented enticement to a vegetarian way of life. But from our point of view in this chapter, perhaps the most significant fact about Falcarius is that it was part of a group, the maniraptorans, from which birds are thought to have evolved. Could it be that the evolution of hot blood in birds, too, was linked with a shift in diet to vegetarianism, and so a greater dietary need for nitrogen? It’s not totally implausible.

This chapter is closing on a speculative note. But speculation is easily dressed up as hypothesis, once described by Peter Medawar as an imaginative leap into the unknown; and that is the basis of all good science. There is much here that remains to be examined or tested, but if we want to unravel the reasons for our fast-paced way of life, we may need to look beyond the principles of physiology, and into the story of life itself–to a time in the history of our planet when extreme circumstances played a magnified role. Perhaps this is history, more than science, in that events didn’t need to be so, they just happened that way. If the Permian extinction had never happened, or its prolonged low-oxygen aftermath, would high aerobic capacity ever have been a matter of life and death? Would life have bothered to go beyond the primitive reptilian lung? And if a few of these aerobically charged animals had not turned vegetarian, would hot blood exist? Perhaps this is history, but reading that remote past is a science in its own right, one that can only enrich our understanding of life.
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 And more: the known workings of the human mind are so much more marvellous than the untutored mind can even begin to imagine that there is every reason to ground the dignity of the person in the majesty of the biological mind.

There are other compelling reasons for science to take up the challenge. The human mind is not always the rich vessel that we treasure. Diseases of the brain strip away the workings of the mind. Alzheimer’s disease cruelly peels back the layers of a person, revealing ultimately their innermost lack of being. Deep depression is far too common, a malignant sadness that consumes the mind from within. Schizophrenia pulls the most real and harsh illusions, while some epileptic seizures dissolve the conscious mind altogether, exposing the zombie within. These conditions give a chilling impression of the vulnerability of the human mind. Francis Crick famously observed that ‘you’re nothing but a pack of neurons’ he might have added that they build a fragile house of cards. For society, for medicine, not to strive to understand and try to cure such conditions would be to deny the very charity that is esteemed so highly by the Church.

The first problem faced by any scientific account of consciousness is definition: consciousness means all things to all people. If we define consciousness as the awareness of selfembedded in the world–a rich autobiographical awareness that defines an individual in the context of society and culture and history, with hopes and fears for the future, all cloaked in the dense, reflective symbolism of language–if this is consciousness, then of course mankind is unique. There is a chasm between humans and animals, none of which can be graced with the word, nor even our own ancestors or young children.

Perhaps the apotheosis of this view came in a strange book, The Origin of Consciousness in the Breakdown of the Bicameral Mind, by the American psychologist Julian Jaynes. He sums it up nicely: ‘At one time, human nature was split in two, an executive part called a god, and a follower part called a man. Neither part was consciously aware.’ What is surprising is how recently Jaynes places that period–some time between the composition of the Iliadand the Odyssey. (Of course, Jaynes takes these very different epics to be composed by different ‘Homers’, hundreds of years apart.) The essential point is that consciousness, for Jaynes, is purely a social and linguistic construct, and a recent one at that. The mind is conscious only when it becomes aware that it is conscious: when the penny drops. As an argument that’s fine, but any argument that sets the bar so high as to exclude the author of the Iliad is surely too high. If Homer the elder was not conscious, was he then some unconscious zombie? If not, there must be a spectrum of consciousness, in which the highest form is self-awareness as a free and literate member of society, and lower forms are simply lower.
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 If humans can program these things, so too can natural selection, of that there can be no doubt.

I don’t want to belittle the importance of society, memory, language and reflection to human consciousness: obviously it feeds on them all. The point is that, to be conscious, all of them depend on a deeper form of consciousness–feelings. It’s easy to imagine robots with the brainpower of Deep Blue, with language, with sensors of the external world, with a near-infinite memory, but with no consciousness. No joy, no sorrow, no love or sadness of parting, no exultation of understanding, no hope, faith or charity, no thrill of a delicate scent or of lightly glancing flesh, no warmth of the sun on the back of your neck, no poignancy of the first Christmas away from home. Perhaps one day a robot will feel all this in its cogs, but for now we don’t know how to program poignancy.

This is the same inner life ring-fenced by the Pope as falling within the Magisterium of the Church, and was famously described at about the same time by the Australian philosopher David Chalmers as the ‘hard problem’ of consciousness. Since then there have been many attempts to address the problems of consciousness, some quite successfully; but none has successfully addressed Chalmers’ hard problem. Even the iconoclastic philosopher Daniel Dennett, accused of denying the problem altogether, actually sidesteps it in his celebrated 1991 opus, Consciousness Explained. Why shouldn’t neurons firing feel of something, he asks at last, in closing his chapter on qualia (subjective sensations)? Why not indeed; but doesn’t that just beg the question?

I am a biochemist, and I know its limitations. If you want to explore the role of language in fashioning consciousness, read Steven Pinker. I didn’t include biochemistry in my list of subjects that can lay claim to any expertise in consciousness. Remarkably few biochemists have ever tried seriously to tackle consciousness, Christian de Duve being a possible exception. And yet surely Chalmers’ hard problem is actually a problem in biochemistry. For how does the firing of neurons generate a ‘feeling’ of anything? How do calcium ions rushing through a membrane generate the sensation of red, or fear, or anger, or love? Let’s keep this question in mind as we explore the nature of core consciousness; how and why extended consciousness must be built on core consciousness; and why core consciousness turns on a feeling. Even if I can’t answer the question, I hope to frame it clearly enough to see where we might look for an answer. I don’t think it is in the heavens, but here on earth, among the birds and the bees.

The first thing we must do is dispose of the idea that consciousness is anything like it seems. It’s not. For example, consciousness seems to be unitary, which is to say, not fractured into pieces. We don’t have separate streams of consciousness running in our heads, but a single integrated perception, which nonetheless changes endlessly, shifting from second to second through a never-ending variety of states. Consciousness seems like a movie in the head, the pictures integrated not only with sounds but with smells, touches, tastes, emotions, feelings, thoughts, all bound to a sense of self, anchoring our whole being and its experiences to our body.

You don’t have to think about this for long to realise that the brain must be binding sensory information together in some way, giving only a perceptionof a seamlessly integrated whole. Information from the eyes, the ears, the nostrils, from touch or memory or the bowels, enters different parts of the brain where it is processed independently, before ultimately giving rise to distinct perceptions of colour, aroma, touch, hunger. None of this is ‘real’ it is all nerves firing; and yet we seldom mistake the objects we ‘see’ for aromas or sounds. While the retina does indeed form an inverted image of the world, the image is absolutely not seen on a movie screen by the brain, but is instead transformed into patterns of neurons firing down the optic nerve, more like a fax machine. Much the same happens when we hear or smell: nothing of the outside world gets into our head, only neurons firing. Likewise for bellyache; there’s no reality but nerves.
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My point is that specific brain injuries (lesions) cause specific reproducibledeficits. It’s hardly surprising, but a lesion in the same area causes the same deficit in different people, or for that matter in animals. In some cases, such lesions affect sensory processing, causing conditions such as motion blindness, another bizarre syndrome where the person can’t perceive moving objects, but instead sees the world as if lit by disco strobe-lights, making it nearly impossible to judge the speed of moving cars or even just fill a wine glass. In other cases, similar lesions alter consciousness itself. Patients with transient global amnesia can’t plan or remember, and are conscious only of the here and now. Patients with Anton’s syndrome are blind but deny it. Patients with anosognosia report that they are fine but in fact have a serious deficit like paralysis: ‘It’s just having a rest, doctor.’ Patients with pain asymbolia feel pain but don’t experience its aversive quality–they don’t hurt. And patients with blindsight are not conscious of being able to see (they are genuinely blind) but are nonetheless capable of pointing correctly to objects when asked. This last example, blindsight, has been demonstrated in macaque monkeys trained to respond when they see (or fail to see) an object. It’s one of many parallels made transparent by the ingenuity of a rising generation of experimental psychologists studying consciousness in animals.

How peculiar are such deficits! Yet through the careful studies of neurologists over the last century or more, their reality, their reproducibility, their causes (cause in the limited sense of a lesion in a particular part of the brain) have been tracked down. Equally peculiar disconnections occur if specific bits of the brain are stimulated with electrodes. This has been done, mostly some decades ago, on hundreds of people suffering from severe untreatable epilepsy, which at its worst induces generalised seizures leading to a catastrophic loss of consciousness, and sometimes dementia or partial paralysis. Many patients undergoing neurosurgery for epilepsy have acted as willing, and fully conscious, guinea pigs, reporting their sensations verbally to the surgeon. And so we know that stimulating one particular area of the brain generates an overwhelming sense of depression, which dissipates as soon as the stimulation ceases; and that stimulating other parts can induce visions or bring to mind excerpts of music. Stimulating one spot reliably produces an out-of-body experience, giving a sense that the soul is floating somewhere near the ceiling.

More recently, a sophisticated box of tricks has been applied for similar ends, using a helmet that trains weak magnetic fields to induce electrical changes in specific brain regions without surgery. The helmet achieved notoriety in the mid-1990s, when Michael Persinger, at Laurentian University in Canada, began stimulating the temporal lobe (beneath the temples of the head), and found that he reliably (in 80 per cent of people) induced mystical visions, a sense of the presence of God or even the devil, in the room. It inevitably became known as the God helmet, although a team of Swedish researchers have queried the findings. With an enjoyable sense of mischief, the British TV science documentary programme Horizonpacked off the celebrated atheist Richard Dawkins to Canada to try the God helmet in 2003. To their disappointment, no doubt, it didn’t induce a transcendental experience in Dawkins. Persinger explained the failure by noting that Dawkins had scored badly on a psychological scale measuring proneness to temporal lobe sensitivity. That’s to say, the religious parts of his brain are indifferent at the best of times. But the well-known writer and experimental psychologist Susan Blackmore was more impressed: ‘When I went to Persinger’s lab and underwent his procedures, I had the most extraordinary experiences I’ve ever had…I’ll be surprised if it turns out to be a placebo effect,’ she said. Persinger, incidentally, is at pains to point out that the physical induction of mystical experiences does not argue against the existence of God; there would still have to be some ‘physical mechanism for the transmission of supernatural experiences’.

The point is that the brain, and equally the mind, is remarkably splintered into specialised regions. We are not at all conscious of these internal workings. This picture is borne out by the effect of mind-bending drugs, which again act on exquisitely precise targets. Hallucinogens like LSD, psilocybin (an ingredient of mushrooms) and mescaline (a compound found in some cacti), for example, all act on a specific type of receptor (serotonin receptors) found on specific neurons (pyramidal neurons) in particular regions of the brain (layer five of the cortex). As the neuroscientist Christof Koch, at Caltech in Pasadena, observes, they don’t mess up the brain’s circuits in some holistic manner. Likewise, many antidepressant or antipsychotic drugs have very specific targets. An implication is that consciousness, too, does not just emerge holistically as some sort of ‘field’ from the general workings of the brain, but is a property of the specific anatomy of the brain, albeit a number of regions collaborating in unison at any one time. It is only fair to say that there is little agreement about this kind of thing, even among neuroscientists, but I shall try to justify this view in the coming pages.
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 They found that large groups of neurons become synchronised to a common pattern, firing once every 25 milliseconds or so, which is to say, on average, around 40 times a second, or 40 hertz (Hz). (In fact there is a range between about 30 and 70 Hz, which is significant; we’ll return to this later.)

Such synchronised patterns of firing were just what Francis Crick had been looking for. After his celebrated achievements in cracking the DNA code, Crick turned his formidable mind to the problem of consciousness. Working with Christof Koch, he was searching for some sort of firing pattern that could correlate with consciousness itself–what he dubbed the ‘neural correlates of consciousness’, or NCC for short.

Crick and Koch were acutely aware that much of what goes on in visual processing remains unconscious. That makes the question of consciousness even curiouser. All sensory input to the brain comes in the form of neurons firing, yet some types of neuron-firing are perceived consciously, so we become aware of a colour or a face, whereas other types are not (all that unconscious visual processing of lines, contrast, distance, and so on). What’s the difference?

Crick and Koch reasoned that there’s no way to tell the difference if we don’t even know which types of neurons are associated with a conscious perception, and which ones are not. What they wanted to find was a specific group of neurons that begins firing the very moment the subject becomes conscious of something (of seeing a dog, for instance) and switch off as soon as our attention turns elsewhere. Presumably, Crick and Koch proposed, there should be something different about the firing of neurons that actually do give rise to conscious perceptions. Their quest for the neural correlates of consciousness became a kind of neurological Holy Grail. The 40 Hz oscillations caught their imagination because they offered, and still do, a conceptual answer. Neurons that fire together are linked across great swathes of the brain at any one moment. All the parallel circuitry is reduced to a serial output by time itself. And so consciousness varies from moment to moment as the instruments of an orchestra, the diverse melodic lines bound together in harmony at each moment. In the words of T. S. Eliot, you are the music while the music lasts.

The idea is beguiling but quickly gets more complicated when you think about it. The basic trouble is that binding has to occur in multiple levels, and not only within the visual system. Other aspects of the mind seem to work in much the same way. Take memory, for example. In his fine book The Making of Memory, the neurochemist Steven Rose recalls how baffled he’d been at the way in which memories dissipate like smoke all across the brain; they don’t seem to be ‘seated’ in any one place. He later discovered that this is because they are broken down into their component parts in much the same way as vision. In newborn chicks pecking at flavoured beads, for example, Rose found that the chicks soon learnt to avoid acrid-tasting colour-coded beads, but that their memory is stored in pieces: colour in one place, shape in another, size, smell or acrid taste elsewhere, and so on. To form a coherent memory requires binding all these elements back together, in what amounts to a simulated rerun. And recent research duly shows that rebinding the constituents of memory relies on the firing of exactly the same ensemble of neurons that responded to the experience in the first place.

The neurologist Antonio Damasio goes further still, incorporating the ‘self ’ into more neural maps. He discriminates carefully between emotions and feelings (some say too carefully). An emotion, for Damasio, is very much a physical bodily experience, bowels clenching with fear, heart pounding, palms sweating, eyes widening, pupils dilating, mouth grimacing, and so on. This is unconscious behaviour, largely beyond our control and even our ability to imagine, at least for those of us with a cushioned urban lifestyle. In all my years of climbing, there have been just two or three occasions when I was gripped with an animal fear, a bowel-churning emotional response that shocked me in its intensity. I smelt my own fear only once but I will not forget it: it is disturbing. For Damasio, all emotions, even the more graded emotions, are physical, set in the body. But the body is not separate from the mind: it is bound to the mind. All these body states feed back to the brain via nerves and hormones, and the change in body state is mapped out bit by bit, organ by organ, system by system. Much of this mapping takes place in the older parts of the brain, including the brain stem and midbrain, centres that are preserved faithfully in the brains of all vertebrates. These mind maps constitute feelings, the neural mappings of bodily emotions. How such neural mappings (basically information) give rise to a subjective sense of feeling is a moot point that we will return to in a little while.

But even feelings are not enough for Damasio: we are not conscious until we begin to feel our own feelings, to know the feeling. More maps, of course. So primary neural maps plot out our bodily systems–muscle tone, stomach acidity, blood sugars, breathing rate, eye movements, pulse, bladder distension, and so on–mapping and remapping every fleeting instant. Damasio sees our sense of self as arising from all these bodily reports, initially in the form of an unconscious protoself, essentially a consolidated readout of bodily status. True self-consciousness emerges from the way in which these mind maps are altered in relation to ‘objects’ in the outer world, objects like your son, that girl, a dizzying cliff, the smell of coffee, a ticket inspector, and so on. All these objects are perceived directly by the senses, but also generate an emotional response in the body, which is picked up by the neural body maps in the brain to generate a feeling. Consciousness, then, is the knowledge of how objects in the world alter the self: a map of all these maps and how they change, which is to say, a second-order map. A map of how feelings relate to the world. A map that drapes our perceptions with values.
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 Such connections form locally within groups of neurons (helping bind together different aspects of visual information, for example), but also over great distances, connecting the visual centres with emotional or speech centres. At the same time, other synaptic connections grow weaker, or disappear altogether, as their neurons have little in common. Soon after birth, as the flow of experience gathers pace, the mind is sculpted from within. Billions of neurons die: somewhere between 20 per cent and 50 per cent of all neurons are lost within the first months of life, and tens of billions of weak synaptic connections are lost. At the same time tens of trillions of synapses are strengthened, generating as many as 10,000 synapses per neuron in some regions of the cortex. Such synaptic plasticity is greatest in our formative years, but continues throughout life. Montaigne once said that every man over the age of forty is responsible for his own face. We are undoubtedly responsible for our own brain.
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 Flash up two images momentarily, with a 40 millisecond gap between them, and you will be consciously aware of only the second image; you simply won’t see the first image. And yet microelectrodes and brain scans (such as functional magnetic resonance) show that the visual centres of the brain did pick up the first image; it just never became conscious. To gain consciousness, it seems likely that a neural cohort has to reverberate together for tens, perhaps hundreds, of milliseconds; back again to Singer’s 40 Hz oscillations. Both Singer and Edelman have shown that distant regions of the brain do indeed oscillate in synchrony in this way: they ‘phase lock’ together. Other groups of neurons lock together in different phases, slightly faster or slower. In principle, such phase-locking enables discrimination between different aspects of the same scene. So all the elements of a green car phase-lock together, while those of a blue car nearby phase-lock slightly differently, ensuring that the two cars don’t get muddled up in the mind. Each aspect of a visual scene phase-locks slightly differently.

Singer has a lovely idea that explains how all these phase-locked oscillations bind together at a higher level, at the level of consciousness itself: that’s to say, how these oscillations bind to other sensory inputs (hearing, smell, taste, and so on) and to feeling, memory and language, to generate an integrated sense of consciousness. He calls it neural handshaking, and it allows the hierarchical ‘nesting’ of information, so that smaller bits of information find their place in the bigger picture. Only the top hierarchy, which amounts to a kind of executive summary of all the non-conscious information, is consciously perceived.

Neural handshaking depends on a simple fact: when a neuron fires, it depolarises, and it can’t fire again until it has repolarised. That takes some time. And this means that if another signal arrives during the fallow repolarizing period, it will be ignored. Consider: if a neuron is firing 60 times a second (60 Hz) it is constrained to receive signals only from other neurons that are firing in phase synchrony. So, for example, if a second group of neurons happens to be firing 70 times a second (70 Hz) they will be out of synchrony with the first group most of the time. They become independent units, unable to shake hands. On the other hand, if a third group of neurons is firing more slowly, say at 40 Hz, there is a much longer period when these neurons are repolarised and ready to fire, merely waiting for the right trigger. Such neurons can fire in response to neurons oscillating at 70 Hz. In other words, the slower the oscillation, the greater the phase overlap, and the better the possibility of handshaking with other groups of neurons. So, the fastest oscillations bind together discrete aspects of the visual scene, smells, memory, emotions, and so on, each as independent units, whereas slower oscillations bind together all the sensory and bodily information into a unified whole (Damasio’s second-order map)–a moment in the flow of consciousness.

Little of this is proved beyond doubt, but there is plenty of evidence that is at least consistent with this picture. Most importantly, these ideas make testable predictions, for example, that 40 Hz oscillations are necessary to bind the contents of consciousness and, conversely, that a loss of such oscillations equates to a loss of consciousness. Given the difficulty of making such measurements (which requires measuring the firing rates of thousands of individual neurons across the brain, simultaneously) it may be years before these hypotheses, or others, are verified.

Even so, as an explanatory framework, these concepts help make consciousness intelligible. For example, they show how extended consciousness can develop from core consciousness. Core consciousness operates in the present, rebuilding itself moment by moment, mapping out how the self is altered by external objects, draping perceptions with feelings. Extended consciousness uses the same mechanisms, but now binds memories and language into each moment of core consciousness, qualifying emotional meaning with an autobiographical past, labelling feelings and objects with words, and so on. Thus extended consciousness builds on emotional meaning, integrating memory, language, past and future, into the here and now of core consciousness. The selfsame neural handshaking mechanisms allow a vast expansion of parallel circuitry to be bound back into a single moment of perception.

I find all this believable. And yet still the deepest question of all remains unanswered. How do neurons generate feeling in the first place? If consciousness is the ability to feel a feeling, to generate nuanced emotional meaning, a running commentary on the self in the world, the entire edifice dances on that pinhead of feeling: what philosphers call the problem of qualia. It’s time to face the hard problem head on.

Pain hurts for a reason. A few unfortunate people are born with a congenital insensitivity to pain. They suffer from terrible, often unanticipated afflictions. One four-year-old girl, Gabby Gingras, was the subject of a documentary film directed by Melody Gilbert in 2005. Without pain, each developmental milestone became an ordeal. When her milk-teeth first cut through, Gabby chewed her own fingers to the bone, mutilating them so badly her parents were forced to have her teeth removed. On learning to walk, Gabby injured herself time and again, on one occasion breaking her jaw without knowing it, until an infection caused a fever. Worse, she would poke herself in the eye, causing damage that required stitches, which she soon tore out. Her parents tried restraints, then goggles, to no avail. At the age of four, she had to have her left eye removed; and her right eye too is seriously damaged, leaving her legally blind (20/200 eyesight). As I write, Gabby is now seven, and coming to terms with her predicament. Others like her have died in childhood; a few survive to be adults, but often have to contend with serious injuries. Gabby’s parents started a foundation, Gift of Pain, which supports people with the condition (thirty-nine members so far). It’s well named: pain is undoubtedly a blessing.

Pain is not alone. Hunger, thirst, fear, lust, these are among what Derek Denton calls the ‘primordial emotions’, which he describes as imperious sensations that commandeer the whole stream of consciousness, compelling intentions to act. All are obviously tailored to the survival of the organism, or to its propagation: the feeling forces the act, and the act in turn saves, or propagates, life. Humans may well be alone in having sex knowingly to breed; but even the Church has had little success in eliminating gratification from copulation. Animals, and most humans, copulate for the reward of orgasm, not for the sake of offspring. The point is that all these primordial emotions are feelings, and all serve a biological purpose, even if that purpose is not always appreciated. Pain is, above all else, an unpleasant feeling. Without the agonising painof pain, we would injure ourselves horribly; experiencing pain without its aversive quality is no use. Likewise lust. Mechanical copulation is no reward in itself: we, all animals, seek the rewards of the flesh, the feeling of it. And again, simply registering thirst on a neural dial in the desert is not sufficient: it is the raging emotion that consumes the mind from within that aids our survival, that forces us onwards to an oasis, that wrings out one final drop of stamina.

The idea that such primal emotions evolved by natural selection is hardly challenging, but it has significant connotations, first pointed out by the founding father of modern psychology, the American genius William James, in late Victorian times. James argued that feelings, and therefore by extension consciousness itself, have biological utility. This, in turn, means that consciousness is no ‘epiphenomenon’, accompanying the organism around like a shadow but unable to exert any physical effects on its own. Feelings doexert physical effects. And yet if feelings do exert physical effects, then they must in some sense be physical. James concluded that despite their unphysical appearance, feelings are indeed physical and evolved by natural selection. But what actually are they? Nobody ever pondered that harder than James himself, and the conclusion he came to was counterintuitive and troubling. There must exist unknown properties of matter, he argued, some sort of ‘mind-dust’ that permeates the universe. Despite being the averred hero of many distinguished neurologists today, James embraced a form of pan-psychism (consciousness is everywhere, part of everything) that few have been inclined to follow. Until now.
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This is the ‘hard problem’ enunciated by Chalmers; and, like James before him, Chalmers too has argued that it can only be answered through the discovery of new, fundamental, properties of matter. The reason is simple. Feelings are physical, yet the known laws of physics, which can supposedly give us a complete account of the world, have no place for them. For all its marvellous power, natural selection doesn’t conjure up something from nothing: there has to be a germ of somethingfor it to act upon, a germ of a feeling, you might say, that evolution can fashion into the majesty of mind. This is what Scottish physical chemist Graham Cairns-Smith calls ‘the bomb in the basement’ of modern physics. Presumably, he says, if feelings don’t correspond to any of the known properties of matter, then matter itself must have some additional features, ‘subjective features’, that when organised by selection ultimately give rise to our inner feelings. Matter is conscious in some way, with ‘inner’ properties, as well as the familiar external properties that physicists measure. Pan-psychism is taken seriously again.

It sounds preposterous. But what arrogance to think that we know all there is to know about the nature of matter! We don’t. We don’t even understand how quantum mechanics works. String theory is sublime in the way that it spins out the properties of matter from the vibrations of unimaginably small strings in eleven unimaginable dimensions; but we have no way of determining experimentally whether there’s any grain of truth in it. And that’s why I noted at the beginning of this chapter that the Pope’s position was not unreasonable. We don’t know enough about the deep nature of matter to know how neurons transform brute matter into subjective feelings. If electrons can be both waves and particles at the same time, why shouldn’t spirit and substance be two aspects of the same thing?

Cairns-Smith is better known for his work on the origin of life, but since retiring has turned his fine mind to the problem of consciousness. His books on the subject are penetrating and entertaining, and follow the likes of Roger Penrose and Stuart Hameroff into the quantum gardens of mind. Cairns-Smith sees feelings as the coherent vibrations of proteins. They are coherent in the same sense that a laser beam is coherent, which is to say that the vibrations (phonons) coalesce into the same quantum state. This is now a ‘macroquantum’ state, writ large across great tracts of the brain. Once again, Cairns-Smith evokes an orchestra, where the vibrations of individual instruments coalesce into transcendent harmonies. Feelings are music, and we are the music while the music lasts. It’s a beautiful conception. Nor is it unreasonable to ascribe quantum effects to evolution. There are at least two cases where the blind forces of selection may well have recruited quantum mechanisms: the passage of light energy to chlorophyll in photosynthesis, and the tunnelling of electrons to oxygen in cellular respiration.

And yet I don’t quite buy it for the mind. The quantum mind may exist, but there are several problems that together look insurmountable to me.

The first and most important is logistical. How do quantum vibrations hop across synapses, for example? As Penrose himself acknowledges, a macroquantum state that is restricted to the inside of single neurons solves nothing; and on the quantum level a synapse is an ocean. For phonons to vibrate in concert there must be a repeating array of proteins, spaced closely together so each vibrates in unison before the phonons decay. Such questions can be tackled experimentally, but as yet there is not a jot of evidence that coherent macroquantum states exist in the mind. Quite the contrary: the brain is a hot, wet and turbulent system, about the worst possible place to generate a macroquantum state.

And if the purported quantum vibrations really do exist, and do depend on repeating arrays of proteins, then what happens to consciousness if these protein arrays are disrupted by neurodegenerative disease? Penrose and Hameroff impute consciousness to the microtubules inside neurons but these degenerate in Alzheimer’s disease, ending up as the tangles that are a classic sign of the disease. Such tangles are found in their thousands early in the course of the condition (mostly in the parts of the brain responsible for forming new memories), and yet conscious awareness remains intact until quite late in the disease. There’s no correlation, in short. Much the same is true of other postulated quantum structures. Myelin sheaths for example, that envelop neurons in the white matter, are stripped away in multiple sclerosis, again with little or no impact on consciousness. The only example that is at least consistent with a quantum explanation is the behaviour of support cells called astrocytes after a stroke. In one study, several patients were not consciously aware of their own recovery after a stroke: there was an odd gap between their measured performance and their own perception of that performance, which might (or might not) be explained in terms of quantum coherence across the astrocyte network (if, indeed, such a network even exists, which now looks doubtful).

A second question relating to quantum consciousness is what the concept actually solves, if anything. Let’s assume that there really is a network of vibrating proteins in the brain, which ‘sing’ in unison, their melodies giving rise to feelings, or rather, beingfeelings. Let’s assume too that these quantum vibrations somehow ‘tunnel’ through the oceanic synapses and trigger another quantum ‘song’ on the other side, spreading the coherence across the brain. What we have here is a whole parallel universe in the brain, one which must operate hand in hand with the known ‘classical’ universe of neurons firing, for how else could synchronised firing give rise to conscious perceptions, or neurotransmitters influence conscious state, which they most certainly do? The quantum universe would need to be compartmentalised in exactly the same way as the brain. So feelings related to vision (like seeing red) would need to be restricted to the visual processing areas, whereas emotional feelings could vibrate only in regions like the amygdala or the midbrain. One problem with this is that the microscopic infrastructure in all neurons is basically the same–the microtubules in one neuron don’t differ in any meaningful way from those in any other neuron–so why should some sing in colour, and others in pain? Hardest of all to swallow is the fact that feelings echo the basest of all bodily concerns. One could perhaps imagine a fundamental property of matter resonating love or music, but stomach ache? Is there a unique vibration that simply is the feeling of bladder distension in public? Improbable. If God plays dice, surely that’s not the game. But if not quanta, then what?

Where might we best look for an answer to the ‘hard problem’ of consciousness? Several of the apparent paradoxes can be dealt with quite simply, including Cairns-Smith’s ‘bomb in the basement’ of modern physics. Do feelings really have to be a physical property of matter if they are to evolve by natural selection? Not necessarily. Not if neurons encode feelings in an exact and reproducible manner, which is to say, if a group of neurons firing in a certain way alwaysgives rise to the same feeling. Then selection simply acts on the underlying physical attributes of neurons. Edelman, careful as ever in his choice of words, prefers the word ‘entails’. A pattern of neurons firing entails a feeling; it is inseparable from it. In the same way, you might say that a gene entails a protein. Natural selection acts on the properties of proteins, not the sequences of genes, but because genes encode proteins in a strict fashion, and because only the gene is inherited, it amounts to the same thing. Certainly, it seems to me far more likely that primordial emotions, such as hunger and thirst, should be entailed by an exact pattern of neural firing, rather than being some fundamental vibrational property of matter.

Another paradox that can be addressed quite simply, at least in part, is the perception that our minds are immaterial, and our feelings ineffable. According to another fine scientist who has turned his mind to consciousness in retirement, the New York physician and pharmacologist José Musacchio, the essential insight is that the mind does not, indeed cannot, detect the existence of the brain. We perceive neither the brain nor the physical nature of the mind by thinking about it. Only the objective methods of science have linked the mind with the physical workings of the brain. How remarkably misguided we have been in the past is exemplified by the ancient Egyptians, who in embalming their kings preserved the heart and other organs with great care (they took the heart to be the seat of emotion and mind), but scooped the brain out through the nose with a hook, cleaning the cavity with a long spoon, and flushed away the mess. They were uncertain what the brain was for, and assumed it would not be needed in the next world. Even today, we get a sense of the peculiar inability of the mind to detect itself during brain surgery. Sensitive to so much of the world, the brain has no pain receptors of its own, and so is totally insensitive to pain. This is why neurosurgery can be performed without general anaesthetic.

Why should the mind not detect its own physical workings? It is plainly disadvantageous for an organism to cogitate on its own mind when it should really be focusing all its brainpower on detecting a tiger in the bushes, and deciding what to do about it. Introspection at inopportune moments is not a property likely to survive the rigours of selection. The outcome, though, is that our perceptions and feelings are transparent: they are simply there, without any whiff of their physical neural basis. Because we are necessarily unaware of the physical basis of our perceptions and feelings, the conscious mind has a strong sense of immateriality, or spirituality. It might be a troubling conclusion for some people, but it seems inescapable: our sense of spirituality arises from the fact that consciousness operates on a need-to-know-only basis. We’re shut out of our own brain for the sake of survival.

Much the same goes for the ineffability of feelings. If, as I’ve argued, feelings are entailed by patterns of neural firing, by a very precise code, then feelings amount to quite a sophisticated non-verbal language. Verbal languages are deeply rooted in this non-verbal language, but can never bethe same thing. If a feeling is entailed by a neural pattern, the word for that feeling is entailed by a different neural pattern: it is translated from one code into another, one language into another. Words can only describe feelings through translation, and so feelings are strictly ineffable. And yet all of our languages are anchored in shared feelings. The colour red doesn’t really exist. It is a neural construct that can’t be conveyed to someone who has not perceived something similar themselves. Likewise the feeling of pain or hunger, or the smell of coffee, all of them are sensations which anchor words and make verbal communication possible. As Musacchio notes, there always comes a point when we are obliged to say, ‘Do you know what I mean?’ Because we share the same neural structures and feelings, languages are grounded in our common human experience. Language without feeling is bereft of meaning, but feelings exist, meaning exists, without any verbal language, as a core consciousness of mute emotions and wordless perceptions.

All this means that, however feelings may be generated by neurons, we’ll never get close to it through introspection or logic–through philosophy or theology–but only by experiment. On the other hand, the fact that consciousness is grounded in feelings, motivations and aversions means that we can get at the roots of consciousness without needing to communicate verbally with other animals: we just need clever experimental tests. And that in turn means we should be able to study the critical neural transform, from firing to feeling, in animals, even in simple animals, for all the signs are that the primordial emotions are widespread in vertebrates.




Figure 9.1MRI scan of the head of a child with hydranencaphaly. Remarkably, virtually all the cerebral cortices are missing, and the cranium is instead filled with cerebrospinal fluid.




Figure 9.2Happiness and delight on the face of a four-year-old girl, Nikki, with hydranencephaly.

One remarkable suggestion that consciousness is more widespread than we like to credit is the survival and apparent consciousness of those few exceptional children who are born without cerebral cortices (see Fig. 9.1). A small stroke, or similar developmental abnormality, can lead to the reabsorption of large parts of both cortices during pregnancy. It’s hardly surprising that such children are born with many handicaps, lacking language and good sight, but according to the Swedish neuroscientist Björn Merker, despite the absence of nearly all the brain regions that we normally associate with consciousness, some of these children are capable of emotional behaviour, laughing and crying appropriately, and showing signs of genuinely human expression (see Fig. 9.2). I mentioned earlier that many emotional centres of the brain are located in ancient parts of the brain, the brain stem and midbrain, which are shared by almost all vertebrates. Through MRI scans, Derek Denton has shown that these ancient areas mediate the experience of primordial emotions such as thirst and the fear of suffocation. It may well be that the roots of consciousness are not to be found in the new-fangled cortices at all, which of course elaborateconsciousness enormously, but in the ancient and densely organised parts of the brain shared widely with many other animals. And if that’s the case, then the neural transform, from firing to feeling, loses some of its mystique.

Just how widespread is consciousness? Until we come up with some sort of consciousometer we’ll never know for sure. And yet the primordial emotions–thirst, hunger, pain, lust, horror of suffocation, and so on–all of these seem to be widespread among animals that have brains, including even simple invertebrates like bees. Bees have less than a million neurons (we have 23 billionin the cortex alone), and yet are capable of quite sophisticated behaviour, not only signalling the direction of food through their famous waggle dance, but even optimising their behaviour to visit primarily the flowers that are the most reliable source of nectar, even when the nectar balance is wilfully modified by wily researchers. I would not argue that bees are conscious in the way that we understand the term, yet even their simple neural ‘reward system’ demands a reward, which is to say, a good feeling, that sweet taste of nectar. Bees, in other words, already have what it takes to be conscious, even if they might not yet be truly conscious.

And so feelings are ultimately a neural construct, and not a fundamental property of matter. In some parallel universe, where the highest evolutionary attainment was the bee, would we really feel compelled to reach for new laws of physics to explain their behaviour? But if feelings are no more than neurons doing their thing, why do they seem so real, why arethey so real? Feelings feel real because they have real meaning, meaning that has been acquired in the crucible of selection, meaning that comes from real life, real death. Feelings are in reality a neural code, yet a code that is vibrant, rich in meaning acquired over millions or billions of generations. We still don’t know how our neurons do it, but consciousness, at bottom, is about life and death, and not the wonderful pinnacles of the human mind. If we really want to understand how consciousness came to be, then we must remove ourselves from the frame.
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The Price of Immortality

It’s said that money can’t buy happiness. But Croesus, King of Lydia in ancient times, was rich as…Croesus, and thought himself the happiest of men. Seeking avowal from the Athenian statesman Solon, then passing through his lands, Croesus was irritated to be told, ‘Count no man happy until he be dead’ for who can predict what Fate holds in store? And it so happened that Croesus, acting on an archetypically ambiguous oracle from Delphi, was captured by Cyrus, the Great King of Persia, and bound to a pyre to be burned alive. Yet instead of berating the gods for his excruciating end, Croesus murmured the name ‘Solon’. Mystified, Cyrus enquired what he had meant, and was told of Solon’s counsel. Realising that he, too, was a puppet of fortune, Cyrus had Croesus cut down (others say that Apollo came to his aid with a thunderstorm) and appointed him as an adviser.

Dying well meant a great deal to the Greeks. Fate and death were played out by invisible hands, which intervened in the most involved ways to bring men to their knees. Greek theatre is full of tortuous devices, death pre ordained by the fates, prefigured in cryptic oracles. As in frenzied Bacchic rituals and the fables of metamorphosis, the Greeks seem to owe something of their fatalism to the natural world. And vice versa: from the perspective of Western culture, the elaborate deaths of animals sometimes seem to assume the shade of Greek theatre.

There’s more than an element of Greek tragedy, for example, about the mayflies, which live for months as larvae, before metamorphosing into adults lacking in mouthparts and digestive tract. Even the few species that live out their single orgiastic day are fated soon to starve. What about the Pacific salmon, which migrate hundreds of miles to the streams of their birth, wherein their hormonally charged frenzy is cut short by a catastrophic demise and death within days? Or the Queen bee, who shows no sign of her age for sixteen years, until finally her supply of sperm runs dry, whereupon she is torn apart by her own daughters? Or the twelve-hour copulation frenzy of the Australian marsupial mouse, culminating in death by depression and exhaustion, which can be prevented by castration? Tragedy or comedy, this is certainly dramatic. These animals are as much the pawns of fate as Oedipus himself. Death is not only inevitable; it is controlled by the fates, programmed into the very fabric of life.

Of all these grotesque modes of death, perhaps the most tragic, and resonant to us today, befell the Trojan Tithonus, whose goddess lover asked Zeus to confer immortality on him, but forgot to mention eternal youth. Homer has it that ‘loathsome old age pressed full upon him’, leaving him babbling endlessly. And Tennyson pictures him looking down on the ‘dim fields about the homes of happy men that have the power to die, and grassy barrows of the happier dead’.

There is a tension between these forms of death, between the urgent death programmed into the lives of some animals and the abandonment of old age that faces humanity alone, the lack of a programme, the unspeakable endless end of Tithonus. This is exactly what we are visiting upon ourselves today, as medicine marches on, prolonging our lifespan but not our health. For every year of life granted by the gods of modern medicine, but a few months are spent in good health, and the rest in terminal decline. Like Tithonus, finally we beg for the grave. Death may seem a cruel cosmic joke, but ageing is mirthless.

Yet there should be no need to unmask Tithonus in our twilight years. Certainly, the intractable laws of physics forbid eternal youth as firmly as perpetual motion, but evolution is surprisingly flexible and shows that longer life is usually coupled with longer youth, avoiding the misery of Tithonus. Examples abound of animals whose lives have been extended painlessly, which is to say, without diseases, to two, three, even four times their original length, when circumstances change. One spectacular example is the brook trout that were introduced into the cold nutrient-poor waters of a lake in the Sierra Nevada in California. Their lifespan quadrupled from barely six years, to more than twenty-four, the only apparent ‘cost’ being a delay in sexual maturation. Similar findings have been reported among mammals such as opossums. When shielded from predation on islands for a few thousand years, for example, opossums more than double their normal lifespan, and age at half the rate. We humans, too, have doubled our maximal lifespan over the last few million years without any obvious penalty. From an evolutionary point of view, Tithonus ought to be a myth.

But mankind has sought eternal life for millennia and signally failed to find it. While advances in hygiene and medicine have prolonged our averagelifespan, our maximum lifespan, at about 120 years, has remained stubbornly fixed, despite all our efforts. At the very dawn of recorded history, Gilgamesh, King of Uruk, sought everlasting life in the form of a fabled plant, which after an epic search slipped through his fingers like a myth. It’s been the same ever since. The elixir of life, the holy grail, the ground horn of a unicorn, the philosophers’ stone, yoghurt, melatonin, all have been purported to extend life; none has done so. Blatant charlatans rub shoulders with scholars to colour the history of rejuvenation research. The celebrated French biologist Charles Brown-Séquard injected himself with extracts from the testicles of dogs and guinea pigs, and reported improved vigour and mental powers to the Société de Biologie in Paris in 1889, even demonstrating the proud arc of his urine before the flabbergasted assembly. By the end of that year, some 12,000 physicians were administering Brown-Séquard’s fluid. Surgeons around the world were soon implanting sliced testicles from goats, monkeys, even prisoners. Probably the most notorious American charlatan of all, John R. Brinkley, made a vast fortune from his goat-gland transplants, before dying a broken man, the victim of a thousand ungrateful lawsuits. It’s doubtful whether mankind has added a single day to our allotted tenure on this earth, for all our overweening ingenuity.

So there is an odd gap between the flexibility of evolution–the ease with which lifespan seems to be moulded–and the blank intransigence that greets our efforts to today. How does evolution extend lifespan so easily? It’s plain from our millennia of abject failure that until we understand the deeper reasons for death, we will never get anywhere. On the face of it, death is a perplexing ‘invention’: natural selection normally acts at the level of individual organisms, and it’s hard to see how my death will benefit me, or what Pacific salmon gain from falling to pieces, or black widow spiders from being cannibalised. But it is equally plain that death is far from accidental, and it certainly evolved for the benefit of individuals (or rather, their selfish genes, in Richard Dawkins’s unforgettable phrase) soon after the dawn of life itself. If we want to better our end, to evade the woes of Tithonus, we’d better go back to the beginning.
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 Importantly, each caspase has its own inhibitor, an ‘antidote’ capable of blocking its action. The whole system of toxins and antitoxins, cobbled together into multiple levels of attack and resistance, might well betray the long drawn-out evolutionary battle between phage and bacteria.

While such battles between bacteria and viruses probably lie at the deep roots of death, suicide undoubtedly benefits bacteria even in the absence of infection. The same principles apply. Any physical threat with the potential to wipe out the whole bloom (like intense ultraviolet radiation or nutrient deprivation) can trigger programmed cell death in cyanobacterial blooms. The most robust cells survive the threat by developing into hardy spores that seed the next bloom, while their more fragile, if genetically identical, siblings respond to the same threat by triggering the machinery of death. Whether these dynamics are best seen as murder or suicide is a matter of taste. Dispassionately, the outcome is simply that more copies of the bacterial genome survive over evolutionary time if damaged cells are eliminated. It’s the simplest form of differentiation, a straight binary choice between life and death, depending on the life history of identical cells.

Exactly the same logic applies with even greater force to multicellular organisms. Here the cells are always genetically identical, their fates bound together more tightly than in a loose colony or algal bloom. Even in a simple sphere, differentiation is virtually inevitable: there is a difference between the inside and the outside of the sphere in terms of the availability of nutrients, oxygen and carbon dioxide, exposure to the sun, or threat from predators. The cells couldn’t be the same, even if they ‘wanted’ to be. The simplest adaptations soon begin to pay. At some stages of their development, for example, many algae possess whip-like flagellae that propel them around. In a spherical colony it pays to have such cells with flagellae on the outside, since their combined motion moves the whole colony, while spores (a different developmental stage of genetically identical cells) are protected within. Such a simple division of labour must have given the first primitive colonies a big advantage over single cells. The advantage of large numbers and specialisation is comparable to the first agricultural societies, where for the first time food was plentiful enough to support larger populations, enabling dedication to specialised tasks, such as warfare, farming, metal-working or law-giving. Unsurprisingly, agricultural societies soon displaced small tribes of hunter-gatherers, where comparable specialisation was next to impossible.

Even the simplest colonies already betray a fundamental difference between two types of cell: the germ-line and the ‘soma’ (the body). This distinction was first noted by the august German evolutionist August Weismann, probably the most influential and insightful nineteenth-century Darwinian after Darwin (who we already met in Chapter 5). Weismann claimed that only the germ-line is immortal, passing genes down from one generation to the next, while the cells of the soma are disposable, mere aids to the immortal germ-line. The idea was discredited for half a century by French Nobel laureate Alexis Carrel, who was later discredited himself–shamed for fabricating his data. Weismann was right all along. His distinction ultimately explains the death of all multicellular organisms. By its very nature, specialisation means that only some of the cells in a body can be germ-cells; the rest must play a supporting role, their only benefit being the vicarious profit of their shared genes passing down the germ-line. Once somatic cells have ‘accepted’ their subsidiary role, the timing of their death also becomes subservient to the needs of the germ-line.

The difference between a colony and true multicellularity is best seen in terms of commitment to differentiation. Algae like Volvoxbenefit from community living, but also ‘opt out’ and live as single cells. Retaining the possibility of independence curtails the degree of specialisation that can be attained. Plainly cells as specialised as neurons could not survive in the wild. True multicellular life can only be achieved by cells ‘prepared’ to subsume themselves entirely to the cause. Their commitment must be policed, and any attempted reversions to independence are punishable by death. Nothing else works. Just think about the devastation caused by cancer, even today, after a billion years of multicellular living, to appreciate the impossibility of multicellular life when cells do their own thing. Only death makes multicellular life possible. And, of course, without death there could be no evolution; without differential survival, natural selection comes to nothing.
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 In their organization these disparate forms of life have little in common, but all of them police their cells and punish transgressions with death using remarkably similar caspase enzymes. Interestingly, in almost all cases the mitochondria are still the principal brokers of death, the hubs inside cells that integrate conflicting signals, eliminate noise, and trigger the death apparatus when necessary. Thus while cell death is necessary for any form of multicellular life, there was little call for evolutionary novelty. The machinery needed was imported into the first eukaryotic cells by way of the mitochondria, and remains broadly the same, if subtly elaborated, even today.

But there is a great difference between the death of cells and the death of whole organisms. Cell death plays an important role in the ageing and death of multicellular organisms, and yet there is no law stipulating that allbodily cells should die, or that other equally disposable cells, should not replace them. Some animals, such as the freshwater anemone Hydra, are essentially immortal–cells die and are replaced, but the organism as a whole shows no sign of ageing. There is a long-term balance between cell life and cell death. It’s like a flowing stream: one can’t step into the same stream twice, because the water is forever rushing on and being replaced; but the stream’s contours, its volume and shape, remain unchanging. To anyone other than a Greek philosopher, it is the same stream. Likewise the organism, its cells turn over like water, but the organism as a whole is unchanging. I am me, even if my cells change.

This could hardly be any other way. If the balance between cell life and cell death changed, the organism would be no more stable than a stream in spate or draught. Adjust the ‘death’ settings, to make cell death less likely, and the outcome is cancerous, unstoppable growth. But make cell death too likely and the outcome is a withering away. Cancer and degeneration are two sides of the same coin: both undermine multicellular life. But the simple Hydracan maintain its balance forever; and human beings might remain the same weight and build for decades, despite turning over billions of cells a day. Only when we grow old is this balance lost, and then, curiously, we suffer from both sides of the coin at once. Cancer and degenerative diseases are both linked inextricably with old age. So why do organisms grow old and die?

The most popular idea, dating back to Weismann in the 1880s, is wrong, as he himself was quick to recognise. Weismann originally proposed that ageing and death rid populations of old worn-out individuals, replacing them with racy new models replete with a new set of genes remixed by sex. The idea invests death with some sort of nobility and symmetry, in service of a greater cause, even if it can hardly aspire to the grandeur of a religious purpose. In this view the death of an individual benefits the species, just as the death of some cells benefits the organism. But the argument is circular, as Weismann’s critics pointed out: old individuals are only ‘worn out’ if they age in the first place, so Weismann presupposed exactly what he was trying to explain. The question remained, what makes individuals ‘wear out’ with age, even if death does benefit populations? What’s to stop the cheats, individuals who escape death like cancer cells, leaving behind more and more offspring, each endowed with the same selfish genes? What’s to stop a cancer on society?

The Darwinian answer was first laid out by Peter Medawar, in his famous inaugural lecture at University College London, in 1953. His answer was that there is a statistical likelihood of death regardless of ageing–of being hit by a bus, or a stone falling from the sky, or being eaten by a tiger, or consumed by disease. Even if you are immortal you are unlikely to live forever. Individuals who concentrate their reproductive resources in the earlier part of their life are therefore statistically more likely to have more offspring than individuals who count on an unhurried schedule, reproducing, say, once every 500 years or so, and regrettably losing their head after only 450. Cram in more sex earlier on and you’ll probably leave behind more offspring, who inherit your ‘sex-early’ genes, than your laid-back cousins. And therein lies the problem.

Each species, according to Medawar, has a statistically probable lifespan, depending on the size of individuals, their metabolic rate, their natural predators, physical attributes like wings, and so on. If that statistical lifespan is, say, twenty years, then individuals who complete their reproductive cycle within that period will normally leave behind more offspring than those who don’t. Genes that ‘play the odds’ will do better than those that don’t. Eventually, Medawar concluded, genes that happen to cause heart disease after we are statistically dead will accumulate in the genome. In humans, natural selection cannot eliminate a gene that causes Alzheimer’s disease at the age of 150 if nobody lives that long. In past times, genes that caused Alzheimer’s at seventy also slipped the net as so few people survived beyond their biblical three score years and ten. Old age, then, for Medawar, is the decline caused by genes that go on operating well after we should be dead–the operation of hundreds, if not thousands, of genes that areeffectively dead, beyond the reach of selection. Only humans suffer from the misery of Tithonus, for only humans have artificially prolonged our lives by eliminating many of the statistical causes of death, such as predators and many lethal infectious diseases. We have disinterred a graveyard of genes, and they pursue us to our graves.
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What ApoE4is actually ‘good for’ is unknown, but the fact that the variant is so common implies that it might be good for something earlier in life, offsetting its disadvantages later on. But this is just one example of hundreds, if not thousands. Medical research seeks out such genetic variants and attempts to offset their baleful influence through novel (and typically expensive) drugs that target them. Unlike Huntington’s chorea, most age-related diseases are a dense tapestry of genetic and environmental factors. In general, multiple genes contribute to the pathology. In cardiovascular disease, for example, diverse genetic variants predispose people to high blood pressure, fast blood clotting, obesity, high cholesterol or laziness. If a propensity to high blood pressure is combined with a salty fat-laden diet, a love of beer and cigarettes, and a preference for television over exercise, we hardly need an insurance company to determine our risk. In general, though, estimating the risk of disease is a thankless task and our understanding of genetic predisposition is still very much in its infancy. Even when added up, the total genetic contribution to age-related diseases is usually less than 50 per cent. Plain old age is almost always the single greatest risk factor–only a few unfortunates succumb to cancer or suffer a stroke in their twenties or thirties.

By and large, then, the modern medical conception of age-related diseases corresponds closely to Medawar’s evolutionary picture of late-acting genes. Many hundreds of genes contribute to our predisposition to disease, and each of us has our own spectrum of risk, our own particular graveyard of genes, the effects of which can be exacerbated or ameliorated by our lifestyle, or by other genes. But there are two serious problems with this view of ageing.

The first is implicit in my choice of words here: I am talking about diseases, the symptomsof ageing, not the underlying cause of ageing. Such genes are associated with particular diseases, but few of them seem to cause ageing itself. It is possible to live to 120, without ever suffering from disease, but nonetheless growing old and dying. For the rest of us, the negative effects of aberrant genes are unmasked by old age: we are not troubled by them when young, only when old. There’s a tendency in medicine to view age-related diseases as pathological (and therefore ‘treatable’), but to see old age as a ‘state’, rather than a disease, and so inherently ‘untreatable’. There’s an understandable reluctance to stigmatise the old as ‘diseased’. While this view is not helpful, in that it tries to disengage ageing from age-related diseases, the distinction makes my point about Medawar nicely. He explained the role of genes in age-related diseases, but not the underlying cause of ageing.

The force of the distinction came as a shock in the decade after 1988, when David Friedman and Tom Johnson, at the University of California, Ivine, reported the first life-extending mutation in nematode worms. Dubbed age-
 , mutations in the gene doubled normal lifespan from around 22 to 46 days. Over the following years, scores of similar mutations were reported in nematodes, as well as other diverse forms of life, from yeast to fruit flies and mice. For a period, the field felt a bit like particle physics in its 1970s heyday, with a veritable zoo of miscellaneous life-extending mutations catalogued away. Gradually a pattern emerged. Almost all the mutated genes encoded proteins in the same biochemical pathway, whether in yeast, flies or mice. In other words, there is an exceptionally conserved mechanism, applying to fungi and mammals alike, which controls lifespan. Mutations in this pathway not only prolong lifespan, but in so doing can also postpone, even evade, the diseases of old age. Unlike poor Tithonus, doubling lifespan more than doubles health span.

The link between disease and lifespan did not come as a surprise. After all, almost all mammals suffer from a similar spectrum of age-related diseases, including diabetes, stroke, heart disease, blindness, dementia, and so on. A rat, however, succumbs to cancer at the age of three years or so, when it is getting old, whereas humans begin to suffer from the same diseases by the age of sixty or seventy. Plainly, even ‘genetic’ diseases are linked to old age rather than chronological time. What came as a real surprise with the lifespan mutations was the flexibility of the whole system. A single mutation in just one gene can double lifespan and at once put ‘on hold’ the diseases of old age.

The significance of these findings to ourselves can’t be overstressed. All the diseases of old age, from cancer to heart disease to Alzheimer’s disease, can in principle be delayed, even avoided, by simple permutations of a single pathway. It’s a shocking conclusion, yet it’s staring us in the face: it should prove easier to ‘cure’ ageing and all age-related diseases with a single panacea than it will ever be to cure any one age-related disease like Alzheimer’s in people who are otherwise ‘old’. This is the second reason I think Medawar’s explanation for ageing is wrong. We are not doomed to our own particular graveyard of genes: we can bypass the gene cemetery altogether if we avoid ageing in the first place. Age-related diseases depend on biological age, not chronological time. Cure ageing, and we cure the diseases of old age–all of them. And the overriding lesson from these genetic studies is that ageing is curable.
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 They fall to pieces in days because they allocate 100 per cent of their resources to sex, and withdraw all funding from bodily maintenance. Animals that reproduce more than once, on different occasions, must allocate fewer resources to sex and more to maintenance; and animals that invest heavily in raising their offspring over years, like us, adjust this balance even further. In all cases, though, there is a choice, and in animals that choice is normally controlled by the insulin hormones.
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 Another is the long-standing perception that living longer means living slower and more boring lives. That, as it happens, is not true, and gives cause for hope. Calorie restriction improves the efficiency of energy use without lowering overall energy levels; quite the reverse, in fact, it tends to raise them. But the main reason we know so little is that the biochemistry underpinning calorie restriction is a horrendous tangle of feedback loops, parallel circuits and redundancy that shifts kaleidoscopically from tissue to tissue and species to species, and resists unpicking. The significance of the gerontogenes is that they demonstrate that a few trifling changes in this complex network can make a big difference. Not surprisingly, that knowledge had a galvanising effect on researchers.

Calorie restriction is assumed to exert its effects at least in part through the pathways controlled by the gerontogenes. It is a switch: sex or longevity. One problem with calorie restriction is that it flips the switch completely, so there’s little possibility of having sex as well as living a long time. But for the gerontogenes, this is not always the case. Some mutations in gerontogenes suppress sexual maturation (the original age-
 mutation by 75 per cent, for example) but not all of them do so. A few gerontogene mutations turned out to prolong lifespan and health span, with little suppression of sexuality, a mild deferral rather than abolition. Others block sexual development in young animals, but have no obvious negative effects in older adults. Again, the details don’t concern us here; the point is that it is possible, with finesse, to disentangle sex from longevity, to activate genes responsible for longevity without dismembering sexuality.
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 TOR is believed to control the sexual side of the switch, by stimulating cell growth and proliferation. It works by switching on other proteins, which between them stimulate protein synthesis and cell growth, while blocking the breakdown and turnover of cellular components. SIRT-1 meanwhile opposes much of this, while mounting a ‘stress response’ that fortifies the cell. Typically for biology, their activities overlap, but don’t counterbalance each other precisely. Between them, though, SIRT-1 and TOR act as the central ‘hubs’ responsible for coordinating many of the benefits of calorie restriction.

SIRT-1 and TOR sprang to prominence in part because they are definitely important, and in part because we already know how to target them pharmacologically, and that, given the rewards at stake, has fuelled a lively scientific controversy. According to Leonard Guarente, at the Massachusetts Institute of Technology, and his former postdoctoral researcher David Sinclair, now at Harvard, SIRT-1 is responsible for most of the effects of calorie restriction in mammals and can be activated by a small molecule found in red wine known as resveratrol. A string of high-profile publications, beginning with a Naturepaper in 2003, showed that resveratrol can prolong the lifespan of yeast, worms and flies. Public interest exploded in November 2006, when Sinclair and colleagues published a seminal Nature paper, showing that resveratrol reduces the risk of death of obese mice by a third, a finding that was reported on the front page of the New York Times, generating a storm of publicity. If it can do that for obese mice, fellow overweight mammals, surely it could work wonders for people too. The well-known health benefits of drinking red wine only added grist to the mill, although the amount of resveratrol in a glass of red wine is barely 0.3 per cent of each dose given to the mice.

Ironically, two former doctoral students in Guarente’s lab, Brian Kennedy and Matt Kaeberlein, both of whom are now at the University of Washington, Seattle, have challenged this neat idea recently. Having themselves pioneered some of the early work on SIRT-1, they were troubled by a number of exceptions to their predictions.

In place of SIRT-1, Kaeberlein and Kennedy champion TOR, whose effects, they say, are more pervasive and consistent across species. Because TOR and SIRT-1 have overlapping, rather than precisely opposing properties, they may be right. In particular, blocking TOR represses immune and inflammatory activity, which could be beneficial, because many age-related diseases have a persistent inflammatory component. There’s another irony here because TOR actually stands for target of rapamycinand was discovered in the context of transplant medicine. Rapamycin is one of the most successful transplant immunosuppressants on the market and has been used for over a decade. It’s unusual among immunosuppressants, in that it doesn’t make its recipients prone to cancer or bone loss; but few researchers have been persuaded by Mikhail Blagosklonny’s strong advocacy of rapamycin as an ideal anti-ageing pill. It will certainly be interesting to see whether transplant recipients receiving rapamycin suffer fewer diseases of old age.
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 We know that this should be possible because animals that prolong their lifespan by selection over generations in the wild don’t suffer any of these drawbacks. The question is, which of the rabble of genes roused by SIRT-1 and TOR are responsible for prolonging life and suppressing disease? Exactly which of the physical changes that take place within cells freeze the passage of time? And can we target them directly?

The answer is not yet known for sure, and, as is so often the way, there seem as many answers as there are researchers. Some emphasise a protective ‘stress response’, others the up-regulation of detoxifying enzymes, yet others an enhanced waste-disposal system. All may well be important in some circumstances, but their significance seems to vary between species. The single change that appears to be consistent, from fungi to animals including ourselves, concerns those energy-generating powerhouses of the cell, the mitochondria. Calorie restriction almost always induces more mitochondria, which have membranes resistant to damage, and which leak fewer reactive ‘free radical’ by-products during respiration. These changes are not only consistent, but they mesh beautifully with half a century of research on free radicals in ageing.
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 The faster the leak of free radicals, the shorter the lifespan. By and large, the rate that free radicals leak depends on the metabolic rate, which is to say, the rate at which cells consume oxygen. Small animals have fast metabolic rates, their cells guzzling up oxygen as fast as they can, their hearts fluttering at hundreds of beats a minute even when at rest. With such fast respiration, free-radical leak is high, and lifespan is fleeting. Larger animals, in contrast, have a slower metabolic rate, manifesting as a ponderous heart beat and a trickling free-radical leak. They live longer.

The exceptions here really do prove the rule. Many birds, for example, live far longer than they ‘ought to’ on the basis of their metabolic rate. A pigeon, for example, lives for around thirty-five years, a remarkable ten times longer than a rat, despite the fact that pigeons and rats are a similar size, and have a similar metabolic rate. In a groundbreaking series of experiments through the 1990s, the Spanish physiologist Gustavo Barja, at the Complutense University in Madrid, showed that these differences could be accounted for largely in terms of free-radical leak. In relation to their oxygen consumption, birds leak nearly ten times fewerfree radicals than equivalent mammals. Much the same is true of bats, which also live disproportionately long lives. And like birds, bat mitochondria leak far fewer free radicals. Why this should be so is not certain; in earlier books, I have argued that the reason relates to the power of flight. But whatever the reason may be, the unassailable fact is that low free-radical leak equates to long life, whatever the metabolic rate.
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 This persistent mild inflammation alters the properties of many other proteins and genes, placing the cell under even greater stress. It is this pro-inflammatory state, I suspect, that unmasks the detrimental effects of late-acting genes like ApoE4.
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From this perspective, we can see why calorie restriction protects against age-related disease, as well as ageing, at least if started early enough in life (before the mitochondria wear out: middle age is fine). By lowering free-radical leak, bolstering mitochondrial membranes against damage, and boosting the number of mitochondria, calorie restriction effectively ‘resets’ the clock of life back to ‘youth’. In so doing, it switches off hundreds of inflammatory genes, returning genes to their youthful chemical environment, while fortifying cells against programmed cell death. The combination suppresses both cancer and degenerative diseases and slows the rate of ageing. It’s likely that, in practice, various other factors are involved (such as the direct immunosuppressive effects of inhibiting TOR), but in principle most benefits of calorie restriction can be explained simply by a reduction in free-radical leak. It makes us more like birds.

There’s an intriguing piece of evidence that this really is how it all works. In 1998, Masashi Tanaka and his colleagues, then at the Gifu International Institute of Biotechnology in Japan, examined the fate of people with a common variant in their mitochondrial DNA (common in Japan at least, if not, unfortunately, elsewhere in the world). The variant alters a single DNA letter. The effect of the change is a tiny reduction in free-radical leak, barely detectable at any one moment, but sustained over a lifetime. The consequences, however, are immense. Tanaka and his colleagues sequenced the mitochondrial DNA of several hundred patients who arrived consecutively in hospital, and found that up to the age of around fifty there was no difference in the proportion of the two types, the variant of interest and ‘normal’. But then, after the age of fifty, a gap started to open up between the two groups. By the age of eighty, people with the variant were half as likely to arrive in hospital for any reason at all. And the reason they didn’t come to hospital wasn’t because they were dead or something. Tanaka found that the Japanese with the variant are twice as likely to live to 100. This implies that people with the variant are half as likely to suffer from any age-related disease. Let me say that again, as I don’t know any other fact as shocking in all of medicine: a tiny change in the mitochondria halves our risk of being hospitalised for any age-related disease and doubles our prospects of living to 100. If we are serious about tackling the distressing and cripplingly expensive health problems of old age on our greying planet, this, surely, is the place to start. Shout it from the rooftops!
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The chances are we will never live forever, nor would many wish to. The problem is implicit in the make-up of the first colonies, the distinction between the sex cells and the body. Once cells began to differentiate, the disposable soma became subservient to the germ-line. The more that cells became specialised, the greater the benefits to the body as a whole, and to the germ-line in particular. The most specialised cells of all are the neurons of the human brain. Unlike more mundane cells, neurons are practically irreplaceable, each one wired up with as many as 10,000 synaptic connections, each synapse founded in our own unique experience. Our brains are not replaceable. When our neurons die, there is usually no pool of stem cells to replace them; and if one day we succeed in engineering a pool of neuronal stem cells, we must surely replace our own experience in the bargain. And so the price of immortality is our humanity.
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In one of the most arresting sequences ever screened on TV, Jacob Bronowski paced through the marshes at Auschwitz, where the ashes of 4 million people had been flushed, including some of his own family, and talked to camera in the way that only he could. Science, he said, does not dehumanise people and turn them into numbers. Auschwitz did that. Not by gas, but by arrogance. By dogma. By ignorance. It happens, he said, when people aspire to the knowledge of gods, and have no test in reality.

Science, in contrast, is a very human form of knowledge. Bronowski put it beautifully: ‘We are always at the brink of the known; we always feel forward for what is to be hoped. Every judgement in science stands on the edge of error, and is personal. Science is a tribute to what we canknow although we are fallible.’

This scene, from The Ascent of Man, was screened in 1973. The following year, Bronowski died of a heart attack, as humanly fallible as science itself. But his inspiration lives on, and I know of no better testament to the spirit of science. And in this spirit, and in a title that pays oblique homage, this book has walked the brink of the known. It is full of judgements that stand on the edge of error. It is a tribute to what we can know although we are fallible.

But where is this line between fallacy and truth? Some scientists may disagree with details in this book; others will agree. Disagreements happen on the edge of error, and it is easy to fall over the brink. But if the details are shifting or wrong, does that make the larger story wrong too? Is scientific knowledge relative, especially when applied to the deep past? Can it then be challenged, as it is every day by those who prefer the comfort of dogma? Or is the science of evolution just one more dogma, refusing to countenance challenge?

The answer, I think, is that evidence can be at once fallible and overwhelming. We can never know the past in all its detail, for our interpretations are always fallible, always open to more than one reading. That’s why science can be so controversial. But science has a unique power to settle scores through experiment and observation, through tests in reality, and the countless details give rise to something bigger, just as, with the right distance, innumerable pixels paint a compelling picture. To doubt that life evolved, even if some of the details described in this book may yet prove wrong, is to doubt the convergence of evidence, from molecules to men, from bacteria to planetary systems. It is to doubt the evidence of biology, and its concordance with physics and chemistry, geology and astronomy. It is to doubt the veracity of experiment and observation, to doubt the testing in reality. It is, in the end, to doubt reality.

I think that the picture painted in this book is true. Life most surely evolved, along the lines described here. That is not dogma, but evidence tested in reality and corrected accordingly. Whether this grand picture is compatible with faith in God, I do not know. For some people, intimately acquainted with evolution, it is; for others, it is not. But whatever our beliefs, this richness of understanding should be a cause for marvel and celebration. It is a most wonderful thing to share so much with the life around us on this blue-green marble, floating through the bleak infinity of space. There is more than grandeur in this view of life. There is fallibility and majesty, and the best human eagerness to know.
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Chapter 1

1. Specifically, this is a redox reaction, in which electrons are transferred from a donor (hydrogen) to an acceptor (oxygen), which wants them a lot more, to form water, a thermodynamically stable end product. All redox reactions involve electron transfer from a donor to an acceptor; and remarkably, all life, from bacteria to man, relies on electron transfers of one sort or another for its energy. As the Hungarian Nobel laureate Albert Szent-György put it, ‘Life is nothing but an electron looking for a place to rest.’

2. This statement is not strictly true. The vents emit a faint light (discussed in Chapter 7), which is too dim to be detected by the human eye, yet is strong enough to power photosynthesis in some bacteria. But these contribute little to the abundance of the ecosystem compared with the sulphur bacteria. Incidentally, the irrelevance of heat and light was confirmed by the discovery of cold-seepage sites on the ocean floor, where much the same exuberant fauna exists as in these vents.

3. Other problems include the temperature (some say too hot for organic molecules to survive), the acidity (most black smokers are too acid to support the chemistry that Wächtershäuser proposes, and his own lab syntheses only worked in alkaline conditions), and sulphur (too much, relative to modern biochemistry).

4. There is an interesting question about the long-term consequences of cooling the planetary core. As the mantle cools, seawater will tend to bind to the rocks and remain part of their structure, rather than being driven off by heat and thrust back to the surface through active volcanism. A cooling planet might finally consume its own oceans in this way; such a process might have contributed to the loss of oceans on Mars.

5. There are two domains of simple prokaryotic cells lacking a nucleus: bacteria and archaea. The main tenants of the Lost City are archaea that derive their energy through the production of methane (methanogenesis). Archaea have a very different biochemistry to the complex eukaryotic cells that make up plants and animals. So far, no known pathogens or parasites derive from within the archaea; all are bacteria, which share far more biochemistry with their host cells. Maybe the archaea are just too different. One exception is the partnership between an archaeon and a bacterium that may have given rise to the eukaryotic cell itself 2 billion years ago–see Chapter 4.

6. The chemical name for vinegar is acetic acid, giving the root ‘acetyl’ in a thioester, this two-carbon molecule is tethered to a reactive sulphur group. For two decades now, Christian de Duve has been extolling the central importance of acetyl thioesters in early evolution, and his arguments are finally being taken seriously by experimentalists.

7. For those who want the full story, along with more on the strangeness and cosmic importance of chemiosmosis, try my earlier book Power, Sex, Suicide: Mitochondria and the Meaning of Life.

Chapter 2

1. With so many new mutations you might be wondering why we don’t all undergo a mutational meltdown, and the same question troubles many biologists. The answer, in a word, is ‘sex’, but the explanation is for Chapter 5.

2. This figure refers to DNA sequence similarity. Other larger genomic changes, such as deletions and chromosome fusions, have also taken place since the chimps and humans diverged, giving an overall genome similarity closer to 95 per cent. In comparison, genetic differences between human populations are tiny–we are 99.9 per cent genetically identical. Such restricted variation reflects a relatively recent population ‘bottleneck’, perhaps 150,000 years ago, in which a small population in Africa gave rise to all modern human races, via successive waves of migration from Africa.

3. The T (thymine) in DNA is replaced with a slightly different base, called uracil (U) in RNA. This is one of only two tiny differences in structure between RNA and DNA, the other being the use of a sugar called ribose instead of the deoxyribose in DNA. We’ll see later what a big functional difference these two tiny chemical details make.

4. So how does nature avoid the frame-reading problem? Simple: it starts at the start and ends at the end of mRNA. Instead of tRNAs lining up like piglets on the mother’s nipples, the process is strikingly mechanical. The mRNA is fed like an audiotape through a ribosome, which works as a tape-reader, reading off each codon in turn, until it reaches the end. Instead of zipping up the whole protein when finished, the protein is extended bit by bit, until finally it is released when the ribosome reaches the end. Several ribosomes can work their way down the same strand of messenger RNA at once, each one building a new protein as it goes.

5. The names don’t concern us, but for what it’s worth: if the first letter of the code is a C, the amino acid encoded is derived from 
 -ketoglutarate; if an A, the amino acid derives from oxalocetate; if T, pyruvate. Finally, if the first letter is a G, the amino acid is formed in a single equivalent step from any of a number of simple precursors.

6. It is possible that the transfer of the amino acid to the RNA depends on the sequence of the RNA. Michael Yarus and colleagues at the University of Colorado have shown that small RNA molecules containing multiple anticodon sequences bind the ‘correct’ amino acid with up to a millionfold greater affinity than other amino acids.

7. In the lab an enzyme is needed too–a DNA polymerase. It’s likely that an enzyme would be needed to promote RNA or DNA replication in the vents too; but there’s nothing to say that the enzyme should be a protein. An RNA replicase should do just as well, and this has become a bit of a holy grail, although its existence seems likely.

8. Our own (eukaryotic) method of DNA replication is taken from the archaea, not the bacteria, for reasons that we’ll explore in Chapter 4.

9. Watson and Crick observed: ‘It is probably impossible to build this structure [a double helix] with a ribose sugar in place of the deoxyribose, as the extra oxygen atom would make too close a van der Waals contact.’

Chapter 3

1. There is about 550 times more oxygen than carbon dioxide in the atmosphere, obviously making it much easier to double or treble carbon dioxide levels. However, even though atmospheric oxygen levels have not changed much at all, rising temperatures lowers the solubility of oxygen in water. Already fish populations are being affected by low dissolved oxygen levels in the oceans. For example, the eelpout populations in the North Sea vary year by year with dissolved oxygen concentration–the lower the oxygen, the smaller the population.

2. For more on the role of oxygen in evolution, see my earlier book Oxygen: The Molecule that Made the World.

3. If you want to know more I can heartily recommend Oliver Morton’s book Eating the Sun.

4. T. H. Huxley, on reading The Origin of Species, exclaimed ‘How extremely stupid not to have thought of that!’

5. In the electromagnetic spectrum, energy and wavelength are inversely related; the lower the wavelength the higher the energy. Chlorophyll absorbs light in the visible part of the spectrum, specifically red light. The powerful oxidant form of chlorophyll is known as P680, as it absorbs light with a wavelength of 680 nanometres. Other forms of plant chlorophyll absorb slightly less energetic light, with a wavelength of 700 nanometres. Blue and yellow light are not needed for photosynthesis at all, and so are reflected back (or transmitted through)–and this is why we see plants as green.

6. For those who wonder how biochemistry got its bad name, NADPH stands for the reduced form of nicotinamide adenine dinucleotide. It is a strong ‘reductant’, which is to say a strong pusher of electrons.

7. Technically speaking, they are not called photosystems in bacteria, but photosynthetic units. However, the bacterial reaction centres prefigure the plant photosystems so exactly in both structure and function that I shall stick with the same term.

8. Porphyria is actually a group of diseases caused by porphyrins accumulating in the skin and organs. Most forms are quite benign, but sometimes the porphyrins which collect are activated by light and cause the most distressing burns. The worst forms of the disease, such as chronic erythropoietic porphyria, are so destructive that the nose and ears can be eaten away, and the gums eroded leaving teeth protruding like fangs, with scar tissue and hair growing on the face. Some biochemists have linked these conditions with folk legends of vampires and werewolves, much to the anger of people with milder forms of the disease, who feel they have enough to contend with without being labelled outcasts. In fact, the worst forms of porphyria are rarely seen these days, as precautions and better treatments have limited the nastiest afflictions. More positively, the caustic properties of light-sensitive porphyrins have been put to good use as a treatment for cancer–photodynamic therapy–in which light is used to activate porphyrins targeted to the tumour.

9. According to John Allen, the two photosystems diverged in an ancestor of the cyanobacteria under different usage; others argue that the two photosystems diverged in totally different lines of bacteria, and were brought together later by some kind of gene fusion, forming a genetic chimera that was itself the ancestor of modern cyanobacteria. Recent evidence favours Allen’s view (by suggesting that the photosystems passed from cyanobacteria to other lines rather than the other way around) but at present the genetic evidence is equivocal. Either way, however, the photosystems must have functioned independently to begin with.

10. According to Jim Barber, this is exactly how the oxygen-evolving complex forms today. If the complex is removed from Photosystem II, and the ‘empty’ photosystem is placed in a solution containing manganese and calcium ions, a series of light flashes can reconstitute the complex. Each flash oxidises one manganese ion, which, when oxidised, binds into place. After five or sex flashes, all the manganese and calcium ions are in place, reconstituting the full oxygen-evolving complex. In other words, given the right protein context, the complex is self-assembling.

Chapter 4

1. By the time you read this, Windows XP may mean no more to you than Windows 286. It will have vanished too, no doubt replaced by a yet more sophisticated (if unstable and virus-prone) system.

2. That doesn’t mean to say there aren’t any bacterial equivalents. For example, the bacterial cytoskeleton is composed of proteins that are plainly related to the eukaryotic equivalents, because their physical structure is so similar that they can be superimposed in space. Even so, the gene sequences have diverged to the point of losing all identity. If judged on gene sequence alone, the cytoskeletal proteins would be considered uniquely eukaryotic.

3. Woese maintains that his ribosomal RNA tree is ‘canonical’ because the gene for small-subunit ribosomal RNA is not just slowly evolving, but is never exchanged by lateral gene transfer: it is only ever inherited vertically, which is to say from mother to daughter cell. However, this is not strictly true; there are known examples of lateral transfer of the ribosomal RNA gene among bacteria such as Neisseria gonorrhoea. How common this is over evolutionary time is another question, one that can only be answered through more sophisticated ‘consensus’ trees using many genes.

4. This is a cellular version of that old philosophical chestnut about identity: would we retain our sense of ‘self ’ if we exchanged all but the bits of brain responsible for our memory? And if our memories were transplanted into another person, would they assume the donor’s persona? A cell, like a person, is surely the sum of all its parts.

5. Evolution, of course, does both, and there is no contradiction; the difference boils down to whether the speed of change is measured in generations or geological aeons. Most mutations are damaging and are eliminated by natural selection, leaving everything the same, unless changes in the environment (like mass extinctions) alter the status quo. Then change can be rapid in terms of geological time; but it is still mediated by the same processes at the level of the genes, and it is still slow in terms of change from one generation to the next. Whether catastrophes or small changes are emphasised depends a great deal on temperament–whether scientists are given to cry revolution!

6. The ‘hydrogen hypothesis’ of Bill Martin and Miklós Müller postulates that the relationship is between an archaeon, which grows on hydrogen and carbon dioxide, and a bacterium capable of respiring with oxygen or of fermenting to produce hydrogen and carbon dioxide, as circumstances demand. This versatile bacterium can presumably make use of the methane released as a waste product by the archaeon. But I won’t discuss this idea any further here, as I did so at some length in an earlier book, Power, Sex, Suicide: Mitochondria and the Meaning of Life. The ideas discussed in the next few pages are developed in more detail in that book.

7. Technically, the surface-area-to-volume ratio falls with greater size, because the surface area rises as a square, while volume rises as a cube. Doubling the linear dimensions quadruples the surface area (2 × 2 = 4) but raises the volume eightfold (2 × 2 × 2 = 8). The outcome is that energetic efficiency tails away as bacteria get bigger–the membrane used for generating energy becomes smaller relative to cell volume.

8. I have argued this case in lectures around the world and have yet to be faced with a ‘killer’ criticism. The closest is from Cavalier-Smith, who points to a few eukaryotic cells that phagocytose without mitochondria today. I don’t think their existence refutes the argument, as the strongest selection pressures are against prokaryotes that respire over their outer membrane. Once a phagocyte has evolved, it is possible to whittle away at one or another of its parts under various circumstances, a process of reductive evolution common in parasites. It is much easier for a fully evolved phagocyte to lose mitochondria under certain circumstances, like parasitism, than for a prokaryote to evolve into a phagocyte without the aid of mitochondria.

Chapter 5

1. Some say the lady was Mrs Patrick Campbell, England’s most celebrated and notorious actress, for whom Shaw later wrote the part of Eliza Doolittle in Pygmalion; others say she was the scandalous mother of modern dance, Isadora Duncan. But the story is probably apocryphal.

2. In Uganda, one of the few African countries to turn the tide, the prevalence of HIV has fallen from 14 per cent to 6 per cent over a decade, largely the result of better public information. The message is simple enough in principle, if not in practice: avoid unprotected sex. One study showed that the success of Uganda’s ‘ABC route’–Abstinence, Be faithful, use Condoms–is largely attributable to the last of these.

3. Behaviour, incidentally, predicted by Richard Dawkins in The Selfish Gene, and since borne out beyond even his penetrating vision.

4. Bacteria do not replicate strictly clonally in this sense, because they also acquire DNA by lateral transfer from other sources. In this sense, bacteria are far more flexible than asexual eukaryotes. The difference that it makes for bacteria can be seen in the rapid spread of antiobiotic resistance, which is usually achieved via the lateral transfer of genes.

5. The story is told by Matt Ridley, with trademark flair, in his book The Red Queen, first published in 1993.

6. You may object that the immune system evolved to do that. True enough, it did, but in fact the immune system has a weakness that can only be fixed by sex. To work, the immune system must distinguish between ‘self ’ and ‘foreign’. If the proteins that define ‘self ’ remain the same generation after generation, then all that a parasite must do to evade the immune system is to camouflage itself in proteins that look like ‘self ’: ignore all the smoke and mirrors and go for the sitting duck. This is what would happen to any clones that have an immune system. Only sex (or very high mutation rates at critical targets) can change the immune system’s conception of ‘self ’ every generation.

7. Not quite true. One reason that the Y chromosome hasn’t disappeared altogether is that it contains multiple copies of the same gene. The chromosome apparently bends double, allowing recombination between the genes on the same chromosome. Even such restricted recombination appears to have saved the Y chromosome from oblivion, at least in most mammals. Some, though, like Asiatic mole voles, have lost their Y chromosome altogether. How their males are specified is uncertain, but it’s reassuring that men aren’t necessarily doomed along with our degenerate chromosome.

8. These two statements say nothing about the identity of the host cell, or the nature of the symbiotic union between cells, two aspects that are particularly controversial. Nor does it matter, in this scenario, whether the host cell has a nucleus, or a cell wall or a phagocytic lifestyle. So while the origin of the eukaryotic cell is controversial in many respects, the ideas outlined here are independent of any one theory.

Chapter 6

1. William Croone was one of the founding members of the Royal Society, and his name lives on in the Croonian Lecture, the Society’s premier lecture in biological sciences.

2. Churchill famously wrote: ‘History will be kind to me, for I intend to write it.’ His magisterial writings were duly awarded the Nobel Prize for Literature in 1953. When did history last win the prize for literature?

3. Perutz and Kendrew first solved the structure of sperm whale myoglobin, which might seem a curious choice. The reason was that myoglobin had been found to crystallise from pools of blood and gore on the decks of whalers (it is present at much higher concentrations in the muscles of diving mammals like whales). This tendency to crystallise is critical, as some form of crystal, or at least repetitive structure, is needed for crystallography to work at all.

4. Different muscles are composed of a mix of different fibres. Fast-twitch fibres depend on anaerobic respiration for their power, which is fast but inefficient: such fibres contract quickly (with fast myosins) but tire easily. They have little need for rich capillary networks, mitochondria, or myoglobin, the accoutrements of aerobic respiration, and this gives them a predominantly white colour, reflected in white meat. Slow-twitch fibres are found mainly in red meat, and rely on aerobic respiration (with slower myosins). They contract more slowly but fatigue less easily.

5. This is actually a slight simplification: the gene sequences are 80 per cent identical, but the sequence of amino acids in the protein are 95 per cent identical. This is possible because there are several ways of encoding the same amino acid (see Chapter 2). The discrepancy reflects regular mutations in gene sequence, coupled with a strong selection for retaining the original protein sequence. Almost the only changes in gene sequence permitted by selection are those that do not change the identity of the amino acids in the chain. Just another small sign of selection in action.

6. Of course, these changes actually happened the other way around: the processive motors eventually became the thick filaments of muscle. Perhaps this explains why each myosin molecule still has two heads in muscle, even though they don’t seem to be usefully coordinated.

7. Bacteria can also move around, using a flagellum that is very different to anything in eukaryotic cells. It is basically a rigid corkscrew, rotated on its axis by a protein motor. The bacterial flagellum is frequently touted as an example of ‘irreducible complexity’, but the argument has been dealt with so comprehensively elsewhere that I don’t intend to tackle it here. If you want to find out more about the bacterial flagellum, do please read The Flagellum Unspun by Ken Miller, an eminent biochemist, scourge of the intelligent design movement, and a practising Catholic. He sees no contradiction between the belief that the molecular details of life are all explained by evolution and a belief in God. Advocates of intelligent design, however, he dismisses as a double failure, ‘rejected by science because they do not fit the facts, and having failed religion because they think too little of God’.

8. Specifically the G-proteins, a family of molecular ‘switches’ involved in cell signalling. The bacterial relatives are a large family of GTPase proteins. The names are not important; suffice to say that the protein ancestors are known.

9. An even less helpful example is bovine spongiform encephalopathy, or BSE, otherwise known as mad-cow disease. BSE is an infectious disease transmitted by prions, which is to say proteins that act as infectious particles. These alter the structure of adjacent proteins. The altered proteins polymerise into long fibrils, in other words, they form a sort of cytoskeleton. Although assumed to be simply pathological, recent work suggests that prion-like proteins may play a role in the formation of long-term memory at synapses in the brain.

Chapter 7

1. One of the few claims to fame of my old school was a boy who went on to cox for Cambridge in the boat race with Oxford. He steered the Cambridge boat straight into a barge, and sank, along with his very despondent crew. He later explained the barge was in his blind spot.

2. ‘I could see that, if not actually disgruntled, he was far from being gruntled.’

3. Did you know, for example, that most mammals (primates apart) have no ability to accommodate, which is to say, adjust their focus from long-distance to close-up? It’s an added extra.

4. Ammonites fell extinct with the dinosaurs leaving their magnificent spiral shells behind as fossils in Jurassic rocks. My favourite specimen is embedded on a vertiginous and, for an ageing rock climber, tantalisingly unattainable ledge on the sea cliffs at Swanage in Dorset.

5. The final step to evolve a trilobite eye, not included in Figure 7.2, would be the duplication of ready-made facets to form a compound eye. This is not a problem: life is good at duplicating existing parts.

6. My own favourite is the tiny parasitic flatworm Entobdella soleae, which has a lens made from mitochondria fused together. Mitochondria are normally the ‘powerhouses’ of complex cells, generating all the energy we need to live, and they certainly don’t have any special optical properties. Indeed, other flatworms have lenses made from clusters of mitochondria that don’t even bother to fuse. Apparently a cluster of ordinary cellular components bends light well enough to serve some advantage.

7. The Bell Labs team were actually interested in the commercial production of microlens arrays for use in electronic and optical devices. Rather than trying to fashion these arrays with lasers, the normal but flawed technological approach, the team followed the lessons of biology–the buzzword is biomimetics–and let nature do it for them. Their success was reported in Science in 2003.

8. The late Sir Eric Denton, head of the Marine Biology Association lab in Plymouth, told a good variant: ‘When you get a good result have a good dinner before you repeat it. Then at least you’ve had a good dinner.’

9. The sharp-eyed, or forewarned, will have noticed that the ‘red’ cone absorbs maximally at 564 nanometres, which is not red at all, but in the yellowish-green part of the spectrum. For all its vividness, red is a complete figment of the imagination: we ‘see’ red when the brain assimilates the information from two different cones: no signal at all from the green cone, and a waning signal from the yellowish-green cone. It just goes to show the power of the imagination. Next time you argue about whether two dissimilar shades of red match, remind your adversary that there’s no ‘right’ answer; she must be wrong.

10. As all paparazzi know, the bigger the lens, the better it sees; and the same applies to eyes. The reverse is obviously true, and sets a lower limit to the size of the lens, somewhere near the size of the individual facets of the insect compound eye. The problem hinges not just on lens size, but also on the wavelength of light–shorter wavelengths give better resolution. Perhaps this explains why insects today, and the early (small) vertebrates, see in the ultraviolet: it gives better resolution in small eyes. We don’t need it because we have a large lens, and so can afford to cut out this more damaging part of the spectrum. Interestingly, the ability of insects to see in the ultraviolet means that they can perceive patterns and colours that exist in flowers which we see simply as white. That helps account for why there are so many white flowers in the world: to the pollinators themselves, they are richly patterned.

11. Bacterial rhodopsins are common. They have a similar structure to both algal and animal rhodopsins, and their gene sequences are related to the algal rhodopsins. Bacteria use rhodopsins both as light sensors and for a form of photosynthesis.

Chapter 8

1. Clement Freud was the grandson of Sigmund Freud and for a time a Liberal politician. On an official trip to China, he was surprised to find that his junior colleague had been given a grander suite. It was explained that his colleague was the grandson of Winston Churchill. ‘It’s the only time I’ve ever been out-grandfathered!’ recalled Freud.

2. This is not strictly true. Larger animals produce less heat per pound than small animals, that is, metabolic rate falls with size. The reasons are controversial and I won’t go into them here. For those who want a full discussion, see my earlier book Power, Sex, Suicide: Mitochondria and the Meaning of Life. Suffice to say that large animals do indeed retain heat better than small animals, even though they generate less heat per pound.

3. With apologies to blues legend Howlin’ Wolf. ‘Some folk built like this, some folk built like that. But the way I’m built, you shouldn’t call me fat. Because I’m built for comfort, I ain’t built for speed.’

4. If you have difficulty conceiving of how all these traits could be selected for at once, just look around you. Some people are obviously more athletic than others–a small proportion of individuals are blessed with Olympic stature. You may not wish to accept this as your mission, but a programme breeding athletes with athletes and selecting only the fittest would almost certainly succeed in producing ‘superathletes’. Such experiments have been done in rats, to study diabetes, and ‘aerobic capacity’ was improved by 350 per cent in just ten generations (lowering the risk of diabetes). They also lived six months longer–a lifespan extension of about 20 per cent.

5. One interesting possibility, argued forcefully by Paul Else and Tony Hulbert, at the University of Wollongong in Australia, relates to the lipid composition of cell membranes. A fast metabolic rate demands the fast passage of materials across membranes, and this generally requires a relatively high proportion of polyunsaturated fatty acids, whose kinked chains produce greater fluidity–the difference between lards and oils. If animals are selected for high aerobic capacity, they tend to have more polyunsaturated fatty acids, and their presence in visceral organs may force a higher resting metabolic rate too. The drawback is that it should be possible to vary the fatty acid composition of membranes in different tissues, and this certainly happens to some extent. So I’m not convinced it quite solves the problem. Nor does it explain why there should be more mitochondria in the visceral organs of hot-blooded animals. This implies that a high metabolic rate has been deliberately selected for in these organs, rather than being an accident of lipid composition.

6. The discovery of a fossil lystrosaur in Antarctica by Edwin Colbert in 1969 helped confirm the then controversial theory of plate tectonics, for lystrosaurs had already been found in southern Africa, China and India. It was easier to believe that Antarctica floated there than that the squat lystrosaurs swam.

7. The essential insight, according to Richard Prum at Yale, is that feathers are basically tubular. Tubes are important from an embryological point of view, because they have several axes: up/down, across, and inside/outside. Such axes generate biochemical gradients, as signalling molecules diffuse down the axes. The gradients in turn activate different genes along the axes, which control embryonic development. Bodies, too, are essentially ‘tubes’ to embryologists.

8. As an ex-smoker and mountaineer, used to gasping for breath at all altitudes, I can only begin to imagine the rush that birds would get from smoking–the impact of continuous-infusion, high-efficiency uptake must be dizzying!

9. The size of theropod skulls implies they had big brains, perhaps made possible by a high metabolic rate. But brain size is hard to interpret because many reptiles don’t fill their cranium with brain. Traces on theropod skulls suggest that blood vessels serving the brain touched the skull, indicating their brain did fill the cranium, but that’s hardly conclusive. And there are cheaper ways to build a big brain than being hot-blooded; there’s no necessary connection.

10. The evidence for all this is preserved in the rocks as ‘isotopic signatures’. For those who want to know more, I’ll be so bold as to recommend an article I wrote for Nature on the subject: ‘Reading the Book of Death’, Nature (July, 2007).

Chapter 9

1. According to Michael Gazzaniga, in his book The Social Brain, his mentor Roger Sperry had returned from a conference at the Vatican, and remarked that the Pope had said, in essence if not these exact words, ‘that the scientists could have the brain and the Church would have the mind’.

2. I am adopting a dualistic vocabulary–assuming a distinction between mind and brain–even though I do not think there is a distinction, partly to emphasise how deeply embedded within the language such dualism is, and partly because it reflects the explanatory challenge. If the mind and the brain are the same thing, then we must explain why they do not seem to be. Merely to say ‘It’s all an illusion!’ is not good enough; what is the molecular basis of the illusion?

3. The original Deep Blue lost a series to Kasparov in 1996, despite winning a single game. An updated version, known unofficially as Deeper Blue, beat Kasparov in a series in 1997, but Kasparov said he sometimes saw ‘deep intelligence and creativity’ in the computer’s moves, and accused IBM of cheating. On the other hand, if a coterie of computer programmers can defeat a genius at chess, the implications are nearly as bad–genius by committee.

4. For anyone interested in more of these strange cases I must recommend V. S. Ramachandran’s fascinating books, deeply grounded as they are in neurology and evolution.

5. Oscillations are rhythmic changes in the electrical activity of single neurons, and if enough act together in concert they can be picked up on an EEG. When a neuron fires it depolarises, which is to say, the membrane charge partly dissipates, as ions like calcium and sodium rush into the cell. If neuronal firing is random and sporadic, it is hard to pick up anything organised on an EEG; but if large numbers of neurons across the brain depolarise and then repolarise in rhythmic waves, the effects can be picked up as brain waves on an EEG. Oscillations in the region of 40 Hz mean that many neurons are firing in synchrony, roughly every 25 milliseconds.

6. Synapses are tiny sealed gaps between neurons, which physically break the passage of a nerve impulse (which is to say, they interrupt firing). Chemicals called neurotransmitters are released when an impulse arrives at a synapse. These diffuse across the gap, then bind to receptors on the ‘post-synaptic’ neuron, either activating or inhibiting it, or inducing longer-term changes that strengthen or weaken synapses. The formation of new synapses or alteration of existing synapses is involved in the formation of memories and learning, though much remains to be discovered about the detailed mechanisms.

7. There’s even some tantalising evidence that consciousness is composed of ‘still frames’ in much the same way as a movie. These frames can vary in duration from a few tens of milliseconds to a hundred or more. Shortening or lengthening these frames, under the influence of emotions, for example, may account for why time seems to slow down or speed up under different circumstances. So time would slow down fivefold if frames were built every 20 milliseconds rather than every 100 milliseconds: we would see an arm wielding a knife move in slow motion.

8. Dark matter is the stuff of consciousness, and described as ‘Dust’ in the ‘His Dark Materials’ trilogy of novelist Philip Pullman, I presume in homage to James’s ‘mind-dust’.

Chapter 10

1. Technically bacteria and plants possess ‘metacaspase’ enzymes, not true caspases; but the metacaspases are plainly the evolutionary precursors of the caspases found in animals, and serve many similar purposes. For simplicity, I shall refer to them all as caspases. For more detail, see my article ‘Origins of Death’, Nature (May, 2008).

2. Enzyme cascades are important in cells because they amplify a small starting signal. Imagine that a single enzyme is activated, which in turn activates ten target enzymes, each of which activates another ten targets. We now have a hundred active enzymes. If each activates another ten targets we have a thousand, then ten thousand, and so on. It only takes six steps in such a cascade to activate a million executioners that tear apart the cell.

3. There were other reasons, of course, that set the eukaryotes on the path to multicellularity, while the bacteria never really developed beyond colonies, in particular the tendency of eukaryotic cells to grow larger and accumulate genes. The reasons behind this development are a major theme of my earlier book Power, Sex, Suicide: Mitochondria and the Meaning of Life.

4. I don’t know whether I’m harbouring any ApoE4 variants, but from the spectrum of diseases that run in my family I wouldn’t be entirely surprised to find I had at least one. That’s why I’d rather not know. I ought to get down the gym.

5. Kirkwood called his theory the ‘disposable soma theory’, recollecting Weismann’s terms of reference. The body is subservient to the germ-line, Kirkwood and Weismann say in unison; and the Pacific salmon is an exemplary case.

6. There may be some unexpected drawbacks. One man who subjected himself to a strict calorie restriction regime unexpectedly broke his leg after a minor fall. He had developed serious osteoporosis, and his doctor, rightly, warned him off the dietary regime.

7. For those who really want to know how a molecule can be ‘sensitive’ to the presence or absence of nutrients, SIRT-1 binds to and is activated by the ‘spent’ form of a respiratory coenzyme called NAD, which only builds up in the cell when substrates such as glucose are depleted. TOR is ‘redox sensitive’ which means that its activity differs according to the oxidation state of the cell, which again reflects the availability of nutrients.

8. We noted another possible trade-off earlier: cancer versus degenerative disease. Mice with an extra gene for SIRT-1 show signs of better health, but don’t live longer. Instead they mostly die of cancer, an unfortunate trade-off.

9. Other postulated ‘clocks’, like the length of telomeres (the caps on the end of chromosomes that shorten with every cell division) don’t correlate at all with lifespan across species. While correlation doesn’t prove causality, it’s a good starting point. Lack of correlation more or less disproves causality. Whether the telomeres protect against cancer, by blocking limitless cell division, is a moot point, but they certainly don’t determine lifespan.

10. A few examples should clarify my meaning. I’m not talking about the kind of acute inflammation we see in an inflamed cut. Atherosclerosis entails a chronic inflammatory reaction to material accumulating in arterial plaques, and ongoing inflammation exacerbates the process. Alzheimer’s disease is driven by a persistent inflammatory reaction to amyloid plaques in the brain; age-related macular degeneration involves inflammation of the retinal membranes, leading to the in-growth of new blood vessels and blindness. I could go on–diabetes, cancer, arthritis, multiple sclerosis, and more. Chronic mild inflammation is the common denominator. Smoking provokes such diseases largely by exacerbating inflammation. Conversely, blocking TOR induces mild immunosuppression, as we’ve seen, and this might help to dampen inflammation.

11. The idea of a glycolytic switch goes back to Otto Warburg in the 1940s, but has recently been verified. As a general rule only cells that can do without their mitochondria turn cancerous. The greatest culprits are stem cells, which have little dependence on mitochondria and are often implicated in tumorogenesis. Otherwise skin cells, lung cells, white blood cells, all are relatively independent of mitochondria, and all are associated with tumours.

12. As Gustavo Barja notes, the fact that evolution can extend lifespan by a whole order of magnitude implies that a very significant prolongation of human lifespan is quite feasible, merely exacting.
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INTRODUCTION:



WHY IS LIFE THE WAY IT IS?




There is a black hole at the heart of biology. Bluntly put, we do not know why life is the way it is. All complex life on earth shares a common ancestor, a cell that arose from simple bacterial progenitors on just one occasion in 4 billion years. Was this a freak accident, or did other ‘experiments’ in the evolution of complexity fail? We don’t know. We do know that this common ancestor was already a very complex cell. It had more or less the same sophistication as one of your cells, and it passed this great complexity on not just to you and me but to all its descendants, from trees to bees. I challenge you to look at one of your own cells down a microscope and distinguish it from the cells of a mushroom. They are practically identical. I don’t live much like a mushroom, so why are my cells so similar? It’s not just that they look alike. All complex life shares an astonishing catalogue of elaborate traits, from sex to cell suicide to senescence, none of which is seen in a comparable form in bacteria. There is no agreement about why so many unique traits accumulated in that single ancestor, or why none of them shows any sign of evolving independently in bacteria. Why, if all of these traits arose by natural selection, in which each step offers some small advantage, did equivalent traits not arise on other occasions in various bacterial groups?

These questions highlight the peculiar evolutionary trajectory of life on earth. Life arose around half a billion years after the earth’s formation, perhaps 4 billion years ago, but then got stuck at the bacterial level of complexity for more than 2 billion years, half the age of our planet. Indeed, bacteria have remained simple in their morphology (but not their biochemistry) throughout 4 billion years. In stark contrast, all morphologically complex organisms – all plants, animals, fungi, seaweeds and single-celled ‘protists’ such as amoeba – descend from that singular ancestor about 1.5–2 billion years ago. This ancestor was recognisably a ‘modern’ cell, with an exquisite internal structure and unprecedented molecular dynamism, all driven by sophisticated nanomachines encoded by thousands of new genes that are largely unknown in bacteria. There are no surviving evolutionary intermediates, no ‘missing links’ to give any indication of how or why these complex traits arose, just an unexplained void between the morphological simplicity of bacteria and the awesome complexity of everything else. An evolutionary black hole.

We spend billions of dollars a year on biomedical research, teasing out the answers to unimaginably complex questions about why we get ill. We know in enormous detail how genes and proteins relate to each other, how regulatory networks feed back into each other. We build elaborate mathematical models and design computer simulations to play out our projections. Yet we don’t know how the parts evolved! How can we hope to understand disease if we have no idea why
 cells work the way they do? We can’t understand society if we know nothing of its history; nor can we understand the workings of the cell if we don’t know how it evolved. This isn’t just a matter of practical importance. These are human questions about why we are here. What laws gave rise to the universe, the stars, the sun, the earth, and life itself? Will the same laws beget life elsewhere in the universe? Would alien life be anything like us? Such metaphysical questions lie at the heart of what makes us human. Some 350 years after the discovery of cells, we still don’t know why life on earth is the way it is.

You might not have noticed that we don’t know. It’s not your fault. Text books and journals are full of information, but often fail to address these ‘childlike’ questions. The internet swamps us with all manner of indiscriminate facts, mixed with varying proportions of nonsense. But it’s not merely a case of information overload. Few biologists are more than dimly aware of the black hole at the heart of their subject. Most work on other questions. The great majority study large organisms, particular groups of plants or animals. Relatively few work on microbes, and even fewer on the early evolution of cells. There’s also a concern about creationists and intelligent design – to admit we don’t know all the answers risks opening the door to naysayers, who deny that we have any meaningful knowledge of evolution. Of course we do. We know an awful lot. Hypotheses on the origins of life and the early evolution of cells must explain an encyclopedia of facts, conform to a straitjacket of knowledge, as well as predict unexpected relationships that can be tested empirically. We understand a great deal about natural selection and some of the more random processes that sculpt genomes. All these facts are consistent with the evolution of cells. But this same straitjacket of facts is precisely what raises the problem. We don’t know why life took the peculiar course that it did.

Scientists are curious people, and if this problem were as stark as I’m suggesting, it would be well known. The fact is – it’s far from obvious. The various competing answers are esoteric, and all but obscure the question. Then there’s the problem that clues come from many disparate disciplines, from biochemistry, geology, phylogenetics, ecology, chemistry and cosmology. Few can claim real expertise in all those fields. And now we are in the midst of a genomic revolution. We have thousands of complete genome sequences, codes that stretch over millions or billions of digits, all too often containing conflicting signals from the deep past. Interpreting these data demands rigorous logical, computational and statistical know-how; any biological understanding is a bonus. And so the clouds have been swirling around with arguments. Each time a gap opens up, it reveals an increasingly surreal landscape. The old comforts have been evaporating. We’re now faced with a stark new picture, and it’s both real and troubling. And from a researcher’s standpoint, hoping to find some significant new problem to solve, it’s flat out thrilling! The biggest questions in biology are yet to be solved. This book is my own attempt to make a start.

How do bacteria relate to complex life? The roots of the question date right back to the discovery of microbes by the Dutch microscopist Antony van Leeuwenhoek in the 1670s. His menagerie of ‘little animals’ thriving under the microscope took some believing, but was soon confirmed by the equally ingenious Robert Hooke. Leeuwenhoek also discovered bacteria, and wrote about them in a famous paper of 1677: they were ‘incredibly small; nay, so small, in my sight, that I judged that even if 100 of these very wee animals lay stretched out one against another, they could not reach the length of a grain of course sand; and if this be true, then ten hundred thousand of these living creatures could scarce equal the bulk of a course grain of sand’. Many doubted that Leeuwenhoek could possibly have seen bacteria using his simple single-lens microscopes, though it is now incontrovertible that he did so. Two points stand out. He found bacteria everywhere – in rainwater and the sea, not just on his own teeth. And he intuitively made some distinction between these ‘very wee animals’ and the ‘gygantick monsters’ – microscopic protists! – with their enthralling behaviour and ‘little feet’ (cilia). He even noticed that some larger cells were composed of a number of little ‘globules’, which he compared with bacteria (though not in those terms). Among these little globules, Leeuwenhoek almost certainly saw the cell nucleus, the repository of the genes in all complex cells. And there the matter lay for several centuries. The famous classifier Carl Linnaeus, 50 years after Leeuwenhoek’s discoveries, had just lumped all microbes into the genus Chaos
 (formless) of the phylum Vermes (worms). In the nineteenth century Ernst Haeckel, the great German evolutionist and contemporary of Darwin, formalised the deep distinction again, separating bacteria from other microbes. But in conceptual terms, there was little advance until the middle of the twentieth century.

The unification of biochemistry brought matters to a head. The sheer metabolic virtuosity of bacteria had made them seem uncategorisable. They can grow on anything, from concrete to battery acid to gases. If these totally different ways of life had nothing in common, how could bacteria be classified? And if not classified, how could we understand them? Just as the periodic table brought coherence to chemistry, so biochemistry brought an order to the evolution of cells. Another Dutchman, Albert Kluyver, showed that similar biochemical processes underpinned the extraordinary diversity of life. Processes as distinct as respiration, fermentation and photosynthesis all shared a common basis, a conceptual integrity which attested that all life had descended from a common ancestor. What was true of bacteria, he said, was also true of elephants. At the level of their biochemistry, the barrier between bacteria and complex cells barely exists. Bacteria are enormously more versatile, but the basic processes that keep them alive are similar. Kluyver’s own student Cornelis van Niel, together with Roger Stanier, perhaps came closest to appreciating the difference: bacteria, like atoms, could not be broken down any further, they said: bacteria are the smallest unit of function. Many bacteria can respire oxygen in the same way that we do, for example, but it takes the whole bacterium to do so. Unlike our own cells, there are no internal parts dedicated to respiration. Bacteria divide in half as they grow, but in function they are indivisible.

And then came the first of three major revolutions that have wracked our view of life in the past half century. This first was instigated by Lynn Margulis in the summer of love, 1967. Complex cells did not evolve by ‘standard’ natural selection, Margulis argued, but in an orgy of cooperation, in which cells engaged with each other so closely that they even got inside each other. Symbiosis is a long-term interaction between two or more species, usually some sort of trade for wares or services. In the case of microbes, those wares are the substances of life, the substrates of metabolism, which power the lives of cells. Margulis talked about endo
 symbiosis – the same types of trade, but now so intimate that some collaborating cells physically live inside their host cell like the traders who sold from within the temple. These ideas trace their roots to the early twentieth century, and are reminiscent of plate tectonics. It ‘looks’ as if Africa and South America were once joined together, and later pulled apart, but this childlike notion was long ridiculed as absurd. Likewise, some of the structures inside complex cells look like bacteria, and even give the impression of growing and dividing independently. Perhaps the explanation really was as simple as that – they are bacteria!

Like tectonics these ideas were ahead of their time, and it was not until the era of molecular biology in the 1960s that it was possible to present a strong case. This Margulis did for two specialised structures inside cells – the mitochondria, seats of respiration, in which food is burned in oxygen to provide the energy needed for living, and the chloroplasts, the engines of photosynthesis in plants, which convert solar power into chemical energy. Both of these ‘organelles’ (literally miniature organs) retain tiny specialised genomes of their own, each one with a handful of genes encoding at most a few dozen proteins involved in the mechanics of respiration or photosynthesis. The exact sequences of these genes ultimately gave the game away – plainly, mitochondria and chloroplasts do derive from bacteria. But notice I say ‘derive’. They are no longer bacteria, and don’t have any real independence, as the vast majority of the genes needed for their existence (at least 1,500 of them) are found in the nucleus, the genetic ‘control centre’ of the cell.

Margulis was right about the mitochondria and chloroplasts; by the 1980s, few doubters remained. But her enterprise was much greater: for Margulis, the entire complex cell, now generally known as the eukaryotic
 cell (from the Greek meaning ‘true nucleus’) was a patchwork of symbioses. In her eyes, many other parts of the complex cell, notably the cilia (Leeuwenhoek’s ‘little feet’), also derived from bacteria (spirochetes in the case of cilia). There had been a long succession of mergers, which Margulis now formalised as the ‘serial endosymbiosis theory’. Not just individual cells but the whole world was a vast collaborative network of bacteria – ‘Gaia’, an idea that she pioneered with James Lovelock. While the concept of Gaia has enjoyed a renaissance in the more formal guise of ‘earth systems science’ in recent years (stripping Lovelock’s original teleology), the idea that complex ‘eukaryotic’ cells are an ensemble of bacteria has far less to support it. Most of the structures of the cell do not look as if they derived from bacteria, and there’s nothing in the genes to suggest that they do. So Margulis was right about some things and almost certainly wrong about others. But her crusading spirit, forceful femininity, dismissal of Darwinian competition and tendency to believe in conspiracy theories, meant that when she died prematurely from a stroke in 2011, her legacy was decidedly mixed. A feminist heroine for some and loose cannon for others, much of this legacy was sadly far removed from science.

Revolution number two was the phylogenetic revolution – the ancestry of genes. The possibility had been anticipated by Francis Crick as early as 1958. With characteristic aplomb, he wrote: ‘Biologists should realise that before long we shall have a subject which might be called “protein taxonomy” – the study of amino acid sequences of proteins of an organism and the comparison of them between species. It can be argued that these sequences are the most delicate expression possible of the phenotype of an organism and that vast amounts of evolutionary information may be hidden away within them.’ And lo, it came to pass. Biology is now very much about the information concealed in the sequences of proteins and genes. We no longer compare the sequences of amino acids directly, but the sequences of letters in DNA (which encodes proteins), giving even greater sensitivity. Yet for all his vision, neither Crick nor anyone else began to imagine the secrets that actually emerged from the genes.

The scarred revolutionary was Carl Woese. In work beginning quietly in the 1960s and not bearing fruit until a decade later, Woese selected a single gene to compare between species. Obviously, the gene had to be present in all species. What’s more, it had to serve the same purpose. That purpose had to be so fundamental, so important to the cell, that even slight changes in its function would be penalised by natural selection. If most changes are eliminated, what remains must be relatively unchanging – evolving extremely slowly, and changing little over vast periods of time. That’s necessary if we want to compare the differences that accumulate between species over literally billions of years, to build a great tree of life, going back to the beginning. That was the scale of Woese’s ambition. Bearing all these requirements in mind, he turned to a basic property of all cells, the ability to make proteins.

Proteins are assembled on remarkable nanomachines found in all cells, called ribosomes. Excepting the iconic double helix of DNA, nothing is more symbolic of the informational age of biology than the ribosome. Its structure also epitomises a contradiction that is hard for the human mind to fathom – scale. The ribosome is unimaginably tiny. Cells are already microscopic. We had no inkling of their existence for most of human history. Ribosomes are orders of magnitude smaller still. You have 13 million
 of them in a single cell from your liver. But ribosomes are not only incomprehensibly small; on the scale of atoms, they are massive, sophisticated super-structures. They’re composed of scores of substantial subunits, moving machine parts that act with far more precision than an automated factory line. That’s not an exaggeration. They draw in the ‘tickertape’ code-script that encodes a protein, and translate its sequence precisely, letter by letter, into the protein itself. To do so, they recruit all the building blocks (amino acids) needed, and link them together into a long chain, their order specified by the code-script. Ribosomes have an error rate of about one letter in 10,000, far lower than the defect rate in our own high-quality manufacturing processes. And they operate at a rate of about 10 amino acids per second, building whole proteins with chains comprising hundreds of amino acids in less than a minute. Woese chose one of the subunits from the ribosome, a single machine part, so to speak, and compared its sequence across different species, from bacteria such as E. coli
 to yeast to humans.

Chapter 1) and so must have been an earlier acquisition. But how early? Put another way, what kind of cell picked up mitochondria? The standard textbook view is that it was quite a sophisticated cell, something like an amoeba, a predator that could crawl around, change shape and engulf other cells by a process known as phagocytosis. In other words, mitochondria were acquired by a cell that was not so far from being a fully fledged, card-carrying eukaryote. We now know that’s wrong. Over the last few years, comparisons of large numbers of genes in more representative samples of species have come to the unequivocal conclusion that the host cell was in fact an archaeon – a cell from the domain Archaea. All archaea are prokaryotes. By definition, they don’t have a nucleus or sex or any of the other traits of complex life, including phagocytosis. In terms of its morphological complexity, the host cell must have had next to nothing. Then, somehow, it acquired the bacteria that went on to become mitochondria. Only then
 did it evolve all those complex traits. If so, the singular origin of complex life might have depended
 on the acquisition of mitochondria. They somehow triggered it.

This radical proposition – complex life arose from a singular endosymbiosis between an archaeon host cell and the bacteria that became mitochondria – was predicted by the brilliantly intuitive and free-thinking evolutionary biologist Bill Martin, in 1998, on the basis of the extraordinary mosaic of genes in eukaryotic cells, a mosaic largely uncovered by Martin himself. Take a single biochemical pathway, say fermentation. Archaea do it one way, and bacteria quite a different way; the genes involved are distinct. Eukaryotes have taken a few genes from bacteria, and a few others from archaea, and woven them together into a tightly knit composite pathway. This intricate fusion of genes doesn’t merely apply to fermentation, but to almost all biochemical processes in complex cells. It is an outrageous state of affairs!

Martin thought all this through in great detail. Why did the host cell pick up so many genes from its own endosymbionts, and why did it integrate them so tightly into its own fabric, replacing many of its existing genes in the process? His answer, with Miklós Müller, is called the hydrogen hypothesis. Martin and Müller argued that the host cell was an archaeon, capable of growing from two simple gases, hydrogen and carbon dioxide. The endosymbiont (the future mitochondrion) was a versatile bacterium (perfectly normal for bacteria), which provided its host cell with the hydrogen it needed to grow. The details of this relationship, worked out step by step on a logical basis, explain why a cell that started out living from simple gases would end up scavenging organics (food) to supply its own endosymbionts. But that’s not the important point for us here. The salient point is: Martin predicted that complex life arose through a singular
 endosymbiosis between two cells only. He predicted that the host cell was an archaeon, lacking the baroque complexity of eukaryotic cells. He predicted that there never was an intermediate, simple eukaryotic cell, which lacked mitochondria; the acquisition of mitochondria and the origin of complex life was one and the same event. And he predicted that all the elaborate traits of complex cells, from the nucleus to sex to phagocytosis, evolved after
 the acquisition of mitochondria, in the context of that unique endosymbiosis. This is one of the finest insights in evolutionary biology, and deserves to be much better known. It would be, were it not so easily confounded with the serial endo-symbiosis theory (which we’ll see makes none of the same predictions). All of these explicit predictions have been borne out in full by genomic research over the past two decades. It’s a monument to the power of biochemical logic. If there were a Nobel Prize in Biology, nobody would be a more deserving recipient than Bill Martin.

And so we have come full circle. We know an awful lot, but we still don’t know why life is the way it is. We know that complex cells arose on just one occasion in 4 billion years of evolution, through a singular endosymbiosis between an archaeon and a bacterium (
Figure 1

 ). We know that the traits of complex life arose in the aftermath of this union; but we still do not know why those particular traits arose in eukaryotes, while showing no signs of evolving in either bacteria or archaea. We don’t know what forces constrain bacteria and archaea – why they remain morphologically simple, despite being so different in their biochemistry, so varied in their genes, so versatile in their ability to extract a living from gases and rocks. What we do have is a radical new framework in which to approach the problem.





Figure 1
 A tree of life showing the chimeric origin of complex cells


A composite tree reflecting whole genomes, as depicted by Bill Martin in 1998, showing the three domains of Bacteria, Archaea and Eukaryotes. Eukaryotes have a chimeric origin, in which genes from an archaeal host cell and a bacterial endosymbiont coalesce, with the archaeal host cell ultimately evolving into the morphologically complex eukaryotic cell, and the endosymbionts into mitochondria. One group of eukaryotes later acquired a second bacterial endosymbiont, which became the chloroplasts of algae and plants.

I believe the clue lies in the bizarre mechanism of biological energy generation in cells. This strange mechanism exerts pervasive but little appreciated physical constraints on cells. Essentially all living cells power themselves through the flow of protons (positively charged hydrogen atoms), in what amounts to a kind of electricity – proticity – with protons in place of electrons. The energy we gain from burning food in respiration is used to pump protons across a membrane, forming a reservoir on one side of the membrane. The flow of protons back from this reservoir can be used to power work in the same way as a turbine in a hydroelectric dam. The use of cross-membrane proton gradients to power cells was utterly unanticipated. First proposed in 1961 and developed over the ensuing three decades by one of the most original scientists of the twentieth century, Peter Mitchell, this conception has been called the most counterintuitive idea in biology since Darwin, and the only one that compares with the ideas of Einstein, Heisenberg and Schrödinger in physics. At the level of proteins, we now know how proton power works in detail. We also know that the use of proton gradients is universal across life on earth – proton power is as much an integral part of all life as the universal genetic code. Yet we know next to nothing about how or why this counterintuitive mechanism of energy harnessing first evolved. So it seems to me there are two big unknowns at the very heart of biology today: why life evolved in the perplexing way it did, and why cells are powered in such a peculiar fashion.

This book is an attempt to answer these questions, which I believe are tightly entwined. I hope to persuade you that energy is central to evolution, that we can only understand the properties of life if we bring energy into the equation. I want to show you that this relationship between energy and life goes right back to the beginning – that the fundamental properties of life necessarily emerged from the disequilibrium of a restless planet. I want to show you that the origin of life was driven by energy flux, that proton gradients were central to the emergence of cells, and that their use constrained the structure of both bacteria and archaea. I want to demonstrate that these constraints dominated the later evolution of cells, keeping the bacteria and archaea forever simple in morphology, despite their biochemical virtuosity. I want to prove that a rare event, an endosymbiosis in which one bacterium got inside an archaeon, broke those constraints, enabling the evolution of vastly more complex cells. I want to show you that this was not easy – that the intimate relationship between cells living one inside another explains why morphologically complex organisms only arose once. I hope to do more, to persuade you that this intimate relationship actually predicts some of the properties of complex cells. These traits include the nucleus, sex, two sexes, and even the distinction between the immortal germline and the mortal body – the origins of a finite lifespan and genetically predetermined death. Finally, I want to convince you that thinking in these energetic terms allows us to predict aspects of our own biology, notably a deep evolutionary trade-off between fertility and fitness in youth, on the one hand, and ageing and disease on the other. I’d like to think that these insights might help us to improve our own health, or at least to understand it better.

It can be frowned upon to act as an advocate in science, but there is a fine tradition of doing exactly that in biology, going back to Darwin himself; he called The Origin of Species
 ‘one long argument’. A book is still the best way to lay out a vision of how facts might relate to each other across the whole fabric of science – a hypothesis that makes sense of the shape of things. Peter Medawar described a hypothesis as an imaginative leap into the unknown. Once the leap is taken, a hypothesis becomes an attempt to tell a story that is understandable in human terms. To be science, the hypothesis must make predictions that are testable. There’s no greater insult in science than to say that an argument is ‘not even wrong’, that it is invulnerable to disproof. In this book, then, I will lay out a hypothesis – tell a coherent story – that connects energy and evolution. I will do so in enough detail that I can be proved wrong, while writing as accessibly and as excitingly as I can. This story is based in part on my own research (you’ll find the original papers in Further Reading) and in part on that of others. I have collaborated most fruitfully with Bill Martin in Düsseldorf, who I’ve found has an uncanny knack of being right, and Andrew Pomiankowski, a mathematically minded evolutionary geneticist and best of colleagues at University College London; and with several extremely able PhD students. It has been a privilege and an enormous pleasure, and we are only at the beginning of an immense journey.

I have tried to keep this book short and to the point, to cut down on digressions and interesting but unrelated stories. The book is an argument, as spare or detailed as it needs to be. It is not lacking in metaphor and (I hope) entertaining details; that is vital to bring a book grounded in biochemistry to life for the general reader. Few of us can easily visualise the alien submicroscopic landscape of giant interacting molecules, the very stuff of life. But the point is the science itself, and that has fashioned my writing. To call a spade a spade is a good old-fashioned virtue. It’s succinct, and brings us straight to the point; you would soon become irritated if I insisted on reminding you every few pages that a spade is a digging implement used for burying people. While it’s less helpful to call a mitochondrion a mitochondrion, it’s likewise cumbersome to keep writing “All large, complex cells such as our own contain miniature powerhouses, which derived long ago from free-living bacteria, and which today provide essentially all our energy needs.” I could write instead: “All eukaryotes have mitochondria.” This is clearer and packs a greater punch. When you are comfortable with a few terms, they convey more information, and so succinctly that in this case they immediately beg a question: how did that come about? That leads straight to the edge of the unknown, to the most interesting science. So I’ve tried to avoid unnecessary jargon, and have included occasional reminders of the meaning of terms; but beyond that I hope you will gain familiarity with recurring terms. As a failsafe, I’ve also included a short glossary of the main terms at the end. With the occasional double check, I hope this book will be wholly accessible to anyone who is interested.

And I sincerely hope you will be interested! For all its strangeness, this brave new world is genuinely exciting: the ideas, the possibilities, the dawning understanding of our place in this vast universe. I will outline the contours of a new and largely uncharted landscape, a perspective that stretches from the very origin of life to our own health and mortality. This colossal span is thankfully united by a few simple ideas that relate to proton gradients across membranes. For me the best books in biology, ever since Darwin, have been arguments. This book aspires to follow in that tradition. I will argue that energy has constrained the evolution of life on earth; that the same forces ought to apply elsewhere in the universe; and that a synthesis of energy and evolution could be the basis for a more predictive biology, helping us understand why life is the way it is, not only on earth, but wherever it might exist in the universe.
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WHAT IS LIFE?




Unblinking day and night, the radio telescopes scrutinise the skies. Forty-two of them are scattered in a loose cluster across the scrubby sierra of northern California. Their white bowls resemble blank faces, all focused hopefully in unison on some point beyond the horizon, as if this were an assembly point for alien invaders trying to go home. The incongruity is apt. The telescopes belong to SETI, the search for extraterrestrial intelligence, an organisation that has been scanning the heavens for signs of life for half a century, to no avail. Even the protagonists are not too optimistic about its chances of success; but when funding dried up a few years ago, a direct appeal to the public soon had the Allen Telescope Array operational again. To my mind the venture is a poignant symbol of humanity’s uncertain sense of our place in the universe, and indeed the fragility of science itself: science fiction technology so inscrutable that it hints at omniscience, trained on a dream so naive that it is barely grounded in science at all, that we are not alone.

Even if the array never detects life, it is still valuable. It may not be possible to look the wrong way through these telescopes, yet that is their real power. What exactly are we looking for out there? Should life elsewhere in the universe be so similar to us that it too uses radio waves? Do we think that life elsewhere should be carbon based? Would it need water? Oxygen? These are not really questions about the make-up of life somewhere else in the universe: they are about life on earth, about why life is the way we know it. These telescopes are mirrors, reflecting their questions back at earthly biologists. The problem is that science is all about predictions. The most pressing questions in physics are about why
 the laws of physics are as they are: what fundamental principles predict the known properties of the universe? Biology is less predictive, and has no laws to compare with those of physics, but even so the predictive power of evolutionary biology is embarrassingly bad. We know a great deal about the molecular mechanisms of evolution and about the history of life on our planet, but far less about which parts of this history are chance – trajectories that could have played out quite differently on other planets – and which bits are dictated by physical laws or constraints.

That is not for any lack of effort. This terrain is the playground of retired Nobel laureates and other towering figures in biology; yet for all their learning and intellect, they cannot begin to agree among themselves. Forty years ago, at the dawn of molecular biology, the French biologist Jacques Monod wrote his famous book Chance and Necessity
 , which argues bleakly that the origin of life on earth was a freak accident, and that we are alone in an empty universe. The final lines of his book are close to poetry, an amalgam of science and metaphysics:

The ancient covenant is in pieces; man knows at last that he is alone in the universe’s unfeeling immensity, out of which he emerged only by chance. His destiny is nowhere spelled out, nor is his duty. The kingdom above or the darkness below: it is for him to choose.

Since then, others have argued the opposite: that life is an inevitable outcome of cosmic chemistry. It will arise quickly, almost everywhere. Once life is thriving on a planet, what happens next? Again, there is no consensus. Engineering constraints may force life down convergent pathways to similar places, regardless of where it starts. Given gravity, animals that fly are likely to be lightweight, and possess something akin to wings. In a more general sense, it may be necessary for life to be cellular, composed of small units that keep their insides different from the outside world. If such constraints are dominant, life elsewhere may closely resemble life on earth. Conversely, perhaps contingency rules – the make-up of life depends on the random survivors of global accidents such as the asteroid impact that wiped out the dinosaurs. Wind back the clock to Cambrian times, half a billion years ago, when animals first exploded into the fossil record, and let it play forwards again. Would that parallel world be similar to our own? Perhaps the hills would be crawling with giant terrestrial octopuses.

One of the reasons for pointing telescopes out to space is that here on earth we are dealing with a sample size of one. From a statistical point of view, we can’t say what, if anything, constrained the evolution of life on earth. But if that were really true, there would be no basis for this book, or any others. The laws of physics apply throughout the universe, as do the properties and abundance of elements, hence the plausible chemistry. Life on earth has many strange properties that have taxed the minds of the finest biologists for centuries – traits like sex and ageing. If we could predict from first principles – from the chemical make-up of the universe – why such traits arose, why life is the way it is, then we would have access to the world of statistical probability again. Life on earth is not really a sample of one, but for practical purposes it is an infinite variety of organisms evolving over infinite time. Yet evolutionary theory does not predict, from first principles, why life on earth took the course that it did. I do not mean by this that I think evolutionary theory is wrong – it is not – but simply that it is not predictive. My argument in this book is that there are in fact strong constraints on evolution – energetic constraints – which do make it possible to predict some of the most fundamental traits of life from first principles. Before we can address these constraints, we must consider why evolutionary biology is not predictive, and why these energetic constraints have passed largely unnoticed; indeed, why we have hardly even noticed there is a problem. It has only become starkly apparent in the past few years, and only to those who follow evolutionary biology, that there is a deep and disturbing discontinuity at the very heart of biology.

To a point, we can blame DNA for this sorry state of affairs. Ironically, the modern era of molecular biology, and all the extraordinary DNA technology that it entails, arguably began with a physicist, specifically with the publication of Erwin Schrödinger’s book What is Life?
 in 1944. Schrödinger made two key points: first, that life somehow resists the universal tendency to decay, the increase in entropy (disorder) that is stipulated by the second law of thermodynamics; and second, that the trick to life’s local evasion of entropy lies in the genes. He proposed that the genetic material is an ‘aperiodic’ crystal, which does not have a strictly repeating structure, hence could act as a ‘code-script’ – reputedly the first use of the term in the biological literature. Schrödinger himself assumed, along with most biologists at the time, that the quasicrystal in question must be a protein; but within a frenzied decade, Crick and Watson had inferred the crystal structure of DNA itself. In their second Nature
 paper of 1953, they wrote: ‘It therefore seems likely that the precise sequence of the bases is the code which carries the genetical information.’ That sentence is the basis of modern biology. Today biology is information, genome sequences are laid out in silico
 , and life is defined in terms of information transfer.

Genomes are the gateway to an enchanted land. The reams of code, 3 billion letters in our own case, read like an experimental novel, an occasionally coherent story in short chapters broken up by blocks of repetitive text, verses, blank pages, streams of consciousness: and peculiar punctuation. A tiny proportion of our own genome, less than 2%, codes for proteins; a larger portion is regulatory; and the function of the rest is liable to cause intemperate rows among otherwise polite scientists.
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 It doesn’t matter here. What is clear is that genomes can encode up to tens of thousands of genes and a great deal of regulatory complexity, capable of specifying everything that is needed to transform a caterpillar into a butterfly or a child into an adult human. Comparing the genomes of animals, plants, fungi, and single-celled amoebae shows that the same processes are at play. We can find variants of the same genes, the same regulatory elements, the same selfish replicators (such as viruses) and the same stretches of repetitive nonsense in genomes of vastly different sizes and types. Onions, wheat and amoebae have more genes and more DNA than we do. Amphibians such as frogs and salamanders have genome sizes that range over two orders of magnitude, with some salamander genomes being 40 times larger than our own, and some frogs being less than a third of our size. If we had to sum up the architectural constraints on genomes in a single phrase, it would have to be ‘anything goes’.

That’s important. If genomes are information, and there are no fundamental constraints on genome size and structure, then there are no constraints on information either. That doesn’t mean there are no constraints on genomes at all. Obviously there are. The forces acting on genomes include natural selection as well as more random factors – accidental duplications of genes, chromosomes or whole genomes, inversions, deletions, and invasions of parasitic DNA. How all of this pans out depends on factors such as niche, competition between species, and population size. From our point of view, all these factors are unpredictable. They are part of the environment. If the environment is specified precisely, we might just be able to predict the genome size of a particular species. But an infinite number of species live in an endless variety of microenvironments, ranging from the insides of other cells, to human cities, to pressurised ocean depths. Not so much ‘anything goes’ as ‘everything goes’. We should expect to find as much variety in genomes as there are factors acting on them in these diverse environments. Genomes do not predict the future but recall the past: they reflect the exigencies of history.

Consider other worlds again. If life is about information, and information is unconstrained, then we can’t predict what life might look like on another planet, only that it will not contravene the laws of physics. As soon as some form of hereditary material has arisen – whether DNA or something else – then the trajectory of evolution becomes unconstrained by information and unpredictable from first principles. What actually evolves will depend on the exact environment, the contingencies of history, and the ingenuity of selection. But look back to earth. This statement is reasonable for the enormous variety of life as it exists today; but it is simply not true for most of the long history of the earth. For billions of years, it seems that life was constrained in ways that can’t easily be interpreted in terms of genomes, history or environment. Until recently, the peculiar history of life on our planet was far from clear, and even now there is much ado about the details. Let me sketch out the emerging view, and contrast it with older versions that now look to be wrong.


A brief history of the first 2 billion years of life


Our planet is about 4.5 billion years old (that’s to say 4,500 million years old). It was wracked during its early history, for some 700 million years, by a heavy asteroid bombardment, as the nascent solar system settled itself down. A colossal early impact with a Mars-sized object probably formed the moon. Unlike the earth, whose active geology continuously turns over the crust, the pristine surface of the moon preserves evidence for this early bombardment in its craters, dated by rocks brought home by the Apollo astronauts.

Despite the absence of earthly rocks of a comparable age, there are still a few clues to conditions on the early earth. In particular, the composition of zircons (tiny crystals of zirconium silicate, smaller than sand grains, found in many rocks) suggests that there were oceans much earlier than we had thought. We can tell from uranium dating that some of these amazingly robust crystals were formed between 4 and 4.4 billion years ago, and later accumulated as detrital grains in sedimentary rocks. Zircon crystals behave like tiny cages that trap chemical contaminants, reflecting the environment in which they were formed. The chemistry of early zircons suggests that they were formed at relatively low temperatures, and in the presence of water. Far from the image of a volcanic hell, with oceans of boiling lava captured vividly in artists’ impressions of the what is technically termed the ‘Hadean’ period, zircon crystals point to a more tranquil water world with a limited land surface.

Likewise, the old idea of a primordial atmosphere replete with gases such as methane, hydrogen and ammonia, which react together to form organic molecules, does not stand the scrutiny of zircons. Trace elements such as cerium are incorporated into zircon crystals mostly in their oxidised form. The high content of cerium in the earliest zircons suggests that the atmosphere was dominated by oxidised gases emanating from volcanoes, notably carbon dioxide, water vapour, nitrogen gas and sulphur dioxide. This mixture is not dissimilar in composition to the air today, except that it was missing oxygen itself, which was not abundant until much later, after the advent of photosynthesis. Reading the make-up of a long-vanished world from a few scattered zircon crystals puts a lot of weight on what amounts to grains of sand, but it is better than no evidence at all. That evidence consistently conjures up a planet that was surprisingly similar to the one we know today. The occasional asteroid impact might have partially vaporised the oceans, but is unlikely to have upset any bacteria living in the deep oceans – if they had already evolved.

The earliest evidence for life is equally flimsy, but may date back to some of the earliest known rocks at Isua and Akilia in south-west Greenland, which are around 3.8 billion years old (see 
Figure 2

 for a timeline). This evidence is not in the form of fossils or complex molecules derived from living cells (‘biomarkers’) but is simply a non-random sorting of carbon atoms in graphite. Carbon comes in two stable forms, or isotopes, which have marginally different masses.
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 Enzymes (proteins that catalyse reactions in living cells) have a slight preference for the lighter form, carbon-12, which therefore tends to accumulate in organic matter. You could think of carbon atoms as tiny ping-pong balls – the slightly smaller balls bounce around slightly faster, so are more likely to bump into enzymes, so are more likely to be converted into organic carbon. Conversely, the heavier form, carbon-13, which constitutes just 1.1% of the total carbon, is more likely to be left behind in the oceans and can instead accumulate when carbonate is precipitated out in sedimentary rocks such as limestone. These tiny differences are consistent to the point that they are often seen as diagnostic of life. Not only carbon but other elements such as iron, sulphur and nitrogen are also fractionated by living cells in a similar way. Such isotopic fractionation is reported in the graphite inclusions at Isua and Akilia.





Figure 2
 A timeline of life


The timeline shows approximate dates for some key events in early evolution. Many of these dates are uncertain and disputed, but most evidence suggests that the bacteria and archaea arose around 1.5 to 2 billion years before the eukaryotes.

Every aspect of this work, from the age of the rocks themselves to the very existence of the small carbon grains purported to signify life, has been challenged. What’s more, it has become clear that isotopic fractionation is not unique to life at all, but can be mimicked, if more weakly, by geological processes in hydrothermal vents. If the Greenland rocks really are as ancient as they seem, and do indeed contain fractionated carbon, that is still no proof of life. This might seem discouraging, but in another sense is no less than we should expect. I shall argue that the distinction between a ‘living planet’ – one that is geologically active – and a living cell is only a matter of definition. There is no hard and fast dividing line. Geochemistry gives rise seamlessly to biochemistry. From this point of view, the fact that we can’t distinguish between geology and biology in these old rocks is fitting. Here is a living planet giving rise to life, and the two can’t be separated without splitting a continuum.

Move forward a few hundred million years and the evidence for life is more tangible – as solid and scrutable as the ancient rocks of Australia and South Africa. Here, there are microfossils that look a lot like cells, although trying to place them in modern groups is a thankless task. Many of these tiny fossils are lined with carbon, again featuring telltale isotopic signatures, but now somewhat more consistent and pronounced, suggesting organised metabolism rather than haphazard hydrothermal processes. And there are structures resembling stromatolites, those domed cathedrals of bacterial life, in which cells grow layer upon layer, the buried layers mineralising, turning to stone, ultimately building up into strikingly laminated rock structures, a metre in height. Beyond these direct fossils, by 3.2 billion years ago there are large-scale geological features, hundreds of square miles in area and tens of metres deep, notably banded iron formations and carbonrich shales. We tend to think of bacteria and minerals as occupying different realms, living versus inanimate, but in fact many sedimentary rocks are deposited, on a colossal scale, by bacterial processes. In the case of banded-iron formations – stunningly beautiful in their stripes of red and black – bacteria strip electrons from iron dissolved in the oceans (such ‘ferrous’ iron is plentiful in the absence of oxygen) leaving behind the insoluble carcass, rust, to sink down to the depths. Why these iron-rich rocks are striped remains puzzling, but isotope signatures again betray the hand of biology.

These vast deposits indicate not just life but photosynthesis. Not the familiar form of photosynthesis that we see around us in the green leaves of plants and algae, but a simpler precursor. In all forms of photosynthesis, the energy of light is used to strip electrons from an unwilling donor. The electrons are then forced on to carbon dioxide to form organic molecules. The various forms of photosynthesis differ in their source of electrons, which can come from all kinds of different places, most commonly dissolved (ferrous) iron, hydrogen sulphide, or water. In each case, electrons are transferred to carbon dioxide, leaving behind the waste: rusty iron deposits, elemental sulphur (brimstone) and oxygen, respectively. The hardest nut to crack, by far, is water. By 3.2 billion years ago, life was extracting electrons from almost everything else. Life, as biochemist Albert Szent-Györgyi observed, is nothing but an electron looking for a place to rest. Quite when the final step to extracting electrons from water took place is contentious. Some claim it was an early event in evolution, but the weight of evidence now suggests that ‘oxygenic’ photosynthesis arose between 2.9 and 2.4 billion years ago, not so long before a cataclysmic period of global unrest, the earth’s midlife crisis. Worldwide glaciations, known as a ‘snowball earth’, were followed by the widespread oxidation of terrestrial rocks, around 2.2 billion years ago, leaving rusty ‘red beds’ as a definitive sign of oxygen in the air – the ‘Great Oxidation Event’. Even the global glaciations indicate a rise of atmospheric oxygen. By oxidising methane, oxygen removed a potent greenhouse gas from the air, triggering the global freeze.
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With the evolution of oxygenic photosynthesis, life’s metabolic tool kit was essentially complete. Our whistle-stop tour through nearly 2 billion years of earth’s history – three times longer than the entire duration of animals – is unlikely to be accurate in all its details, but it is worth pausing a moment to consider what the bigger picture says about our world. First, life arose very early, probably between 3.5 and 4 billion years ago, if not earlier, on a water world not unlike our own. Second, by 3.5 to 3.2 billion years ago, bacteria had already invented most forms of metabolism, including multiple forms of respiration and photosynthesis. For a billion years the world was a cauldron of bacteria, displaying an inventiveness of biochemistry that we can only wonder at.
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 Isotopic fractionation suggests that all the major nutrient cycles – carbon, nitrogen, sulphur, iron, and so on – were in place before 2.5 billion years ago. Yet only with the rise of oxygen, from 2.4 billion years ago, did life transfigure our planet to the point that this thriving bacterial world could have been detected as a living planet from space. Only then did the atmosphere begin to accumulate a reactive mixture of gases, such as oxygen and methane, which are replenished continuously by living cells, betraying the hand of biology on a planetary scale.


The problem with genes and environment


The Great Oxidation Event has long been recognised as a pivotal moment in the history of our living planet, but its significance has shifted radically in recent years, and the new interpretation is critical to my argument in this book. The old version sees oxygen as the critical environmental
 determinant of life. Oxygen does not specify what will evolve, the argument goes, but it permits the evolution of far greater complexity – it releases the brakes. Animals, for example, make their living by physically moving around, chasing prey or being chased themselves. Obviously this requires a lot of energy, so it’s easy to imagine that animals could not exist in the absence of oxygen, which provides nearly an order of magnitude more energy than other forms of respiration.
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 This statement is so blandly uninteresting it is hardly worth challenging. That is part of the problem: it does not invite further consideration. We can take it for granted that animals need oxygen (even though that is not always true), and have it, so oxygen is a common denominator. The real problems in evolutionary biology are then about the properties and behaviour of animals or plants. Or so it would seem.

This view implicitly underpins the textbook history of the earth. We tend to think of oxygen as wholesome and good, but in fact from the point of view of primordial biochemistry it is anything but: it is toxic and reactive. As oxygen levels rose, the textbook story goes, this dangerous gas put a heavy selection pressure on the whole microbial world. There are stark tales of the mass extinction to end them all – what Lynn Margulis termed the oxygen ‘holocaust’. The fact that there is no trace of this cataclysm in the fossil record need not worry us too much (we are assured): these bugs were very small and it was all a terribly long time ago. Oxygen forced new relationships between cells – symbioses and endosymbioses, in which cells traded among and within themselves for the tools of survival. Over hundreds of millions of years, complexity gradually increased, as cells learned not only to deal with oxygen, but also to profit from its reactivity: they evolved aerobic respiration, giving them far more power. These large, complex, aerobic cells package their DNA in a specialised compartment called the nucleus, bequeathing their name ‘eukaryotes’ – literally, ‘true nucleus’. I reiterate, this is a textbook story: I shall argue that it is wrong.

Today, all the complex life we see around us – all plants, animals, algae, fungi and protists (large cells like amoebae) – are composed of these eukaryotic cells. The eukaryotes rose steadily to dominance over a billion years, the story continues, in a period known, ironically, as the ‘boring billion’, as little happened in the fossil record. Still, between 1.6 and 1.2 billion years ago we do begin to find fossils of single cells that look a lot like eukaryotes, some of which even fit snugly into modern groups such as red algae and fungi.

Then came another period of global unrest and a succession of snowball earths around 750–600 million years ago. Soon after that, oxygen levels rose rapidly to nearly modern levels – and the first fossils of animals appear abruptly in the fossil record. The earliest large fossils – up to a metre in diameter – are a mysterious group of symmetrical frond-like forms that most palaeontologists interpret as filter-feeding animals, though some insist are merely lichens: the Ediacarans, or more affectionately, vendobionts. Then, as abruptly as they appeared, most of these forms vanished in a mass extinction of their own, to be replaced at the dawn of the Cambrian era, 541 million years ago – a date as iconic among biologists as 1066 or 1492 – by an explosion of more recognisable animals. Large and motile, with complex eyes and alarming appendages, these fierce predators and their fearsome armour-plated prey burst on to the evolutionary scene, red in tooth and claw, Darwin in modern guise.

How much of this scenario is in fact wrong? At face value it seems to be plausible. But in my view the subtext is wrong; and as we learn more, so are a good many of the details. The subtext relates to the interplay between genes and environment. The entire scenario revolves around oxygen, supposedly the key environmental variable, which permitted genetic change, releasing the brakes on innovation. Oxygen levels rose twice, in the Great Oxidation Event 2.4 billion years ago and again towards the end of the eternal Precambrian period, 600 million years ago (
Figure 2

 ). Each time, the story goes, rising oxygen released constraints on structure and function. After the Great Oxidation Event, with its new threats and opportunities, cells traded among themselves in a series of endosymbioses, gradually accruing the complexity of true eukaryotic cells. When oxygen levels rose a second time, before the Cambrian explosion, the physical constraints were swept aside completely, as if with a flourish of a magician’s cloak, revealing the possibility of animals for the first time. Nobody claims that oxygen physically drove these changes; rather, it transformed the selective landscape. Across the magnificent vistas of this unconstrained new landscape, genomes expanded freely, their information content finally unfettered. Life flourished, filling all conceivable niches, in every which way.

This view of evolution can be seen in terms of dialectical materialism, true to the principles of some leading evolutionary biologists during the neo-Darwinian synthesis of the early to mid twentieth century. The interpenetrating opposites are genes and environment, otherwise known as nature and nurture. Biology is all about genes, and their behaviour is all about the environment. What else is there, after all? Well, biology is not only about genes and environment, but also cells and the constraints of their physical structure, which we shall see have little to do with either genes or environment directly. The predictions that arise from these disparate world views are strikingly different.

Take the first possibility, interpreting evolution in terms of genes and the environment. The lack of oxygen on the early earth is a major environmental constraint. Add oxygen and evolution flourishes. All life that is exposed to oxygen is affected in one way or another and must adapt. Some cells just happen to be better suited to aerobic conditions, and proliferate; others die. But there are many different microenvironments. Rising oxygen doesn’t simply flood the whole world with oxygen in a kind of monomaniacal global ecosystem, but it oxidises minerals on land and solutes in the oceans, and that enriches anaerobic niches too. The availability of nitrate, nitrite, sulphate, sulphite, and so on, rises. These can all be used instead of oxygen in cell respiration, so anaerobic respiration flourishes in an aerobic world. All of that adds up to many different ways of making a living in the new world.

Imagine a random mixture of cells in an environment. Some cells such as amoebae make their living by physically engulfing other cells, a process called phagocytosis. Some are photosynthetic. Others, such as fungi, digest their food externally – osmotrophy. Assuming that cell structure doesn’t impose insuperable constraints, we would predict that these different cell types would descend from various different bacterial ancestors. One ancestral cell happened to be a bit better at some primitive form of phagocytosis, another at a simple form of osmotrophy, another at photosynthesis. Over time their descendants became more specialised and better adapted to that particular mode of life.

To put that more formally, if rising oxygen levels permitted flourishing new life styles, we would expect to see a polyphyletic radiation
 , in which unrelated cells or organisms (from different phyla) adapt swiftly, radiating new species that fill unoccupied niches. This kind of pattern is exactly what we do see – sometimes. Dozens of different animal phyla radiated in the Cambrian explosion, for example, from sponges and echinoderms to arthropods and worms. These great animal radiations were accompanied by matching radiations among algae and fungi, as well as protists such as ciliates. Ecology became enormously more complex, and this in itself drove further changes. Whether or not it was specifically the rising tide of oxygen that triggered the Cambrian explosion, there is general agreement that environmental changes did indeed transform selection. Something happened, and the world changed forever.

Contrast this pattern with what we would expect to see if constraints of structure dominated. Until the constraint is overcome, we should see limited change in response to any environmental shifts. We would expect long periods of stasis, impervious to environmental changes, with very occasional monophyletic
 radiations. That’s to say that if, on a rare occasion, one particular group overcomes its intrinsic structural constraints, it alone will radiate to fill vacant niches (albeit possibly delayed until permitted by a change in the environment). Of course, we see this too. In the Cambrian explosion we see the radiation of different animal groups – but not multiple origins of animals. All animal groups share a common ancestor, as indeed do all plants. Complex multicellular development, involving a distinct germline and soma (body) is difficult. The constraints here relate in part to the requirements for a precise developmental program, which exercises tight control over the fate of individual cells. At a looser level, though, some degree of multicellular development is common, with as many as thirty separate origins of multicellularity among groups including algae (seaweeds), fungi and slime moulds. But there is one place in which it seems that the constraints of physical structure – cell structure – dominate to such a degree that they overwhelm everything else: the origin of the eukaryotic cell (large complex cells) from bacteria, in the aftermath of the Great Oxidation Event.


The black hole at the heart of biology


If complex eukaryotic cells really did evolve in response to the rise in atmospheric oxygen, we would predict a polyphyletic
 radiation, with various different groups of bacteria begetting more complex cell types independently. We would expect to see photosynthetic bacteria giving rise to larger and more complex algae, osmotrophic bacteria to fungi, motile predatory cells to phagocytes, and so on. Such evolution of greater complexity could occur through standard genetic mutations, gene swapping and natural selection, or by way of the mergers and acquisitions of endosymbiosis, as conceived by Lynn Margulis in the well-known serial endosymbiosis theory. Either way, if there are no fundamental constraints on cell structure, then rising oxygen levels should have made greater complexity possible regardless of how exactly it evolved. We would predict that oxygen would release the constraints on all cells, enabling a polyphyletic radiation with all kinds of different bacteria becoming more complex independently. But that’s not what we see.

Let me spell this out in more detail, as the reasoning is critical. If complex cells arose via ‘standard’ natural selection, in which genetic mutations give rise to variations acted upon by natural selection, then we would expect to see a mixed bag of internal structures, as varied as the external appearance of cells. Eukaryotic cells are wonderfully varied in their size and shape, from giant leaf-like algal cells to spindly neurons, to outstretched amoebae. If eukaryotes had evolved most of their complexity in the course of adapting to distinct ways of life in divergent populations, then this long history should be reflected in their distinctive internal structures too. But look inside (as we’ll soon do) and you’ll see that all eukaryotes are made of basically the same components. Most of us couldn’t distinguish between a plant cell, a kidney cell and a protist from the local pond down the electron microscope: they all look remarkably similar. Just try it (
Figure 3

 ). If rising oxygen levels removed constraints on complexity, the prediction from ‘standard’ natural selection is that adaptation to different ways of life in different populations should lead to a polyphyletic radiation. But that isn’t what we see.





Figure 3
 The complexity of eukaryotes


Four different eukaryotic cells showing equivalent morphological complexity. A
 shows an animal cell (a plasma cell), with a large central nucleus (N), extensive internal membranes (endoplasmic reticulum, ER) studded with ribosomes, and mitochondria (M). B
 is the unicellular alga Euglena
 , found in many ponds, showing a central nucleus (N), chloroplasts (C), and mitochondria (M). C
 is a plant cell bounded by a cell wall, with a vacuole (V), chloroplasts (C), a nucleus (N), and mitochondria (M). D
 is a chytrid fungus zoospore, implicated in the extinction of 150 frog species; (N) is the nucleus, (M) mitochondria, (F) the flagellum, and (G) gamma bodies of unknown function.

From the late 1960s, Lynn Margulis argued that this view is in any case misguided: that eukaryotic cells did not arise via standard natural selection, but through a series of endosymbioses, in which a number of bacteria cooperated together so closely that some cells physically got inside others. Such ideas trace their roots back to the early twentieth century to Richard Altmann, Konstantin Mereschkowski, George Portier, Ivan Wallin and others, who argued that all complex cells arose through symbioses between simpler cells. Their ideas were not forgotten but were laughed out of house as ‘too fantastic for present mention in polite biological society’. By the time of the molecular biology revolution in the 1960s, Margulis was on firmer, albeit still controversial, ground, and we now know that at least two components of eukaryotic cells were derived from endosymbiotic bacteria – the mitochondria (the energy transducers in complex cells), which derive from α-proteobacteria; and the chloroplasts (the photosynthetic machinery of plants), deriving from cyanobacteria. Almost all the other specialised ‘organelles’ of eukaryotic cells have at one time or another also been claimed to be endosymbionts, including the nucleus itself, the cilia and flagella (sinuous processes whose rhythmic beat drives the movement of cells) and peroxisomes (factories for toxic metabolism). Thus the serial endosymbiosis theory claims that eukaryotes are composed of an ensemble of bacteria, forged in a communal enterprise over hundreds of millions of years after the Great Oxidation Event.

It’s a poetic notion, but the serial endosymbiosis theory makes an implicit prediction equivalent to that of standard selection. If it were true, we would expect to see polyphyletic origins – a mixed bag of internal structures, as varied as the external appearance of cells. In any series of endosymbioses, where the symbiosis depends on some kind of metabolic trading in a particular environment, we would expect to find disparate types of cell interacting in different environments. If these cells later became fashioned into the organelles of complex eukaryotic cells, the hypothesis predicts that some eukaryotes should possess one set of components, and others a different set. We should expect to find all kinds of intermediates and unrelated variants lurking in obscure hiding places like stagnant muds. Right up to her premature death from a stroke in 2011, Margulis did indeed hold firm to her belief that eukaryotes are a rich and varied tapestry of endosymbioses. For her, endosymbiosis was a way of life, an underexplored ‘feminine’ avenue of evolution, in which cooperation – ‘networking’, as she called it – trumped the unpleasantly masculine competition between the hunters and hunted. But in her veneration of ‘real’ living cells, Margulis turned her back on the more arid computational discipline of phylogenetics, the study of gene sequences and whole genomes, which has the power to tell us exactly how different eukaryotes relate to each other. And that tells a very different – and ultimately far more compelling – story.

The story hinges on a large group of species (a thousand or more in number) of simple single-celled eukaryotes that lack mitochondria. This group was once taken to be a primitive evolutionary ‘missing link’ between bacteria and more complex eukaryotes – exactly the kind of intermediate predicted by the serial endosymbiosis theory. The group includes the nasty intestinal parasite Giardia
 , which in Ed Yong’s words resembles a malevolent teardrop (
Figure 4

 ). It lives up to its looks, causing unpleasant diarrhoea. It has not just one nucleus but two, and so is unquestionably eukaryotic, but it lacks other archetypal traits, notably mitochondria. In the mid 1980s, the iconoclastic biologist Tom Cavalier-Smith argued that Giardia
 and other relatively simple eukaryotes were probably survivors from the earliest period of eukaryotic evolution, before the acquisition of mitochondria. While Cavalier-Smith accepted that mitochondria do indeed derive from bacterial endosymbionts, he had little time for Margulis’s serial endosymbiosis theory; instead, he pictured (and still does) the earliest eukaryotes as primitive phagocytes, similar to modern amoeba, which earned their living by engulfing other cells. The cells that acquired mitochondria, he argued, already had a nucleus, and a dynamic internal skeleton that helped them to change shape and move around, and protein machinery for shifting cargo about their insides, and specialised compartments for digesting food internally, and so on. Acquiring mitochondria helped, certainly – they turbocharged those primitive cells. But souping-up a car does not alter the structure of the car: you still begin with an automobile, which already has an engine, gearbox, brakes, everything that makes it a car. Turbocharging changes nothing but the power output. Likewise in the case of Cavalier-Smith’s primitive phagocytes – everything was already in place except mitochondria, which merely gave cells more power. If there is a textbook view of eukaryotic origins – even today – this is it.





Figure 4
 The Archezoa – the fabled (but false) missing link



A
 An old and misleading tree of life based on ribosomal RNA, showing the three domains of bacteria, archaea and eukaryotes. The bars mark (1) the supposed early evolution of the nucleus; and (2) the presumed later acquisition of mitochondria. The three groups that branch between the bars constitute the Archezoa, supposedly primitive eukaryotes that not yet acquired mitochondria, such as Giardia
 (B
 ). We now know that the Archezoa are not primitive eukaryotes at all, but derive from more complex ancestors that already had mitochondria – they actually branch within the main part of the eukaryotic tree (N = nucleus; ER = endoplasmic reticulum; V = vacuoles; F = flagella).

Cavalier-Smith dubbed these early eukaryotes the ‘archezoa’ (meaning ancient animals), to reflect their supposed antiquity (
Figure 4

 ). Several are parasites that cause diseases, so their biochemistry and genomes have attracted the interest of medical research and the funding that goes with it. That in turn means we now know a great deal about them. Over the past two decades, we have learned from their genome sequences and detailed biochemistry that none
 of the archezoa is a real missing link, which is to say that they are not true evolutionary intermediates. On the contrary, all of them derive from more complex eukaryotes, which once had a full quota of everything, including, and in particular, mitochondria. They had lost their erstwhile complexity while specialising to live in simpler niches. All of them retain structures that are now known to derive from mitochondria by reductive evolution – either hydrogenosomes or mitosomes. These don’t look much like mitochondria, even though they have an equivalent double-membrane structure, hence the erroneous assumption that archezoa never possessed mitochondria. But the combination of molecular and phylogenetic data shows that hydrogenosomes and mitosomes are indeed derived from mitochondria, not some other bacterial endosymbiont (as predicted by Margulis). Thus all eukaryotes have mitochondria in one form or another. We can infer that the last eukaryotic common ancestor already had mitochondria, as had been predicted by Bill Martin in 1998 (see the Introduction). The fact that all eukaryotes have mitochondria may seem to be a trivial point, but when combined with the proliferation of genome sequences from across the wider microbial world, this knowledge has turned our understanding of eukaryotic evolution on its head.

We now know that eukaryotes all share a common ancestor, which by definition arose just once in the 4 billion years of life on earth. Let me reiterate this point, as it is crucial. All plants, animals, algae, fungi and protists share a common ancestor – the eukaryotes are monophyletic
 . This means that plants did not evolve from one type of bacteria, and animals or fungi from other types. On the contrary, a population of morphologically complex eukaryotic cells arose on a single occasion – and all plants, animals, algae and fungi evolved from this founder population. Any common ancestor is by definition a singular entity – not a single cell, but a single population of essentially identical cells. That does not in itself mean that the origin of complex cells was a rare event. In principle, complex cells could have arisen on numerous occasions, but only one group persisted – all the rest died out for some reason. I shall argue that this was not the case, but first we must consider the properties of eukaryotes in a little more detail.

The common ancestor of all eukaryotes quickly gave rise to five ‘supergroups’ with diverse cellular morphologies, most of which are obscure even to classically trained biologists. These supergroups have names like unikonts (comprising animals and fungi), excavates, chromalveolates and plantae (including land plants and algae). Their names don’t matter, but two points are important. First there is far more genetic variation within each of these supergroups than there is between the ancestors of each group (
Figure 5

 ). That implies an explosive early radiation – specifically a monophyletic
 radiation that hints at a release from structural constraints. Second, the common ancestor was already a strikingly complex cell. By comparing traits common to each of the supergroups, we can reconstruct the likely properties of the common ancestor. Any trait present in essentially all the species of all supergroups was presumably inherited from that common ancestor, whereas any traits that are only present in one or two groups were presumably acquired later, and only in that group. Chloroplasts are a good example of the latter: they are found only in plantae and chromalveolates, as a result of well-known endosymbioses. They were not part of the eukaryotic common ancestor.

So what does phylogenetics tell us was
 part of the common ancestor? Shockingly, nearly everything else. Let me run through a few items. We know that the common ancestor had a nucleus, where it stored its DNA. The nucleus has a great deal of complex structure that is again conserved right across eukaryotes. It is enclosed by a double membrane, or rather a series of flattened sacs that look like a double membrane but are in fact continuous with other cellular membranes. The nuclear membrane is studded with elaborate protein pores and lined by an elastic matrix; and within the nucleus, other structures such as the nucleolus are again conserved across all eukaryotes. It’s worth stressing that dozens of core proteins in these complexes are conserved across the supergroups, as are the histone proteins that wrap DNA. All eukaryotes have straight chromosomes, capped with ‘telomeres’, which prevent the ends from fraying like the tips of shoe laces. Eukaryotes have ‘genes in pieces’, in which short sections of DNA encoding proteins are interspersed by long non-coding regions, called introns. These introns are spliced out before being incorporated into proteins, using machinery common to all eukaryotes. Even the position of the introns is frequently conserved, with insertions found at the same position of the same gene across eukaryotes.





Figure 5
 The ‘supergroups’ of eukaryotes


A tree of eukaryotes, based on thousands of shared genes, showing the five ‘supergroups’ as depicted by Eugene Koonin in 2010. The numbers refer to the number of genes shared by each of these supergroups with LECA (the last eukaryotic common ancestor). Each group has independently lost or gained many other genes. Most variation here is between single-celled protists; animals fall within the Metazoans (near the bottom). Notice that there is far more variation within each supergroup than between the ancestors of these groups, suggesting an explosive early radiation. I like the symbolic black hole at the centre: LECA had already evolved all the common eukaryotic traits, but phylogenetics gives little insight into how any of these arose from bacteria or archaea – an evolutionary black hole.

Outside the nucleus, the story continues in the same vein. Barring the simpler archezoa (which turn out to be scattered widely across the five supergroups, again demonstrating their independent loss of earlier complexity), all eukaryotes share essentially the same cellular machinery. All have complex internal membrane structures such as the endoplasmic reticulum and Golgi apparatus, which are specialised for packaging and exporting proteins. All have a dynamic internal cytoskeleton, capable of remodelling itself to all shapes and requirements. All have motor proteins that shuttle objects back and forth on cytoskeletal tracks across the cell. All have mitochondria, lysosomes, peroxisomes, the machinery of import and export, and common signalling systems. The list goes on. All eukaryotes divide by mitosis, in which chromosomes are separated on a microtubular spindle, using a common set of enzymes. All are sexual, with a life cycle involving meiosis (reductive division) to form gametes like the sperm and egg, followed by the fusion of these gametes. The few eukaryotes that lose their sexuality tend to fall quickly extinct (quickly in this case meaning over a few million years).

We have understood much of this for a long time from the microscopic structure of cells, but the new era of phylogenomics illuminates two aspects vividly. First, the structural similarities are not superficial resemblances, appearances that flatter to deceive, but are written out in the detailed sequences of genes, in millions and billions of letters of DNA – and that allows us to compute their ancestry as a branching tree with unprecedented precision. Second, the advent of high-throughput gene sequencing means that sampling of the natural world no longer relies on painstaking attempts to culture cells or to prepare microscopic sections, but is as fast and reliable as a shotgun sequencer. We have discovered several unexpected new groups, including eukaryotic extremophiles capable of dealing with high concentrations of toxic metals or high temperatures, and tiny but perfectly formed cells known as picoeukaryotes, as small as bacteria yet still featuring a scaled-down nucleus and midget mitochondria. All of this means we have a much clearer idea of the diversity of eukaryotes. All these new eukaryotes fit comfortably within the five established supergroups – they do not open up new phylogenetic vistas. The killer fact that emerges from this enormous diversity is how damned similar eukaryotic cells are. We do not find all kinds of intermediates and unrelated variants. The prediction of the serial endosymbiosis theory, that we should, is wrong.

That poses a different problem. The stunning success of phylogenetics and the informational approach to biology can easily blind us to its limitations. The problem here is what amounts to a phylogenetic ‘event horizon’ at the origin of eukaryotes. All these genomes lead back to the last common ancestor of eukaryotes, which had more or less everything. But where did all these parts come from? The eukaryotic common ancestor might as well have jumped, fully formed, like Athena from the head of Zeus. We gain little insight into traits that arose before the common ancestor – essentially all of them. How and why did the nucleus evolve? What about sex? Why do virtually all eukaryotes have two sexes? Where did the extravagant internal membranes come from? How did the cytoskeleton become so dynamic and flexible? Why does sexual cell division (‘meiosis’) halve chromosome numbers by first doubling them up? Why do we age, get cancer, and die? For all its ingenuity, phylogenetics can tell us little about these central questions in biology. Almost all the genes involved (encoding so-called eukaryotic ‘signature proteins’) are not found in prokaryotes. And conversely, bacteria show practically no tendency to evolve any of these complex eukaryotic traits. There are no known evolutionary intermediates between the morphologically simple state of all prokaryotes and the disturbingly complex common ancestor of eukaryotes (
Figure 6

 ). All these attributes of complex life arose in a phylogenetic void, a black hole at the heart of biology.





Figure 6
 The black hole at the heart of biology


The cell at the bottom is Naegleria
 , taken to be similar in size and complexity to the common ancestor of all eukaryotes. It has a nucleus (N), endoplasmic reticulum (ER), Golgi complex (Gl), mitochondria (Mi), food vacuole (Fv), phagosomes (Ps) and peroxisomes (P). At the top is a relatively complex bacterium, Planctomycetes
 , shown roughly to scale. I am not suggesting that the eukaryotes derived from Planctomycetes
 (they certainly did not), merely showing the scale of the gulf between a relatively complex bacterium and a representative single-celled eukaryote. There are no surviving evolutionary intermediates to tell the tale (indicated by the skulls and cross bones).


The missing steps to complexity


Evolutionary theory makes a simple prediction. Complex traits arise via a series of small steps, each new step offering a small advantage over the last. Selection of the best-adapted traits means loss of the less well-adapted traits, so selection continuously eliminates intermediates. Over time, traits will tend to scale the peaks of an adaptive landscape, so we see the apparent perfection of eyes, but not the less perfect intermediate steps en route
 to their evolution. In The Origin of Species
 Darwin made the point that natural selection actually predicts that intermediates should be lost. In that context, it is not terribly surprising that there are no surviving intermediates between bacteria and eukaryotes. What is more surprising, though, is that the same traits do not keep on arising, time and time again – like eyes.

We do not see the historical steps in the evolution of eyes, but we do see an ecological spectrum. From a rudimentary light-sensitive spot on some early worm-like creature, eyes have arisen independently on scores of occasions. That is exactly what natural selection predicts. Each small step offers a small advantage in one particular environment, with the precise advantage depending on the precise environment. Morphologically distinct types of eye evolve in different environments, as divergent as the compound eyes of flies and mirror eyes of scallops, or as convergent as the camera eyes that are so similar in humans and octopuses. Every conceivable intermediate, from pinholes to accommodating lenses, is found in one species or another. We even see miniature eyes, replete with a ‘lens’ and a ‘retina’, in some single-celled protists. In short, evolutionary theory predicts that there should be multiple – polyphyletic – origins of traits in which each small step offers a small advantage over the last step. Theoretically that applies to all traits, and it is indeed what we generally see. So powered flight arose on at least six different occasions in bats, birds, pterosaurs and various insects; multicellularity about 30 times, as noted earlier; different forms of endothermy (warm blood) in several groups including mammals and birds, but also some fish, insects and plants;
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 and even conscious awareness appears to have arisen more or less independently in birds and mammals. As with eyes, we see a myriad of different forms reflecting the different environments in which they arose. Certainly there are physical constraints, but they are not strong enough to preclude multiple origins.

So what about sex, or the nucleus, or phagocytosis? The same reasoning ought to apply. If each of these traits arose by natural selection – which they undoubtedly did – and all of the adaptive steps offered some small advantage – which they undoubtedly did – then we should see multiple origins of eukaryotic traits in bacteria. But we don’t. This is little short of an evolutionary ‘scandal’. We see no more than the beginnings of eukaryotic traits in bacteria. Take sex, for example. Some may argue that bacteria practise a form of conjugation equivalent to sex, transferring DNA from one to another by ‘lateral’ gene transfer. Bacteria have all the machinery needed to recombine DNA, enabling them to forge new and varied chromosomes, which is usually taken to be the advantage of sex. But the differences are enormous. Sex involves the fusion of two gametes, each with half the normal quota of genes, followed by reciprocal recombination across the entire genome. Lateral gene transfer is neither reciprocal nor systematic in this way, but piecemeal. In effect, eukaryotes practise ‘total sex’, bacteria a pallid half-hearted form. Plainly there must be some advantage to eukaryotes indulging in total sex; but if so, we would expect that at least some types of bacteria would do something similar, even if the detailed mechanisms were different. To the best of our knowledge, none ever did. The same goes for the nucleus and phagocytosis – and more or less all eukaryotic traits. The first steps are not the problem. We see some bacteria with folded internal membranes, others with no cell wall and a modestly dynamic cytoskeleton, yet others with straight chromosomes, or multiple copies of their genome, or giant cell size: all the beginnings of eukaryotic complexity. But bacteria always stop well short of the baroque complexity of eukaryotes, and rarely if ever combine multiple complex traits in the same cell.

The easiest explanation for the deep differences between bacteria and eukaryotes is competition. Once the first true eukaryotes had evolved, the argument goes, they were so competitive that they dominated the niche of morphological complexity. Nothing else could compete. Any bacteria that ‘tried’ to invade this eukaryotic niche were given short shrift by the sophisticated cells that already lived there. To use the parlance, they were outcompeted to extinction. We are all familiar with the mass extinctions of dinosaurs and other large plants and animals, so this explanation seems perfectly reasonable. The small, furry ancestors of modern mammals were held in check by the dinosaurs for millions of years, only radiating into modern groups after the dinosaurs’ demise. Yet there are some good reasons to question this comfortable but deceptive idea. Microbes are not equivalent to large animals: their population sizes are enormously larger, and they pass around useful genes (such as those for antibiotic resistance) by lateral gene transfer, making them very much less vulnerable to extinction. There is no hint of any microbial extinction, even in the aftermath of the Great Oxidation Event. The ‘oxygen holocaust’, which supposedly wiped out most anaerobic cells, can’t be traced at all: there is no evidence from either phylogenetics or geochemistry that such an extinction ever took place. On the contrary, anaerobes prospered.

More significantly, there is very strong evidence that the intermediates were not, in fact, outcompeted to extinction by more sophisticated eukaryotes. They still exist. We met them already – the ‘archezoa’, that large group of primitive eukaryotes that were once mistaken for a missing link. They are not true evolutionary
 intermediates, but they’re real ecological
 intermediates. They occupy the same niche. An evolutionary intermediate is a missing link – a fish with legs, such as Tiktaalik
 , or a dinosaur with feathers and wings, such as Archaeopteryx
 . An ecological intermediate is not a true missing link but it proves that a certain niche, a way of life, is viable. A flying squirrel is not closely related to other flying vertebrates such as bats or birds, but it demonstrates that gliding flight between trees is possible without fully fledged wings. That means it’s not pure make-believe to suggest that powered flight could have started that way. And that is the real significance of the archezoa – they are ecological intermediates, which prove that a certain way of life is viable.

I mentioned earlier that there are a thousand or more different species of archezoa. These cells are bona fide
 eukaryotes, which adapted to this ‘intermediate’ niche by becoming simpler, not bacteria that became slightly more complex. Let me stress the point. The niche is viable. It has been invaded on numerous occasions by morphologically simple cells, which thrive there. These simple cells were not outcompeted to extinction by more sophisticated eukaryotes that already existed and filled the same niche. Quite the reverse: they flourished precisely because they became simpler. In statistical terms, all else being equal, the probability of only simple eukaryotes (rather than complex bacteria) invading this niche on 1,000 separate occasions is about one in 10

300


 against – a number that could have been conjured up by Zaphod Beeblebrox’s Infinite Improbability Drive. Even if archezoa arose independently on a far more conservative 20 separate occasions (each time radiating to produce a large number of daughter species), the probability is still one in a million against. Either this was a fluke of freakish proportions, or all else was not equal. The most plausible explanation is that there was something about the structure of eukaryotes that facilitated their invasion of this intermediate niche, and conversely, something about the structure of bacteria that precluded their evolution of greater morphological complexity.

Part III. For now, let’s just note that any proper account must explain why the evolution of complex life happened only once: our explanation must be persuasive enough to be believable, but not so persuasive that we are left wondering why it did not happen on many occasions. Any attempt to explain a singular event will always have the appearance of a fluke about it. How can we prove it one way or another? There might not be much to go on in the event itself, but there may be clues concealed in the aftermath, a smoking gun that gives some indication of what happened. Once they cast off their bacterial shackles, the eukaryotes became enormously complex and diverse in their morphology. Yet they did not accrue this complexity in an obviously predictable way: they came up with a whole series of traits, from sex and ageing to speciation, none of which have ever been seen in bacteria or archaea. The earliest eukaryotes accumulated all these singular traits in a common ancestor without peer. There are no known evolutionary intermediates between the morphological simplicity of bacteria and that enormously complex eukaryotic common ancestor to tell the tale. All of this adds up to a thrilling prospect – the biggest questions in biology remain to be solved! Is there some pattern to these traits that might give an indication of how they evolved? I think so.

This puzzle relates back to the question that we asked at the beginning of this chapter. How much of life’s history and properties can be predicted from first principles? I suggested that life is constrained in ways that can’t easily be interpreted in terms of genomes, history or environment. If we consider life in terms of information alone, my contention was that we could predict none of this inscrutable history. Why did life start so early? Why did it stagnate in morphological structure for billions of years? Why were bacteria and archaea unaffected by environmental and ecological upheavals on a global scale? Why is all complex life monophyletic, arising just once in 4 billion years? Why do prokaryotes not continuously, or even occasionally, give rise to cells and organisms with greater complexity? Why do individual eukaryotic traits such as sex, the nucleus and phagocytosis not arise in bacteria or archaea? Why did eukaryotes accumulate all these traits?

If life is all about information, these are deep mysteries. I don’t believe this story could be foretold, predicted as science, on the basis of information alone. The quirky properties of life would have to be ascribed to the contingencies of history, the slings and arrows of outrageous fortune. We would have no possibility of predicting the properties of life on other planets. Yet DNA, the beguiling code-script which seems to promise every answer, has made us forget Schrödinger’s other central tenet – that life resists entropy, the tendency to decay. In a footnote to What is Life?
 Schrödinger noted that if he had been writing for an audience of physicists, he would have framed his argument not in terms of entropy, but of free energy. That word ‘free’ has a specific meaning, which we will consider in the next chapter; suffice for now to say that energy is precisely what was missing from this chapter, and indeed from Schrödinger’s book. His iconic title asked the wrong question altogether. Add in energy, and the question is much more telling: What is Living?
 But Schrödinger must be forgiven. He could not have known. When he was writing, nobody knew much about the biological currency of energy. Now we know how it all works in exquisite detail, right down to the level of atoms. The detailed mechanisms of energy harvesting turn out to be conserved as universally across life as the genetic code itself, and these mechanisms exert fundamental structural constraints on cells. But we have no idea how they evolved, nor how biological energy constrained the story of life. That is the question of this book.

Footnotes
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 There is a noisy dispute about whether all this non-coding DNA serves any useful purpose. Some claim that it does, and that the term ‘junk DNA’ should be dismissed. Others pose the ‘onion test’: if most non-coding DNA does serve a useful purpose, why does an onion need five times more of it than a human being? In my view it’s premature to abandon the term. Junk is not the same thing as garbage. Garbage is thrown away immediately; junk is retained in the garage, in the hope that it might turn out to be useful one day.





2



 There’s also a third, unstable isotope, carbon-14, which is radioactive, breaking down with a half-life of 5,570 years. This is often used for dating human artefacts, but is no use over geological periods, and so not relevant to our story here.
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 This methane was produced by methanogenic bacteria, or more specifically archaea, which if carbon isotope signatures are to be believed (methanogens produce a particularly strong signal), were thriving before 3.4 billion years ago. As noted earlier, methane was not a significant constituent of the earth’s primordial atmosphere.
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 For most of this chapter I will refer only to bacteria for simplicity, although I mean prokaryotes, including both bacteria and archaea, as discussed in the Introduction. We’ll return to the significance of archaea towards the end of the chapter.
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 This is not strictly true. Aerobic respiration does produce nearly an order of magnitude more usable energy than fermentation, but fermentation is not technically a form of respiration at all. True anaerobic respiration uses substances other than oxygen, such as nitrate, as an electron acceptor, and these provide nearly as much energy as oxygen itself. But these oxidants can only accumulate at levels suitable for respiration in an aerobic world, as their formation depends on oxygen. So even if aquatic animals could respire using nitrate instead of oxygen, they could still only do so in an oxygenated world.
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 The idea of endothermy in plants might seem surprising, but it is known in many different flowers, probably helping to attract pollinators by aiding the release of attractant chemicals; it may also provide a ‘heat reward’ for pollinating insects, promote flower development and protect against low temperatures. Some plants like the sacred lotus (Nelumbo nucifera
 ) are even capable of thermoregulation, sensing changes in temperature and regulating cellular heat production to maintain tissue temperature within a narrow range.
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 All of these words are heavily loaded with intellectual and emotional baggage, accumulated over decades. The terms archaebacteria and archaea are technically incorrect anyway as the domain is no older than the bacteria. I prefer to use the terms archaea and bacteria, in part because they emphasise the surprisingly fundamental differences between the two domains, and in part because they are just simpler.




2 What is living?



2

WHAT IS LIVING?




It is a cold killer, with a calculated cunning honed over millions of generations. It can interfere with the sophisticated immune surveillance machinery of an organism, melting unobtrusively into the background like a double agent. It can recognise proteins on the cell surface, and lock on to them as if it were an insider, gaining entrance to the inner sanctum. It can home in unerringly on the nucleus, and incorporate itself into a host cell’s DNA. Sometimes it remains there in hiding for years, invisible to all around. On other occasions it takes over without delay, sabotaging the host cell’s biochemical machinery, making thousands upon thousands of copies of itself. It dresses up these copies in a camouflaged tunic of lipids and proteins, ships them to the surface, and bursts out to begin another round of guile and destruction. It can kill a human being cell by cell, person by person, in devastating epidemic, or dissolve entire oceanic blooms extending over hundreds of miles, overnight. Yet most biologists would not even classify it as alive. The virus itself doesn’t give a damn.

Why would a virus not be alive? Because it does not have any active metabolism of its own; it relies entirely on the power of its host. That raises the question – is metabolic activity a necessary attribute of life? The pat answer is yes, of course; but why, exactly? Viruses use their immediate environment to make copies of themselves. But then so do we: we eat other animals or plants, and we breathe in oxygen. Cut us off from our environment, say with a plastic bag over the head, and we die in a few minutes. One could say that we parasitise our environment – like viruses. So do plants. Plants need us nearly as much as we need them. To photosynthesise their own organic matter, to grow, plants need sunlight, water and carbon dioxide (CO

2


 ). Arid deserts or dark caves preclude growth, but so too would a shortage of CO

2


 . Plants are not short of the gas precisely because animals (and fungi and various bacteria) continuously break down organic matter, digesting it, burning it, finally releasing it back into the atmosphere as CO

2


 . Our extra efforts to burn all the fossil fuels may have horrible consequences for the planet, but plants have good cause to be grateful. For them, more CO

2


 means more growth. So, like us, plants are parasites of their environment.

From this point of view, the difference between plants and animals and viruses is little more than the largesse of that environment. Within our cells, viruses are cosseted in the richest imaginable womb, a world that provides their every last want. They can afford to be so pared down – what Peter Medawar once called ‘a piece of bad news wrapped in a protein coat’ – only because their immediate environment is so rich. At the other extreme, plants place very low demands on their immediate environment. They will grow almost anywhere with light, water and air. To eke out an existence with so few external requirements forces them to be internally sophisticated. In terms of their biochemistry, plants can produce everything they need to grow, literally synthesising it out of thin air.
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 We ourselves are somewhere in the middle. Beyond a general requirement for eating, we need specific vitamins in our diet, without which we succumb to nasty diseases like scurvy. Vitamins are compounds that we can’t make for ourselves from simple precursors, because we have lost our ancestors’ biochemical machinery for synthesising them from scratch. Without the external props provided by vitamins, we are as doomed as a virus without a host.

So we all need props from the environment, the only question is how many? Viruses are actually extremely sophisticated in relation to some parasites of DNA, such as retrotransposons (jumping genes) and the like. These never leave the safety of their host, yet copy themselves across whole genomes. Plasmids – typically small independent rings of DNA carrying a handful of genes – can pass directly from one bacterium to another (via a slender connecting tube) without any need to fortify themselves to the outer world. Are retrotransposons, plasmids and viruses alive? All share a kind of ‘purposeful’ cunning, an ability to take advantage of their immediate biological environment, to make copies of themselves. Plainly there is a continuum between non-living and living, and it is pointless to try to draw a line across it. Most definitions of life focus on the living organism itself, and tend to ignore life’s parasitising of its environment. Take the NASA ‘working definition’ of life, for example: life is ‘a self-sustaining chemical system capable of Darwinian evolution’. Does that include viruses? Probably not, but it depends on what we read into that slippery phrase ‘self-sustaining’. Either way, life’s dependence on its environment is not exactly emphasised. The environment, by its very nature, seems extraneous to life; we shall see that it is not at all. The two always go hand in hand.

What happens when life is cut off from its preferred environment? We die, of course: we are either living or dead. But that’s not always true. When cut off from the resources of a host cell, viruses do not instantly decay and ‘die’: they are fairly impervious to the depredations of the world. In every millilitre of seawater, there are ten times as many viruses, waiting for their moment, as there are bacteria. A virus’s resistance to decay is reminiscent of a bacterial spore, which is held in a state of suspended animation and can remain that way for many years. Spores survive thousands of years in permafrost, or even in outer space, without metabolising at all. They’re not alone: seeds and even animals like tardigrades can withstand extreme conditions such as complete dehydration, radiation a thousand times the dose that would kill a human, intense pressures at the bottom of the ocean, or the vacuum of space – all without food or water.

Why do viruses, spores and tardigrades not fall to pieces, conforming to the universal decay dictated by the second law of thermodynamics? They might do in the end – if frazzled by the direct hit of a cosmic ray or a bus – but otherwise they are almost completely stable in their non-living state. That tells us something important about the difference between life and living. Spores are not technically living, even though most biologists would classify them as alive, because they retain the potential to revive. They can go back to living, so they’re not dead. I don’t see why we should view viruses in any different light: they too revert to copying themselves as soon as they are in the right environment. Likewise tardigrades. Life is about its structure (dictated in part by genes and evolution), but living – growing, proliferating – is as much about the environment, about how structure and environment interrelate. We know a tremendous amount about how genes encode the physical components of cells, but far less about how physical constraints dictate the structure and evolution of cells.


Energy, entropy and structure


The second law of thermodynamics states that entropy – disorder – must increase, so it seems odd at first glance that a spore or a virus should be so stable. Entropy, unlike life, has a specific definition and can be measured (it has units of joules per kelvin per mole, since you ask). Take a spore and smash it to smithereens: grind it up into all of its molecular components, and measure the entropy change. Surely entropy must have increased! What was once a beautifully ordered system, capable of resuming growth as soon as it found suitable conditions, is now a random non-functional assortment of bits – high entropy by definition. But no! According to the careful measurements of the bioenergeticist Ted Battley, entropy barely changed. That’s because there is more to entropy than just the spore; we must also consider its surroundings, and they have some level of disorder too.

A spore is composed of interacting parts that fit snugly together. Oily (lipid) membranes partition themselves from water naturally because of physical forces acting between molecules. A mixture of oily lipids shaken up in water will spontaneously sort itself into a thin bilayer, a biological membrane enclosing a watery vesicle, because that is the most stable state (
Figure 7

 ). For related reasons, an oil slick will spread into a thin layer across the surface of the ocean, causing devastation to life over hundreds of square miles. Oil and water are said to be immiscible – the physical forces of attraction and repulsion mean they prefer to interact with themselves rather than each other. Proteins behave in much the same way: those with lots of electrical charges dissolve in water; those without charges interact much better with oils – they are hydrophobic, literally ‘water-hating’. When oily molecules nestle down together, and electrically charged proteins dissolve in water, energy is released: that is a physically stable, low-energy, ‘comfortable’ state of matter. Energy is released as heat. Heat is the motion of molecules, their jostling and molecular disorder. Entropy. So the release of heat when oil and water separate actually increases entropy. In terms of overall
 entropy, then, and taking all these physical interactions into consideration, an ordered oily membrane around a cell is a higher
 entropy state than a random mixture of immiscible molecules, even though it looks
 more ordered.
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Grind up a spore and the overall entropy hardly changes, because although the crushed spore itself is more disordered, the component parts now have a higher energy than they did before – oils are mixed with water, immiscible proteins are rammed hard together. This physically ‘uncomfortable’ state costs energy. If a physically comfortable state releases energy into the surroundings as heat, a physically uncomfortable state does the opposite. Energy has to be absorbed from the surroundings, lowering their entropy, cooling them down. Writers of horror stories grasp the central point in their chilling narratives – almost literally. Spectres, poltergeists and Dementors chill, or even freeze, their immediate surroundings, sucking out energy to pay for their unnatural existence.





Figure 7
 Structure of a lipid membrane


The original fluid-mosaic model of the lipid bilayer, as depicted by Singer and Nicholson in 1972. Proteins float, submerged in a sea of lipids, some partially embedded, and others extending across the entire membrane. The lipids themselves are composed of hydrophilic (water-loving) head-groups, typically glycerol phosphate, and hydrophobic (water-hating) tails, generally fatty acids in bacteria and eukaryotes. The membrane is organised as a bilayer, with hydrophilic heads interacting with the watery contents of the cytoplasm and the surroundings, and the hydrophobic tails pointing inwards and interacting with each other. This is a low-energy, physically ‘comfortable’ state: despite its ordered appearance, the formation of lipid bilayers actually increases overall entropy by releasing energy as heat into the surroundings.

When all this is taken into consideration in the case of the spore, the overall entropy barely changes. At the molecular level, the structure of polymers minimises energy locally, with excess energy being released as heat to the surroundings, increasing their entropy. Proteins naturally fold into shapes with the lowest possible energy. Their hydrophobic parts are buried far from water at the surface. Electrical charges attract or repel each other: positive charges are fixed in their place by counterbalancing negative charges, stabilising the three-dimensional structure of the protein. So proteins fold spontaneously into particular shapes, albeit not always in a helpful manner. Prions are perfectly normal proteins that spontaneously refold into semicrystalline structures that act as a template for more refolded prions. The overall entropy barely changes. There may be several stable states for a protein, only one of them useful for a cell; but in terms of entropy there is little difference between them. Perhaps most surprisingly, there is little difference in overall entropy between a disordered soup of individual amino acids (the building blocks of proteins) and a beautifully folded protein. To unfold the protein returns it to a state more similar to a soup of amino acids, increasing its entropy. But doing so also exposes the hydrophobic amino acids to water, and this physically uncomfortable state sucks in energy from outside, decreasing the entropy of the surroundings, cooling them down – what we might call the ‘poltergeist effect’. The idea that life is a low-entropy state – that it is more organised than a soup – is not strictly true. The order and organisation of life is more than matched by the increased disorder of the surroundings.

So what was Erwin Schrödinger talking about when he said that life ‘sucks’ negative entropy from its environment, by which he meant that life somehow extracts order from its surroundings. Well, even though a broth of amino acids might have the same entropy as a perfectly folded protein, there are two senses in which the protein is less probable, and therefore costs energy.

First, the broth of amino acids will not spontaneously join together to form a chain. Proteins are chains of linked amino acids, but the amino acids are not intrinsically reactive. To get them to join together, living cells need first to activate them. Only then will they react and form into a chain. This releases roughly the same amount of energy that was used to activate them in the first place, so the overall entropy in fact remains about the same. The energy released as the protein folds itself is lost as heat, increasing the entropy of the surroundings. And so there is an energy barrier
 between two equivalently stable states. Just as the energy barrier means it is tricky to get proteins to form, so too there is a barrier to their degradation. It takes some effort (and digestive enzymes) to break proteins back down into their component parts. We must appreciate that the tendency of organic molecules to interact with each other, to form larger structures, whether proteins, DNA or membranes, is no more mysterious than the tendency of large crystals to form in cooling lava. Given enough reactive
 building blocks, these larger structures are the most stable state. The real question is: where do all the reactive building blocks come from?

That brings us to the second problem. A broth of amino acids, let alone activated ones, is not exactly probable in today’s environment either. If left standing around, it will eventually react with oxygen and revert to a simpler mixture of gases – carbon dioxide, nitrogen and sulphur oxides, and water vapour. In other words, it takes energy to form these amino acids in the first place, and that energy is released when they are broken down again. That’s why we can survive starvation for a while, by breaking down the protein in our muscles and using it as a fuel. This energy does not come from the protein itself, but from burning up its constituent amino acids. Thus, seeds, spores and viruses are not perfectly stable in today’s oxygen-rich environment. Their components will react with oxygen – oxidise – slowly over time, and that ultimately erodes their structure and function, preventing them from springing back to life in the right conditions. Seeds die. But change the atmosphere, keep oxygen at bay, and they are stable indefinitely.
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 Because organisms are ‘out of equilibrium’ with the oxygenated global environment, they will tend to oxidise, unless the process is actively prevented. (We’ll see in the next chapter that this was not always the case.)

So under normal circumstances (in the presence of oxygen) it costs energy to make amino acids and other biological building blocks, such as nucleotides, from simple molecules like carbon dioxide and hydrogen. And it costs energy to join them up into long chains, polymers such as proteins and DNA, even though there is little change in entropy. That’s what living is all about – making new components, joining them all together, growing, reproducing. Growth also means actively transporting materials in and out of the cell. All of this requires a continuous flux of energy – what Schrödinger referred to as ‘free energy’. The equation he had in mind is an iconic one, which relates entropy and heat to free energy. It is simple enough:


 G
 = 
 H
 – T
 
 S
 .

What does this mean? The Greek symbol 
 (delta) signifies a change. 
 G
 is the change in Gibbs free energy, named after the great reclusive nineteenth-century American physicist J. Willard Gibbs. It is the energy that is ‘free’ to drive mechanical work such as muscle contraction or anything happening in the cell. 
 H
 is the change in heat, which is released into the surroundings, warming them up, and so increasing their entropy. A reaction that releases heat into the surroundings must cool the system itself, because there is now less energy in it than there was before the reaction. So if heat is released from the system into the surroundings, 
 H
 , which refers to the system, takes a negative sign. T
 is the temperature. It matters just for context. Releasing a fixed amount of heat into a cool environment has a greater effect on that environment than the exact same amount of heat released into a warm environment – the relative input is greater. Finally, 
 S
 is the change in entropy of the system. This takes a negative sign if the entropy of the system decreases, becoming more ordered, and is positive if entropy increases, with the system becoming more chaotic.

Overall, for any reaction to take place spontaneously the free energy, 
 G
 , must be negative. This is equally true for the total sum of all the reactions that constitute living. That’s to say, a reaction will take place on its own accord only
 if 
 G
 is negative. For that to be the case, either the entropy of the system must rise (the system becomes more disordered) or energy must be lost from the system as heat, or both. This means that local entropy can decrease – the system can become more ordered – so long as 
 H
 is even more negative, meaning that a lot of heat is released to the surroundings. The bottom line is that, to drive growth and reproduction – living! – some reaction must continuously release heat into the surroundings, making them more disordered. Just think of the stars. They pay for their ordered existence by releasing vast amounts of energy into the universe. In our own case, we pay for our continued existence by releasing heat from the unceasing reaction that is respiration. We are continuously burning food in oxygen, releasing heat into the environment. That heat loss is not waste – it is strictly necessary for life to exist. The greater the heat loss, the greater the possible complexity.
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Everything that happens in a living cell is spontaneous, and will take place on its own accord, given the right starting point. 
 G
 is always negative. Energetically, it’s downhill all the way. But this means that the starting point has to be very high up. To make a protein, the starting point is the improbable assembly of enough activated
 amino acids in a small space. They will then release energy when they join and fold to form proteins, increasing the entropy of the surroundings. Even the activated amino acids will form spontaneously, given enough suitably reactive precursors. And those suitably reactive precursors will also form spontaneously, given a highly reactive environment
 . Thus, ultimately, the power for growth comes from the reactivity of the environment, which fluxes continuously through living cells (in the form of food and oxygen in our case, photons of light in the case of plants). Living cells couple this continuous energy flux to growth, overcoming their tendency to break down again. They do so through ingenious structures, in part specified by genes. But whatever those structures may be (we’ll come to that), they are themselves the outcome of growth and replication, natural selection and evolution, none of which is possible in the absence of a continuous energy flux from somewhere in the environment.


The curiously narrow range of biological energy


Organisms require an extraordinary amount of energy to live. The energy ‘currency’ used by all living cells is a molecule called ATP, which stands for adenosine triphosphate (but don’t worry about that). ATP works like a coin in a slot machine. It powers one turn on a machine that promptly shuts down again afterwards. In the case of ATP, the ‘machine’ is typically a protein. ATP powers a change from one stable state to another, like flipping a switch from up to down. In the case of the protein, the switch is from one stable conformation to another. To flip it back again requires another ATP, just as you have to insert another coin in the slot machine to have a second go. Picture the cell as a giant amusement arcade, filled with protein machinery, all powered by ATP coins in this way. A single cell consumes around 10 million
 molecules of ATP every second! The number is breathtaking. There are about 40 trillion cells in the human body, giving a total turnover of ATP of around 60–100 kilograms per day – roughly our own body weight. In fact, we contain only about 60 grams of ATP, so we know that every molecule of ATP is recharged once or twice a minute.

Recharged? When ATP is ‘split’, it releases free energy that powers the conformational change, as well as releasing enough heat to keep 
 G
 negative. ATP is usually split into two unequal pieces, ADP (adenosine diphosphate) and inorganic phosphate (PO
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 ). This is the same stuff we use in fertilisers and is usually depicted as P

i


 . It then costs energy to reform ATP again from ADP and P

i


 . The energy of respiration – the energy released from the reaction of food with oxygen – is used to make ATP from ADP and P

i


 . That’s it. The endless cycle is as simple as this:

ADP + P

i


 + energy 
 ATP

We are nothing special. Bacteria such as E. coli
 can divide every 20 minutes. To fuel its growth E. coli
 consumes around 50 billion
 ATPs per cell division, some 50–100 times each cell’s mass. That’s about four times our own rate of ATP synthesis. Convert these numbers into power measured in watts and they are just as incredible. We use about 2 milliwatts of energy per gram – or some 130 watts for an average person weighing 65 kg, a bit more than a standard 100 watt light bulb. That may not sound like a lot, but per gram it is a factor of 10,000 more than the sun (only a tiny fraction of which, at any one moment, is undergoing nuclear fusion). Life is not much like a candle; more of a rocket launcher.

From a theoretical point of view, then, life is no mystery. It doesn’t contravene any laws of nature. The amount of energy that living cells get through, second by second, is astronomical, but then the amount of energy pouring in upon the earth as sunlight is many orders of magnitude more (because the sun is enormously larger, even though it has less power per gram). So long as some portion of this energy is available to drive biochemistry, one might think that life could operate in almost any which way. As we saw with genetic information in the last chapter, there doesn’t seem to be any fundamental constraint on how energy is used, just that there be plenty of it. That makes it all the more surprising, then, that life on earth turns out to be extremely constrained in its energetics.

There are two aspects to the energy of life that are unexpected. First, all cells derive their energy from just one particular type of chemical reaction known as a redox
 reaction, in which electrons are transferred from one molecule to another. Redox stands for ‘reduction and oxidation’. It is simply the transfer of one or more electrons from a donor to a receptor. As the donor passes on electrons, it is said to be oxidised. This is what happens when substances such as iron react with oxygen – they pass electrons on to oxygen, themselves becoming oxidised to rust. The substance that receives the electrons, in this case oxygen, is said to be reduced. In respiration or a fire, oxygen (O

2


 ) is reduced to water (H

2


 O) because each oxygen atom picks up two electrons (to give O

2–


 ) plus two protons, which balance the charges. The reaction proceeds because it releases energy as heat, increasing entropy. All chemistry ultimately increases the heat of the surroundings and lowers the energy of the system itself; the reaction of iron or food with oxygen does that particularly well, releasing a large amount of energy (as in a fire). Respiration conserves
 some of the energy released from that reaction in the form of ATP, at least for the short period until ATP is split again. That releases the remaining energy contained in the ADP–P

i


 bond of ATP as heat. In the end, respiration and burning are equivalent; the slight delay in the middle is what we know as life.

Because electrons and protons are often (but not always) coupled together in this way, reductions are sometimes defined as the transfer of a hydrogen atom. But reductions are much easier to grasp if you think primarily in terms of electrons. A sequence of oxidation and reduction (redox) reactions amounts to the transfer of an electron down a linked chain of carriers, which is not unlike the flow of electrical current down a wire. This is what happens in respiration. Electrons stripped from food are not passed directly to oxygen (which would release all the energy in one go) but to a ‘stepping stone’ – typically one of several charged iron atoms (Fe

3+


 ) embedded in a respiratory protein, often as part of a small inorganic crystal known as an ‘iron–sulphur cluster’ (see 
Figure 8

 ). From there the electron hops to a very similar cluster, but with a slightly higher ‘need’ for the electron. As the electron is drawn from one cluster to the next, each one is first reduced (accepting an electron so an Fe

3+


 becomes Fe

2+


 ) and then oxidised (losing the electron and reverting to Fe

3+


 ) in turn. Ultimately, after around 15 or more such hops, the electron reaches oxygen. Forms of growth that at first glance seem to have little in common, such as photosynthesis in plants, and respiration in animals, turn out to be basically the same in that they both involve the transfer of electrons down such ‘respiratory chains’. Why should this be? Life could have been driven by thermal or mechanical energy, or radioactivity, or electrical discharges, or UV radiation, the imagination is the limit; but no, all life is driven by redox chemistry, via remarkably similar respiratory chains.

The second unexpected aspect to the energy of life is the detailed mechanism by which energy is conserved in the bonds of ATP. Life doesn’t use plain chemistry, but drives the formation of ATP by the intermediary of proton gradients across thin membranes. We’ll come to what that means, and how it is done, in a moment. For now, let’s just recall that this peculiar mechanism was utterly unanticipated – ‘the most counterintuitive idea in biology since Darwin’, according to the molecular biologist Leslie Orgel. Today, we know the molecular mechanisms of how proton gradients are generated and tapped in astonishing detail. We also know that the use of proton gradients is universal across life on earth – proton power is as much part and parcel of life as DNA itself, the universal genetic code. Yet we know next to nothing about how this counterintuitive mechanism of biological energy generation evolved. For whatever reason, it seems that life on earth uses a startlingly limited and strange subset of possible energetic mechanisms. Does this reflect the quirks of history, or are these methods so much better than anything else that they eventually came to dominate? Or more intriguingly – could this be the only way?











Figure 8
 Complex I of the respiratory chain



A
 Iron-sulphur clusters are spaced at regular distances of 14 ångströms or less; electrons hop from one cluster to the next by ‘quantum tunnelling’, with most following the main path of the arrows. The numbers give the distance in ångströms from centre to centre of each cluster; the numbers in brackets give the distance from edge to edge. B
 The whole of complex I in bacteria in Leo Sazanov’s beautiful X-ray crystallography structure. The vertical matrix arm transfers electrons from FMN, where they enter the respiratory chain, to coenzyme Q (also called ubiquinone), which passes them on to the next giant protein complex. You can just make out the pathway of iron-sulphur clusters shown in A
 buried within the protein. C
 Mammalian complex I, showing the same core subunits found in bacteria, but partially concealed beneath an additional 30 smaller subunits, depicted in dark shades in Judy Hirst’s revealing electron cryo-microscopy structure.

Here’s what is happening in you right now. Take a dizzying ride down into one of your cells, let’s say a heart muscle cell. Its rhythmic contractions are powered by ATP, which is flooding out from the many large mitochondria, the powerhouses of the cell. Shrink yourself down to the size of an ATP molecule, and zoom in through a large protein pore in the external membrane of a mitochondrion. We find ourselves in a confined space, like the engine room of a boat, packed with overheating protein machinery, stretching as far as the eye can see. The ground is bubbling with what look like little balls, which shoot out from the machines, appearing and disappearing in milliseconds. Protons! This whole space is dancing with the fleeting apparitions of protons, the positively charged nuclei of hydrogen atoms. No wonder you can barely see them! Sneak through one of those monstrous protein machines into the inner bastion, the matrix, and an extraordinary sight greets you. You are in a cavernous space, a dizzying vortex where fluid walls sweep past you in all directions, all jammed with gigantic clanking and spinning machines. Watch your head! These vast protein complexes are sunk deeply into the walls, and move around sluggishly as if submerged in the sea. But their parts move at amazing speed. Some sweep back and forth, too fast for the eye to see, like the pistons of a steam engine. Others spin on their axis, threatening to detach and fly off at any moment, driven by pirouetting crankshafts. Tens of thousands of these crazy perpetual motion machines stretch off in all directions, whirring away, all sound and fury, signifying … what?

You are at the thermodynamic epicentre of the cell, the site of cellular respiration, deep within the mitochondria. Hydrogen is being stripped from the molecular remains of your food, and passed into the first and largest of these giant respiratory complexes, complex I. This great complex is composed of as many as 45 separate proteins, each one a chain of several hundred amino acids. If you, an ATP, were as big as a person, complex I is a skyscraper. But no ordinary skyscraper – a dynamic machine operating like a steam engine, a terrifying contraption with a life of its own. Electrons are separated from protons and fed into this vast complex, sucked in at one end and spat out of the other, all the way over there, deep in the membrane itself. From there the electrons pass through two more giant protein complexes, which together comprise the respiratory chain. Each individual complex contains multiple ‘redox centres’ – about nine of them in complex I – that transiently hold an electron (
Figure 8

 ). Electrons hop from centre to centre. In fact, the regular spacing of these centres suggests that they ‘tunnel’ by some form of quantum magic, appearing and disappearing fleetingly, according to the rules of quantum probability. All that the electrons can see is the next redox centre, so long as it is not far away. Distance here is measured in ångströms (Å), roughly the size of an atom.
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 So long as each redox centre is spaced within about 14 Å of the next, and each one has a slightly stronger affinity for an electron than the last, electrons will hop on down this pathway of redox centres, as if crossing a river on nice regularly spaced stepping stones. They pass straight through the three giant respiratory complexes, but don’t notice them any more than you need to notice the river. They are drawn onwards by the powerful tug of oxygen, its voracious chemical appetite for electrons. This is not action at a distance – it is all about the probability of an electron being on oxygen rather than somewhere else. It amounts to a wire, insulated by proteins and lipids, channelling the current of electrons from ‘food’ to oxygen. Welcome to the respiratory chain!

The electrical current animates everything here. The electrons hop along their path, interested only in their route to oxygen, and oblivious to the clanking machines clinging to the landscape like pumpjack oil wells. But the giant protein complexes are full of trip switches. If an electron sits in a redox centre, the adjoining protein has a particular structure. When that electron moves on, the structure shifts a fraction, a negative charge readjusts itself, a positive charge follows suit, whole networks of weak bonds recalibrate themselves, and the great edifice swings into a new conformation in a tiny fraction of a second. Small changes in one place open cavernous channels elsewhere in the protein. Then another electron arrives, and the entire machine swings back to its former state. The process is repeated tens of times a second. A great deal is known now about the structure of these respiratory complexes, down to a resolution of just a few ångströms, nearly the level of atoms. We know how protons bind to immobilised water molecules, themselves pinioned in their place by charges on the protein. We know how these water molecules shift when the channels reconfigure themselves. We know how protons are passed from one water molecule to another through dynamic clefts, opening and closing in swift succession, a perilous route through the protein that slams closed instantly after the passage of the proton, preventing its retreat as if in an Indiana Jones adventure, the Proteins of Doom. This vast, elaborate, mobile machinery achieves just one thing: it transfers protons from one side of the membrane to the other.

For each pair of electrons that passes through the first complex of the respiratory chain, four protons cross the membrane. The electron pair then passes directly into the second complex (technically complex III; complex II is an alternative entry point), which conveys four more protons across the barrier. Finally, in the last great respiratory complex, the electrons find their Nirvana (oxygen), but not before another two protons have been shuttled across the membrane. For each pair of electrons stripped from food, ten protons are ferried across the membrane. And that’s it (
Figure 9

 ). A little less than half the energy released by flow of electrons to oxygen is saved in the proton gradient. All that power, all that ingenuity, all the vast protein structures, all of that is dedicated to pumping protons across the inner mitochondrial membrane. One mitochondrion contains tens of thousands of copies of each respiratory complex. A single cell contains hundreds or thousands of mitochondria. Your 40 trillion cells contain at least a quadrillion mitochondria, with a combined convoluted surface area of about 14,000 square metres
 ; about four football fields. Their job is to pump protons, and together they pump more than 10

21


 of them – nearly as many as there are stars in the known universe – every second
 .

Well, that’s half their job. The other half is to bleed off that power to make ATP.
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 The mitochondrial membrane is very nearly impermeable to protons – that is the point of all these dynamic channels that slam shut as soon as the proton has passed through. Protons are tiny – just the nucleus of the smallest atom, the hydrogen atom – so it is no mean feat to keep them out. Protons pass through water more or less instantaneously, so the membrane must be completely sealed off to water in all places as well. Protons are also charged; they carry a single positive charge. Pumping protons across a sealed membrane achieves two things: first, it generates a difference in the proton concentration between the two sides; and second, it produces a difference in electrical charge, the outside being positive relative to the inside. That means there is an electrochemical potential difference across the membrane, in the order of 150 to 200 millivolts. Because the membrane is very thin (around 6 nm thick) this charge is extremely intense across a short distance. Shrink yourself back down to the size of an ATP molecule again, and the intensity of the electric field you would experience in the vicinity of the membrane – the field strength – is 30 million volts per metre, equal to a bolt of lightning, or a thousand times the capacity of normal household wiring.





Figure 9
 How mitochondria work



A
 Electron micrograph of mitochondria, showing the convoluted inner membranes (cristae) where respiration takes place. B
 A cartoon of the respiratory chain, depicting the three major protein complexes embedded in the inner membrane. Electrons (e

–


 ) enter from the left and pass through three large protein complexes to oxygen. The first is complex I (see Figure 8
 for a more realistic depiction); electrons then pass through complex III and IV. Complex II (not shown) is a separate entry point into the respiratory chain, and passes electrons straight to complex III. The small circle within the membrane is ubiquinone, which shuttles electrons from complexes I and II to III; the protein loosely bound to the membrane surface is cytochrome c
 , which shuttles electrons from complex III to IV. The current of electrons to oxygen is depicted by the arrow. This current powers the extrusion of protons (H

+


 ) through the three respiratory complexes (complex II passes on electrons but does not pump protons). For each pair of electrons that passes down the chain, four protons are pumped at complex I, four at complex III and two at complex IV. The flux of protons back through the ATP synthase (shown at the right) drives the synthesis of ATP from ADP and P

i


 .

This huge electrical potential, known as the proton-motive force, drives the most impressive protein nanomachine of them all, the ATP synthase (
Figure 10

 ). Motive implies motion and the ATP synthase is indeed a rotary motor, in which the flow of protons turns a crank shaft, which in turn rotates a catalytic head. These mechanical forces drive the synthesis of ATP. The protein works like a hydroelectric turbine, whereby protons, pent up in a reservoir behind the barrier of the membrane, flood through the turbine like water cascading downhill, turning the rotating motor. This is barely poetic licence but a precise description, yet it is hard to convey the astonishing complexity of this protein motor. We still don’t know exactly how it works – how each proton binds on to the C-ring within the membrane, how electrostatic interactions spin this ring in one direction only, how the spinning ring twists the crank shaft, forcing conformational changes in the catalytic head, how the clefts that open and close in this head clasp ADP and P

i


 and force them together in mechanical union, to press a new ATP. This is precision nanoengineering of the highest order, a magical device, and the more we learn about it the more marvellous it becomes. Some see in it proof for the existence of God. I don’t. I see the wonder of natural selection. But it is undoubtedly a wondrous machine.

For every ten protons that pass through the ATP synthase, the rotating head makes one complete turn, and three newly minted ATP molecules are released into the matrix. The head can spin at over a hundred revolutions per second. I mentioned that ATP is called the universal energy ‘currency’ of life. The ATP synthase and the proton-motive force are also conserved universally across life. And I mean universally. The ATP synthase is found in basically all bacteria, all archaea, and all eukaryotes (the three domains of life we discussed in the previous chapter), barring a handful of bugs that rely on fermentation instead. It is as universal as the genetic code itself. In my book, the ATP synthase should be as symbolic of life as the double helix of DNA. Now that you mention it, this is my book, and it is.





Figure 10
 Structure of the ATP synthase


The ATP synthase is a remarkable rotating motor embedded in the membrane (bottom). This beautiful artistic rendition by David Goodsell is to scale, and shows the size of an ATP and even protons relative to the membrane and the protein itself. The flux of protons through a membrane subunit (open arrow) drives the rotation of the striped F

O


 motor in the membrane, as well as the drive shaft (stalk) attached above (turning black arrow). The rotation of the drive shaft forces conformational changes in the catalytic head (F

1


 subunit), driving the synthesis of ATP from ADP and phosphate. The head itself is prevented from rotating by the ‘stator’ – the rigid stick to the left – which fixes the catalytic head in position. Protons are shown below the membrane bound to water as hydronium ions (H

3


 O

+


 ).


A central puzzle in biology


The concept of the proton-motive force came from one of the most quietly revolutionary scientists of the twentieth century, Peter Mitchell. Quiet only because his discipline, bioenergetics, was (and still is) something of a backwater in a research world entranced by DNA. That fascination began in the early 1950s with Crick and Watson in Cambridge, where Mitchell was an exact contemporary. Mitchell, too, went on to win the Nobel Prize, in 1978, but his ideas were far more traumatic in the making. Unlike the double helix, which Watson immediately declared to be ‘so pretty it has to be true’ – and he was right – Mitchell’s ideas were extremely counterintuitive. Mitchell himself was irascible, argumentative and brilliant by turns. He was obliged to retire with stomach ulcers from Edinburgh University in the early 1960s, soon after introducing his ‘chemiosmotic hypothesis’ in 1961 (which was published in Nature
 , like Crick and Watson’s more famous earlier treatise). ‘Chemiosmotic’ is the term Mitchell used to refer to the transfer of protons across a membrane. Characteristically, he used the word ‘osmotic’ in its original Greek sense, meaning ‘to push’ (not in the more familiar usage of osmosis, the passage of water across a semipermeable membrane). Respiration pushes protons across a thin membrane, against a concentration gradient, and hence is chemiosmotic.

With private means and a practical bent, Mitchell spent two years refurbishing a manor house near Bodmin in Cornwall as a lab and home, and opened the Glynn Institute there in 1965. For the next two decades, he and a small number of other leading figures in bioenergetics set about testing the chemiosmotic hypothesis to destruction. The relationships between them took a similar battering. This period has gone down in the annals of biochemistry as the ‘ox phos wars’ – ‘ox phos’ being short for ‘oxidative phosphorylation’, the mechanism by which the flow of electrons to oxygen is coupled to the synthesis of ATP. It’s hard to appreciate that none of the details I have given in the last few pages were known as recently as the 1970s. Many of them are still the focus of active research.
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Why were Mitchell’s ideas so hard to accept? In part because they were so genuinely unexpected. The structure of DNA makes perfect sense – the two strands each act as a template for the other, and the sequence of letters encodes the sequence of amino acids in a protein. The chemiosmotic hypothesis, in comparison, seemed quirky in the extreme, and Mitchell himself might as well have been talking Martian. Life is about chemistry, we all know that. ATP is formed from the reaction of ADP and phosphate, so all that was needed was the transfer of one phosphate from some reactive intermediate on to ADP. Cells are filled with reactive intermediates, so it was just a case of finding the right one. Or so it seemed for several decades. Then along came Mitchell with a mad glint in his eye, plainly an obsessive, writing out equations that nobody could understand, and declaring that respiration was not about chemistry at all, that the reactive intermediate which everyone had been searching for did not even exist, and that the mechanism coupling electron flow to ATP synthesis was actually a gradient of protons across an impermeable membrane, the proton-motive force. No wonder he made people cross!

This is the stuff of legend: a nice example of how science works in unexpected ways, touted as a ‘paradigm shift’ in biology supporting Thomas Kuhn’s view of scientific revolutions, but now safely confined to the history books. The details have been worked out at atomic resolution, culminating in John Walker’s Nobel Prize in 1997 for the structure of the ATP synthase. Resolving the structure of complex I is an even taller order, but outsiders might be forgiven for thinking that these are details, and that bioenergetics is no longer hiding any revolutionary discoveries to compare with Mitchell’s own. That’s ironic because Mitchell arrived at his radical view of bioenergetics not by thinking about the detailed mechanism of respiration itself, but a much simpler and more profound question – how do cells (he had bacteria in mind) keep their insides different from the outside? From the very beginning, he saw organisms and their environment as intimately and inextricably linked through membranes, a view which is central to this whole book. He appreciated the importance of these processes to the origin and existence of life in a way that very few others have done since. Consider this passage from a lecture that he gave on the origin of life in 1957, at a meeting in Moscow, four years before publishing his chemiosmotic hypothesis:

I cannot consider the organism without its environment… From a formal point of view the two may be regarded as equivalent phases between which dynamic contact is maintained by the membranes that separate and link them.

This line of Mitchell’s thinking is more philosophical than the nuts and bolts of the chemiosmotic hypothesis, which grew from it, but I think it is equally prescient. Our modern focus on molecular biology means we have all but forgotten Mitchell’s preoccupation with membranes as a necessary link between inside and outside, with what Mitchell called ‘vectorial chemistry’ – chemistry with a direction in space, where position and structure matter. Not test-tube chemistry, where everything is mixed in solution. Essentially all life uses redox chemistry to generate a gradient of protons across a membrane. Why on earth do we do that? If these ideas seem less outrageous now than they did in the 1960s, that is only because we have lived with them for 50 years, and familiarity breeds, if not contempt, at least dwindling interest. They have collected dust and settled into textbooks, ne’er to be questioned again. We now know that these ideas are true; but are we any closer to knowing why they are true? The question boils down to two parts: why do all living cells use redox chemistry as a source of free energy? And why do all cells conserve this energy in the form of proton gradients over membranes? At a more fundamental level, these questions are: why electrons, and why protons?


Life is all about electrons


So why does life on earth use redox chemistry? Perhaps this is the easiest part to answer. Life as we know it is based on carbon, and specifically on partially reduced forms of carbon. To an absurd first approximation (putting aside the requirement for relatively small amounts of nitrogen, phosphorus, and other elements), a ‘formula’ for life is CH

2


 O. Given the starting point of carbon dioxide (more on this in the next chapter), then life must involve the transfer of electrons and protons from something like hydrogen (H

2


 ) on to CO

2


 . It doesn’t matter in principle where those electrons come from – they could be snatched from water (H

2


 O) or hydrogen sulphide (H

2


 S) or even ferrous iron (Fe

2+


 ). The point is they are transferred on to CO

2


 , and all such transfers are redox chemistry. ‘Partially reduced’, incidentally, means that CO

2


 is not reduced completely to methane (CH

4


 ).

Could life have used something other than carbon? No doubt it is conceivable. We are familiar with robots made from metal or silicon, so what is special about carbon? Quite a lot, in fact. Each carbon atom can form four strong bonds, much stronger than the bonds formed by its chemical neighbour silicon. These bonds allow an extraordinary variety of long-chain molecules, notably proteins, lipids, sugars and DNA. Silicon can’t manage anything like this wealth of chemistry. What’s more, there are no gaseous silicon oxides to compare with carbon dioxide. I imagine CO

2


 as a kind of a Lego brick. It can be plucked from the air and added one carbon at a time on to other molecules. Silicon oxides in contrast … well, you try building with sand. Silicon or other elements might be amenable to use by a higher intelligence such as ourselves, but it is hard to see how life could have bootstrapped itself from the bottom up using silicon. That’s not to say that silicon-based life couldn’t possibly evolve in an infinite universe, who could say; but as a matter of probability and predictability, which is what this book is about, that seems overwhelmingly less likely. Apart from being much better, carbon is also much more abundant across the universe. To a first approximation, then, life should be carbon based.

But the requirement for partially reduced carbon is only a small part of the answer. In most modern organisms, carbon metabolism is quite separate from energy metabolism. The two are connected by ATP and a handful of other reactive intermediates such as thioesters (notably acetyl CoA) but there is no fundamental requirement for these reactive intermediates to be produced by redox chemistry. A few organisms survive by fermentation, though this is neither ancient nor impressive in yield. But there is no shortage of ingenious suggestions about possible chemical starting points for life, one of the most popular (and perverse) being cyanide, which could be formed by the action of UV radiation on gases such as nitrogen and methane. Is that feasible? I mentioned in the last chapter that there is no hint from zircons that the early atmosphere contained much methane. That doesn’t mean it couldn’t happen in principle on another planet, though. And if it’s possible, why shouldn’t it power life today? We’ll return to this in the next chapter. I think it’s unlikely for other reasons.

Consider the problem the other way around: what is good about the redox chemistry of respiration? Plenty, it seems. When I say respiration, we need to look beyond ourselves. We strip electrons from food and transfer them down our respiratory chains to oxygen, but the critical point here is that the source and the sink of electrons can both be changed. It so happens that burning up food in oxygen is as good as it gets in terms of energy yield, but the underlying principle is enormously wider and more versatile. There is no need to eat organic matter, for example. Hydrogen gas, hydrogen sulphide and ferrous iron are all electron donors, as we’ve already noted. They can pass their electrons into a respiratory chain, so long as the acceptor at the other end is a powerful enough oxidant to pull them through. That means bacteria can ‘eat’ rocks or minerals or gases, using basically the same protein equipment that we use in respiration. Next time you see a discoloration in a concrete wall, betraying a thriving bacterial colony, consider for a moment that, however alien they may seem, they are living by using the same basic apparatus as you.

There’s no requirement for oxygen either. Lots of other oxidants can do the job nearly as well, such as nitrate or nitrite, sulphate or sulphite. The list goes on and on. All these oxidants (so called because they behave a little like oxygen) can suck up electrons from food or other sources. In each case, the transfer of electrons from an electron donor to an acceptor releases energy that is stored in the bonds of ATP. An inventory of all known electron donors and electron acceptors used by bacteria and archaea – so-called ‘redox couples’ – would extend over several pages. Not only do bacteria ‘eat’ rocks, but they can ‘breathe’ them too. Eukaryotic cells are pathetic in comparison. There is about the same metabolic versatility in the entire eukaryotic domain – all plants, animals, algae, fungi and protists – as there is in a single bacterial cell.

This versatility in the use of electron donors and acceptors is aided by the sluggish reactivity of many of them. We noted earlier that all biochemistry occurs spontaneously, and must always be driven by a highly reactive environment; but if the environment is too reactive, then it will go right ahead and react, and there will be no free energy left over to power biology. An atmosphere could never be full of fluorine gas, for example, as it would immediately react with everything and disappear. But many substances accumulate to levels that far exceed their natural thermodynamic equilibrium, because they react very slowly. If given a chance, oxygen will react vigorously with organic matter, burning everything on the planet, but this propensity to violence is tempered by a lucky chemical quirk that makes it stable over aeons. Gases such as methane and hydrogen will react even more vigorously with oxygen – just think of the Hindenburg airship – but again, the kinetic barrier to their reaction means that all these gases can coexist in the air for years at a time, in dynamic disequilibrium. The same applies to many other substances, from hydrogen sulphide to nitrate. They can be coerced into reacting, and when they do they release a large amount of energy that can be harnessed by living cells; but without the right catalysts, nothing much happens. Life exploits these kinetic barriers, and in so doing increases entropy faster than would otherwise happen. Some even define life in these terms, as an entropy generator. Regardless: life exists precisely because kinetic barriers exist – it specialises to break them down. Without the loophole of great reactivity pent up behind kinetic barriers, it’s doubtful that life could exist at all.

The fact that many electron donors and acceptors are both soluble and stable, entering and exiting cells without much ado, means that the reactive environment required by thermodynamics can be brought safely inside, right into those critical membranes. That makes redox chemistry much easier to deal with than heat or mechanical energy, or UV radiation or lightning, as a form of biologically useful energy flux. Health and Safety would approve.

Perhaps unexpectedly, respiration is also the basis of photosynthesis. Recall that there are several types of photosynthesis. In each case, the energy of sunlight (as photons) is absorbed by a pigment (usually chlorophyll) which excites an electron, sending it off down a chain of redox centres to an acceptor, in this case carbon dioxide itself. The pigment, bereft of an electron, accepts one gratefully from the nearest donor, which could be water, hydrogen sulphide, or ferrous iron. As in respiration, the identity of the electron donor doesn’t matter in principle. ‘Anoxygenic’ forms of photosynthesis use hydrogen sulphide or iron as electron donors, leaving behind brimstone or rusty iron deposits as waste.
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 Oxygenic photosynthesis uses a much tougher donor, water, releasing oxygen gas as waste. But the point is that all of these different types of photosynthesis obviously derive from respiration. They use exactly the same respiratory proteins, the same types of redox centre, the same proton gradients over membranes, the same ATP synthase – all the same kit.
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 The only real difference is the innovation of a pigment, chlorophyll, which is in any case closely related to the pigment haem, used in many ancient respiratory proteins. Tapping into the energy of the sun changed the world, but in molecular terms all it did was set electrons flowing faster down respiratory chains.

The great advantage of respiration, then, is its immense versatility. Essentially any redox couple (any pair of electron donor and electron acceptor) can be used to set electrons flowing down respiratory chains. The specific proteins that pick up electrons from ammonium are slightly different from those that pick up electrons from hydrogen sulphide, but they are very closely related variations on a theme. Likewise, at the other end of the respiratory chain, the proteins that pass electrons on to nitrate or nitrite differ from those that pass electrons on to oxygen, but all of them are related. They’re sufficiently similar to each other that one can be used in place of another. Because these proteins are plugged into a common operating system, they can be mixed and matched to fit any environment. They are not only interchangeable in principle, but in practice they’re passed around with abandon. Over the past few decades, we’ve come to realise that lateral gene transfer (passing around little cassettes of genes from one cell to another, as if spare change) is rife in bacteria and archaea. Genes encoding respiratory proteins are among those most commonly swapped by lateral transfer. Together, they comprise what biochemist Wolfgang Nitschke calls the ‘redox protein construction kit’. Did you just move to an environment where hydrogen sulphide and oxygen are both common, such as a deep-sea vent? No problem, help yourself to the requisite genes, they’ll work just fine for you, sir. You’ve run out of oxygen? Try nitrite, ma’am! Don’t worry. Take a copy of nitrite reductase and plug it in, you’ll be fine!

All these factors mean that redox chemistry should be important for life elsewhere in the universe too. While we could imagine other forms of power, the requirement for redox chemistry to reduce carbon, combined with the many advantages of respiration, means it is hardly surprising that life on earth is redox powered. But the actual mechanism of respiration, proton gradients over membranes, is another matter altogether. The fact that respiratory proteins can be passed round by lateral gene transfer, and mixed and matched to work in any environment, is largely down to the fact that there is a common operating system – chemiosmotic coupling. Yet there is no obvious reason why redox chemistry should involve proton gradients. That lack of an intelligible connection partly explains the resistance to Mitchell’s ideas, and the ox phos wars, all those years ago. Over the past 50 years, we have learned a lot about how
 life uses protons; but until we know why
 life uses protons, we will not be able to predict much else about the properties of life here or anywhere else in the universe.


Life is all about protons


The evolution of chemiosmotic coupling is a mystery. The fact that all life is chemiosmotic implies that chemiosmotic coupling arose very early indeed in evolution. Had it arisen later on, it would be difficult to explain how and why it became universal – why proton gradients displaced everything else completely. Such universality is surprisingly rare. All life shares the genetic code (again, with a few minor exceptions, which prove the rule). Some fundamental informational processes are also universally conserved. For example, DNA is transcribed into RNA, which is physically translated into proteins on nanomachines called ribosomes in all living cells. But the differences between archaea and bacteria are really shocking. Recall that the bacteria and archaea are the two great domains of prokaryotes, cells that lack a nucleus and indeed most of the paraphernalia of complex (eukaryotic) cells. In their physical appearance, bacteria and archaea are virtually indistinguishable; but in much of their biochemistry and genetics, the two domains are radically different.

Take DNA replication, which we might guess would be as fundamental to life as the genetic code. Yet the detailed mechanisms of DNA replication, including almost all the enzymes needed, turn out to be totally different in bacteria and archaea. Likewise, the cell wall, the rigid outer layer that protects the flimsy cell inside, is chemically completely different in bacteria and archaea. So are the biochemical pathways of fermentation. Even the cell membranes – strictly necessary for chemiosmotic coupling, otherwise known as membrane
 bioenergetics – are biochemically different in bacteria and archaea. In other words, the barriers between the inside and outside of cells and the replication of hereditary material are not deeply conserved. What could be more important to the lives of cells than these! In the face of all that divergence, chemiosmotic coupling is universal.

These are profoundly deep differences, and lead to sobering questions about the common ancestor of both groups. Assuming that traits in common were inherited from a shared ancestor, but traits that differ arose independently in the two lines, what manner of a cell could that ancestor have been? It defies logic. At face value it was a phantom of a cell, in some ways like modern cells, in other ways … well, what exactly? It had DNA transcription, ribosomal translation, an ATP synthase, bits and pieces of amino acid biosynthesis, but beyond that, little else that is conserved in both groups.

Consider the membrane problem. Membrane bioenergetics are universal – but membranes are not. One might imagine that the last common ancestor had a bacterial-type membrane, and that archaea replaced it for some adaptive reason, perhaps because archaeal membranes are better at higher temperatures. That is superficially plausible, but there are two big problems. First, most archaea are not hyperthermophiles; many more live in temperate conditions, in which archaeal lipids offer no obvious advantage; and conversely plenty of bacteria live happily in hot springs. Their membranes cope perfectly well with high temperatures. Bacteria and archaea live alongside each other in almost all environments, frequently in very close symbioses. Why would one of these groups have gone to the serious trouble of replacing all their membrane lipids, on just one occasion? If it is possible to switch membranes, then why don’t we see the wholesale replacement of membrane lipids on other occasions, as cells adapt to new environments? That should be much easier than inventing new ones from scratch. Why don’t some bacteria living in hot springs acquire archaeal lipids?

Second, and more telling, a major distinction between bacterial and archaeal membranes seems to be purely random – bacteria use one stereoisomer (mirror form) of glycerol, while archaea use the other.
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 Even if archaea really did replace all their lipids because they were better adapted to high temperatures, there is no conceivable selective reason to replace glycerol with glycerol. That’s just perverse. Yet the enzyme that makes the left-handed form of glycerol is not even remotely related to the enzyme that makes the right-handed type. To switch from one isomer to the other would require the ‘invention’ of a new enzyme (to make the new isomer) followed by the systematic elimination of the old (but fully functional) enzyme in each and every cell, even though the new version offered no evolutionary advantage. I just don’t buy that. But if one type of lipid was not physically replaced with another, then what kind of membrane did the last common ancestor actually possess? It must have been very different from all modern membranes. Why?

Chapter 4.

I closed the first chapter with some big questions about the evolution of life on earth. Why did life arise so early? Why did it stagnate in morphological complexity for several billion years? Why did complex, eukaryotic, cells arise just once in 4 billion years? Why do all eukaryotes share a number of perplexing traits that are never found in bacteria or archaea, from sex and two sexes to ageing? Here I am adding two more questions of an equally unsettling magnitude: why does all life conserve energy in the form of proton gradients across membranes? And how (and when) did this peculiar but fundamental process evolve?

I think the two sets of questions are linked. In this book, I will argue that natural proton gradients drove the origin of life on earth in a very particular environment, but an environment that is almost certainly ubiquitous across the cosmos: the shopping list is just rock, water and CO
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 . I will argue that chemiosmotic coupling constrained the evolution of life on earth to the complexity of bacteria and archaea for billions of years. A singular event, in which one bacterium somehow got inside another one, overcame these endless energetic constraints on bacteria. That endosymbiosis gave rise to eukaryotes with genomes that swelled over orders of magnitude, the raw material for morphological complexity. The intimate relationship between the host cell and its endosymbionts (which went on to become mitochondria) was, I shall argue, behind many strange properties shared by eukaryotes. Evolution should tend to play out along similar lines, guided by similar constraints, elsewhere in the universe. If I am right (and I don’t for a moment think I will be in all the details, but I hope that the bigger picture is correct) then these are the beginnings of a more predictive biology. One day it may be possible to predict the properties of life anywhere in the universe from the chemical composition of the cosmos.

Footnotes
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 They also need minerals such as nitrate and phosphate, of course. Many cyanobacteria (the bacterial precursors of plants’ photosynthetic organelles, the chloroplasts) can fix nitrogen, which is to say, they can convert the relatively inert nitrogen gas (N
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 ) in the air into the more active and usable form ammonia. Plants have lost this ability, and rely on the largesse of their environment, sometimes in the form of symbiotic bacteria in the root nodules of leguminous plants, which provide their active nitrogen. Without that extraneous biochemical machinery, plants, like viruses, could not grow or reproduce. Parasites!
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 Something similar happens when a star forms: here, the physical force of gravitation acting between matter offsets the local loss of disorder, but the huge release of heat produced by nuclear fusion increases disorder elsewhere in the solar system and the universe.
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 A more human example is the Vasa, a formidable seventeenth-century Swedish warship that sank in the bay outside Stockholm on its maiden voyage in 1628, and was salvaged in 1961. It had been wonderfully preserved as the growing city of Stockholm poured its sewage into the marine basin. It was literally preserved in shit, with the sewer gas hydrogen sulphide preventing oxygen from attacking the ship’s exquisite wooden carving. Ever since raising the ship, it has been a fight to keep it intact.
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 That’s an interesting point in terms of the evolution of endothermy, or hot blood. While there is no necessary connection between the greater heat loss of endotherms and greater complexity, it is nonetheless true that greater complexity must ultimately be paid for by greater heat loss. Thus endotherms could in principle (even if they don’t in fact) attain greater complexity than ectotherms. Perhaps the sophisticated brains of some birds and mammals are a case in point.
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 1 ångström (Å) is 10

–10


 m, or one ten-billionth of a metre. It’s technically an outmoded term now, generally replaced by the nanometre (nm), which is 10

–9


 m, but it is still very useful for considering distances across proteins. 14 Å is 1.4 nm. Most of the redox centres in the respiratory chain are between 7 and 14 Å apart, with a few stretching out to 18 Å. To say that they are between 0.7 and 1.4 nm apart is the same thing, but somehow compresses our sense of that range. The inner mitochondrial membrane is 60 Å across – a deep ocean of lipids compared with a flimsy 6 nm! Units do condition our sense of distance.
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 Not only ATP. The proton gradient is an all-purpose force field, which is used to power the rotation of the bacterial (but not the archaeal) flagellum and the active transport of molecules in and out of the cell, and dissipated to generate heat. It’s also central to the life and death of cells by programmed cell death (apoptosis). We’ll come to all of that.
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 I am privileged that my office is down the corridor from Peter Rich, who headed the Glynn Institute after Peter Mitchell’s retirement, and finally brought it to UCL as the Glynn Laboratory of Bioenergetics. He and his group are working actively on the dynamic water channels that conduct protons through complex IV (cytochrome oxidase), the final respiratory complex in which oxygen is reduced to water.
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 This is one of the disadvantages of anoxygenic photosynthesis – cells ultimately encase themselves in their own waste product. Some banded-iron formations are pitted with tiny bacteria-sized holes, presumably reflecting just that. In contrast, oxygen, though potentially toxic, is a much better waste product as it is a gas that simply diffuses away.
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 How can we be so sure it was that way round, rather than respiration deriving from photosynthesis? Because respiration is universal across all life, but photosynthesis is restricted to just a few groups of bacteria. If the last universal common ancestor were photosynthetic, then most groups of bacteria and all
 archaea must have lost this valuable trait. That’s not parsimonious, to say the least.
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 Lipids are composed of two parts: a hydrophilic head-group, and two or three hydrophobic ‘tails’ (fatty acids in bacteria and eukaryotes, and isoprenes in archaea). These two parts enable lipids to form bilayers, rather than fatty droplets. The head-group in archaea and bacteria is the same molecule, glycerol, but they each use the opposite mirror image form. This is an interesting tangent to the commonly cited fact that all life uses left-handed amino acids and right-handed sugars in DNA. This chirality is often explained in terms of some sort of abiotic prejudice for one isomer over the other, rather than selection at the level of biological enzymes. The fact that archaea and bacteria use the opposite stereoisomers of glycerol shows that chance and selection probably played a large role.
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ENERGY AT LIFE’S ORIGIN




Medieval watermills and modern hydroelectric power stations are powered by the channelling of water. Funnel the flow into a confined channel and its force increases. Now it can drive work such as turning a waterwheel. Conversely, allow the flow to spread out across a wider basin, and the force diminishes. In a river, it becomes a pond or a ford. You might attempt to make a crossing, safe in the knowledge that you are unlikely to be swept away by the force of the current.

Living cells work in a similar way. A metabolic pathway is like a water channel, except that the flow is of organic carbon. In a metabolic pathway, a linear sequence of reactions is catalysed by a series of enzymes, each one acting on the product of the previous enzyme. This constrains the flow of organic carbon. A molecule enters a pathway, undergoes a succession of chemical modifications, and exits as a different molecule. The succession of reactions can be repeated reliably, with the same precursor entering and the same product leaving each time. With their various metabolic pathways, cells are like networks of water mills, in which the flow is always confined within interconnecting channels, always maximised. Such ingenious channelling means that cells need far less carbon and energy to grow than they would if flow were unconstrained. Rather than dissipating the force at each step – molecules ‘escaping’ to react with something else – enzymes keep biochemistry on the straight and narrow. Cells don’t need a great river surging to the sea, but drive their mills using smaller channels. From an energetic point of view, the power of enzymes is not so much that they speed up reactions, but that they channel their force, maximising the output.

So what happened at the origin of life, before there were any enzymes? Flow was necessarily less constrained. To grow – to make more organic molecules, to double, ultimately to replicate – must have cost more energy, more carbon, not less. Modern cells minimise their energy requirements, but we have already seen that they still get through colossal amounts of ATP, the standard energy ‘currency’. Even the simplest cells, which grow from the reaction of hydrogen with carbon dioxide, produce about 40 times as much waste from respiration as new biomass. In other words, for every gram of new biomass produced, the energy-releasing reactions that support this production must generate at least 40 grams of waste. Life is a side reaction of a main energy-releasing reaction. That remains the case today, after 4 billion years of evolutionary refinement. If modern cells produce 40 times more waste than organic matter, just think how much the first primitive cells, without any enzymes, would have had to make! Enzymes speed up chemical reactions by millions of times the unconstrained rate. Take away those enzymes, and throughput would need to increase by a similar factor, say a millionfold, to achieve the same thing. The first cells may have needed to produce 40 tonnes of waste – literally a truck-load – to make 1 gram of cell! In terms of energy flow, that dwarfs even a river in spate; it’s more like a tsunami.

The sheer scale of this energetic demand has connotations for all aspects of the origin of life, yet is rarely considered explicitly. As an experimental discipline, the origin-of-life field dates back to 1953 and the famous Miller–Urey experiment, published in the same year as Watson and Crick’s doublehelix paper. Both papers have hung over the field ever since, casting a shadow like the wings of two giant bats, in some respects rightly, in others regrettably. The Miller–Urey experiment, brilliant as it was, bolstered the conception of a primordial soup, which in my view has blinkered the field for two generations. Crick and Watson ushered in the hegemony of DNA and information, which is plainly of vital importance to the origin of life; but considering replication and the origins of natural selection in near isolation has distracted attention from the importance of other factors, notably energy.

In 1953, Stanley Miller was an earnest young PhD student in the lab of Nobel laureate Harold Urey. In his iconic experiment, Miller passed electrical discharges, simulating lightning, through flasks containing water and a mixture of reduced (electron-rich) gases reminiscent of the atmosphere of Jupiter. At the time, the Jovian atmosphere was thought to reflect that of the early earth – both were presumed to be rich in hydrogen, methane and ammonia.
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 Amazingly, Miller succeeded in synthesising a number of amino acids, which are the building blocks of proteins, the workhorses of cells. Suddenly the origin of life looked easy! In the early 1950s there was far more interest in this experiment than in Watson and Crick’s structure, which initially caused little stir. Miller, in contrast, featured on the cover of Time
 magazine in 1953. His work was seminal, still worth recapitulating, because it was the first to test an explicit hypothesis about the origin of life: that bolts of lightning, passing through an atmosphere of reduced gases, could produce the building blocks of cells. In the absence of existing life, these precursors were taken to accumulate in the oceans, which over time became a rich broth of organic molecules, the primordial soup.

If Watson and Crick made less of a stir in 1953, the spell of DNA has beguiled biologists ever since. For many people, life is all about the information copied in DNA. The origin of life, for them, is the origin of information, without which, all are agreed, evolution by natural selection is not possible. And the origin of information boils down to the origin of replication: how the first molecules that made copies of themselves – replicators – arose. DNA itself is too complex to be credible as the first replicator, but the simpler, more reactive precursor RNA fits the bill. RNA (ribonucleic acid) is, even today, the key intermediary between DNA and proteins, serving as both a template and a catalyst in protein synthesis. Because RNA can act as both a template (like DNA) and a catalyst (like proteins), it can in principle serve as a simpler forerunner of both proteins and DNA in a primordial ‘RNA world’. But where did all the nucleotide building blocks come from, which join together into chains to form RNA? The primordial soup, of course! There is no necessary relationship between the formation of RNA and a soup, but soup is nonetheless the simplest assumption, which avoids worrying about complicated details like thermodynamics or geochemistry. Put all that to one side, and the gene-jocks can get on with the important stuff. And so, if there has been a leitmotif dominating origin-of-life research over the last 60 years, it is that a primordial soup gave rise to an RNA world, in which these simple replicators gradually evolved and became more complex, began coding for metabolism, and ultimately spawned the world of DNA, proteins and cells that we know today. By this view, life is information from the bottom up.

What is missing here is energy. Of course, energy figures in the primordial soup – all those flashes of lightning. I once calculated that to sustain a tiny primitive biosphere, equivalent in size to that before the evolution of photosynthesis, by lightning alone, would require four bolts of lightning per second, for every square kilometre of ocean. And that’s assuming a modern efficiency of growth. There are just not all that many electrons in each bolt of lightning. A better alternative source of energy is UV radiation, which can fashion reactive precursors like cyanide (and derivatives like cyanamide) from a mixture of atmospheric gases including methane and nitrogen. UV radiation streams in endlessly on the earth and other planets. UV flux would have been stronger in the absence of an ozone layer, and with the more aggressive electromagnetic spectrum of the young sun. The ingenious organic chemist John Sutherland has even succeeded in synthesising activated nucleotides under so-called ‘plausible primordial conditions’ using UV radiation and cyanide.
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 But there are serious problems here too. No life on earth uses cyanide as a source of carbon; and no known life uses UV radiation as a source of energy. Quite the contrary, both are considered dangerous killers. UV is too destructive, even for the sophisticated life forms of today, as it breaks down organic molecules rather more effectively than it promotes their formation. It is much more likely to scorch the oceans than to fill them with life. UV is a blitz. I doubt it would work as a direct source of energy, here or anywhere else.

The advocates of UV radiation don’t claim that it would work as a direct source of power, but rather that it would favour the formation of small stable organic molecules like cyanide, which accumulate over time. In terms of chemistry, cyanide is indeed a good organic precursor. It is toxic to us because it blocks cell respiration; but that might be a quirk of life on earth, rather than any deeper principle. The real problem with cyanide is its concentration, which afflicts the whole idea of primordial soup. The oceans are extremely large relative to the rate of formation of cyanide, or for that matter of any other simple organic precursor, even assuming that a suitably reducing atmosphere existed here or on any other planet. At any reasonable rate of formation, the steady-state concentration of cyanide in the oceans at 25°C would have been around two-millionths of a gram per litre – not nearly enough to drive the origins of biochemistry. The only way out of this impasse is to concentrate the seawater somehow, and this has been the mainstay of prebiotic chemistry for a generation. Either freezing or evaporating to dryness could potentially increase the concentration of organics, but these are drastic methods, hardly congruent with the physically stable state that is a defining feature of all living cells. One exponent of cyanide origins turns with wild eyes to the great asteroid bombardment 4 billion years ago: it could have concentrated cyanide (as ferricyanide) by evaporating all the oceans! To me, that smacks of desperation to defend an unworkable idea.
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 The problem here is that these environments are too variable and unstable. A succession of drastic changes in conditions are required to achieve the steps to life. In contrast, living cells are stable entities – their fabric is continually replaced, but the overall structure is unchanging.

Heraclitus taught that ‘no man ever steps in the same river twice’; but he didn’t mean that the river had evaporated or frozen (or been exploded into space) in the meantime. As water flows between unchanging banks, at least on our human timescale, so life is continuously renewing itself without changing its form. Living cells remain cells, even when all their constituent parts are replaced in an unceasing turnover. Could it be any other way? I doubt it. In the absence of information specifying structure – as must logically have been the case at the origin of life, before the advent of replicators – structure is not absent, but it does require a continuous flux of energy. Energy flux promotes self-organisation of matter. We are all familiar with what the great Russian-born Belgian physicist Ilya Prigogine called ‘dissipative structures’: just think of convection currents in a boiling kettle, or for that matter water swirling down a plughole. No information is required – just heat in the case of the kettle and angular momentum for the plug hole. Dissipative structures are produced by the flux of energy and matter. Hurricanes, typhoons and whirlpools are all striking natural examples of dissipative structures. We find them on a vast scale in the oceans and atmosphere too, driven by the differences in energy flux from the sun at the equator relative to the poles. Reliable ocean currents, such as the Gulf Stream, and winds, such as the Roaring Forties or the North Atlantic jet stream, are not specified by information, but are as stable and continuous as the energy flux that sustains them. The Great Red Spot of Jupiter is a huge storm, an anti-cyclone several times the size of the earth, which has persisted for at least a few hundred years. Just as the convection cells in a kettle persist for as long as the electric current keeps the water boiling and steam evaporating, all these dissipative structures require a continuous flux of energy. In more general terms, they are the visible products of sustained far-from-equilibrium conditions, in which energy flux maintains a structure indefinitely, until at last (after billions of years in the case of stars) equilibrium is attained and the structure finally collapses. The main point is that sustained and predictable physical structures can be produced by energy flux. This has nothing to do with information, but we’ll see that it can create environments where the origin of biological information – replication and selection – is favoured.

All living organisms are sustained by far-from-equilibrium conditions in their environment: we, too, are dissipative structures. The continuous reaction of respiration provides the free energy that cells need to fix carbon, to grow, to form reactive intermediates, to join these building blocks together into long-chain polymers such as carbohydrates, RNA, DNA and proteins, and to maintain their low-entropy state by increasing the entropy of the surroundings. In the absence of genes or information, certain cell structures, such as membranes and polypeptides, should form spontaneously, so long as there is a continuous supply of reactive precursors – activated amino acids, nucleotides, fatty acids; so long as there is a continuous flux of energy providing the requisite building blocks. Cell structures are forced into existence by the flux of energy and matter. The parts can be replaced but the structure is stable and will persist for as long as the flux persists. This continuous flux of energy and matter is precisely what is missing from the primordial soup. There is nothing in soup that can drive the formation of the dissipative structures that we call cells, nothing to make these cells grow and divide, and come alive, all in the absence of enzymes that channel and drive metabolism. That sounds like a tall order. Is there really an environment that can drive the formation of the first primitive cells? There most certainly must have been. But before we explore that environment, let’s consider exactly what is needed.


How to make a cell


What does it take to make a cell? Six basic properties are shared by all living cells on earth. Without wishing to sound like a textbook, let’s just enumerate them. All need:




	a continuous supply of reactive carbon for synthesising new organics;

	a supply of free energy to drive metabolic biochemistry – the formation of new proteins, DNA, and so on;

	catalysts to speed up and channel these metabolic reactions;

	excretion of waste, to pay the debt to the second law of thermodynamics and drive chemical reactions in the correct direction;

	compartmentalisation – a cell-like structure that separates the inside from the outside;

	hereditary material – RNA, DNA or an equivalent, to specify the detailed form and function.



Everything else (the kind of thing you will find in standard mnemonics for life’s properties, such as movement or sensitivity) are just nice-to-have added extras from the point of view of bacteria.

It doesn’t take much reflection to appreciate that all six factors are profoundly interdependent, and almost certainly needed to be from the very beginning too. A continuous supply of organic carbon is obviously central to growth, replication, … everything. At a simple level, even an ‘RNA world’ involves the replication of RNA molecules. RNA is a chain of nucleotide building blocks, each one of which is an organic molecule that must have come from somewhere. There is an old rift between origin-of-life researchers about what came first, metabolism or replication. It’s a barren debate. Replication is doubling, which consumes building blocks in an exponential fashion. Unless those building blocks are replenished at a similar rate, replication swiftly ceases.

One conceivable escape is to assume that the first replicators were not organic at all, but were clay minerals or some such, as long and ingeniously argued by Graham Cairns-Smith. Yet that solves little, because minerals are too physically clumsy to encode
 anything even approaching an RNA-world level of complexity, although they are valuable catalysts. But if minerals are no use as replicators, then we need to find the shortest and fastest route to get from inorganics to organic molecules that do work as replicators, like RNA. Given that nucleotides have been synthesised from cyanamide, it’s pointless to posit unknown and unnecessary intermediates; it’s far better to cut straight to the chase, to assume that some early environments on earth could have provided the organic building blocks – activated nucleotides – needed for the beginnings of replication.
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 Even if cyanamide is a poor starting point, the tendency to produce a strikingly similar spectrum of organics under disparate conditions, from electrical discharges in a reducing atmosphere, to cosmic chemistry on asteroids, to high-pressure bomb reactors, suggests that certain molecules, probably including some nucleotides, are favoured by thermodynamics. To a first approximation, then, the formation of organic replicators requires a continuous supply of organic carbon in the same environment. That rules out freezing environments, incidentally – while freezing can concentrate organics between ice crystals, there is no mechanism to replenish the building blocks needed to continue the process.

What about energy? That is also needed in the same environment. Joining individual building blocks (amino acids or nucleotides) together to form long-chain polymers (proteins or RNA) requires first activating the building blocks. That in turn demands a source of energy – ATP, or something similar. Perhaps very similar. In a waterworld, as was the earth 4 billion years ago, the source of energy needs to be of a rather specific kind: it needs to drive the polymerisation of long-chain molecules. That involves removing one molecule of water for each new bond formed, a dehydration reaction. The problem of dehydrating molecules in solution is a bit like trying to wring out a wet cloth under water. Some prominent researchers have been so distracted by this problem that they have even contended that life must have started on Mars, where there was much less water. Life then hitch-hiked to earth on a meteorite, making us all Martians really. But of course life here on earth does perfectly well in water. Every living cell pulls off the dehydration trick thousands of times a second. We do so by coupling the dehydration reaction to the splitting of ATP, which takes up one molecule of water each time it is split. Coupling a dehydration to a ‘rehydration’ reaction (technically termed ‘hydrolysis’) in effect just transfers the water, while at the same time releasing some of the energy pent up in the bonds of ATP. That greatly simplifies the problem; all that is needed is a continuous supply of ATP or a simpler equivalent, such as acetyl phosphate. We’ll address where this may have come from in the next chapter. For now, the point is that replication in water needs a continuous and liberal supply of both organic carbon and something much like ATP, in the same environment.

That’s three out of six factors: replication, carbon and energy. What about compartmentalisation into cells? This is again a matter of concentration. Biological membranes are made of lipids, which are themselves composed of fatty acids or isoprenes (joined to a glycerol head-group, as noted in the previous chapter). When concentrated above a threshold level, fatty acids spontaneously form into cell-like vesicles that can grow and divide if continuously ‘fed’ with new fatty acids. Here again, we need a continuous supply of both organic carbon and energy to drive the formation of new fatty acids. For fatty acids, or for that matter nucleotides, to accumulate faster than they dissipate, there must be some sort of focusing: a physical funnelling or natural compartmentalisation that increases their concentration locally, enabling them to form larger-scale structures. When such conditions are met, the formation of vesicles is not magic: physically, this is the most stable state – overall entropy increases as a result, as we saw in the previous chapter.

If reactive building blocks are indeed supplied continuously, then simple vesicles will grow and divide spontaneously, as a result of surface-area-to-volume constraints. Imagine a spherical vesicle – a simple ‘cell’ – enclosing various organic molecules. The vesicle grows by incorporating new materials: lipids in the membrane and other organics inside the cell. Now let’s double in size: double the membrane surface area, and double the organic contents. What happens? Doubling the surface area more than doubles the volume, because the surface area increases by the square of the radius, while the volume increases by its cube. But the contents only doubled. Unless the contents increase at a faster rate than the membrane surface area, the vesicle will buckle into a dumb-bell, which is already halfway to forming two new vesicles. In other words, arithmetic growth introduces an instability that leads to division and doubling, rather than simply getting bigger. It’s only a matter of time before a growing sphere divides up into smaller bubbles. So a continuous flux of reactive carbon precursors entails not only a primitive cell formation but also a rudimentary form of cell division. Such budding, incidentally, is also how L-form bacteria, which lack a cell wall, divide.

The problem of surface-area-to-volume ratio must set a limit to the size of cells. This is just a matter of the supply of reactants and the removal of waste. Nietzsche once observed that humans will not mistake ourselves for gods so long as we need to defecate. But in fact excretion is a thermodynamic necessity, binding even for the godliest. For any reaction to continue in a forward direction, the end product must be removed. This is no more mysterious than the build-up of a crowd at a railway station. If passengers can’t get on to a train as fast as new people arrive, there will soon be a blockage. In the case of cells, the rate at which new proteins are formed depends on the rates of delivery of reactive precursors (activated amino acids) and removal of waste (methane, water, CO
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 , ethanol – whatever the energy-releasing reaction may be). If these waste products are not physically removed from the cell, they prevent the forward reaction from continuing.

The problem of waste removal is another fundamental difficulty with the idea of a primordial soup, in which reactants and waste marinade together. There is no forward momentum, no driving force for new chemistry.
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 Likewise, the larger a cell becomes, the closer it approximates to soup. Because the volume of a cell rises faster than its surface area, the relative rate at which fresh carbon can be delivered and waste removed across its bounding membrane must fall as the cell gets larger. A cell on the scale of the Atlantic ocean, or even a football, could never work; it is just soup. (You might think than an ostrich egg is as big as a football, but the yolk sac is mostly just a food dump – the developing embryo itself is much smaller.) At the origin of life, natural rates of carbon delivery and waste removal must have dictated a small cell volume. Some sort of physical channelling would also seem to be necessary: a continuous natural flow that delivers precursors and carries away waste.

That leaves us with catalysts. Today, life uses proteins – enzymes – but RNA also has some catalytic capabilities. The trouble here is that RNA is already a sophisticated polymer, as we have seen. It is composed of multiple nucleotide building blocks, each of which must be synthesised and activated to join together into a long chain. Before that happened, RNA could hardly have been the catalyst. Whatever process gave rise to RNA must also have driven the formation of other organic molecules that are easier to make, notably amino acids and fatty acids. Thus any early ‘RNA world’ must have been ‘dirty’ – contaminated with many other types of small organic molecules. The idea that RNA somehow invented metabolism by itself is absurd, even if RNA did play a key role in the origins of replication and protein synthesis. So what did catalyse the beginnings of biochemistry? The probable answer is inorganic complexes, such as metal sulphides (in particular iron, nickel and molybdenum). These are still found as cofactors in several ancient, and universally conserved, proteins. While we tend to think of the protein as the catalyst, in fact the protein only speeds up reactions that happen anyway – the cofactor determines the nature of the reaction. Stripped of their protein context, cofactors are not very effective or specific catalysts, but they are much better than nothing. How effective they are depends, yet again, on the throughput. The first inorganic catalysts just began the channelling of carbon and energy in the direction of organics, but they cut the need for a tsunami back down to a mere river.

And these simple organics (notably amino acids and nucleotides) also have some catalytic activity of their own. In the presence of acetyl phosphate, amino acids can even join together, to form short ‘polypeptides’ – little strings of amino acids. The stability of such polypeptides depends in part on their interactions with other molecules. Hydrophobic amino acids or polypeptides that associate with fatty acids should persist longer; and charged polypeptides that bind to inorganic clusters such as FeS minerals could also be more stable. Natural associations between short polypeptides and mineral clusters may enhance the catalytic properties of minerals, and could be ‘selected’ for by simple physical survival. Imagine a mineral catalyst that promotes organic synthesis. Some of the products bind to the mineral catalyst, prolonging their own survival, while at once improving (or at least varying) the catalytic properties of the mineral. Such a system could in principle give rise to richer and more complex organic chemistry.

So how could a cell be built from scratch? There must be a continuously high flux of reactive carbon and usable chemical energy, flowing past rudimentary catalysts that convert a modest proportion of that flux into new organics. This continuous flux must be constrained in some way that enables the accumulation of high concentrations of organics, including fatty acids, amino acids and nucleotides, without compromising the outflow of waste. Such a focusing of flow could be achieved by a natural channelling or compartmentalisation, which has the same effect as the channelling of flow in a water mill – it increases the force of a given flux in the absence of enzymes, so lowering the total amount of carbon and energy required. Only if the synthesis of new organics exceeds their rate of loss into the outside world, enabling their concentration, will they self-assemble into structures such as cell-like vesicles, RNA and proteins.
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Plainly this is no more than the beginnings of a cell – necessary, but far from sufficient. But let’s put aside the details for now, and focus on just this one point. Without a high flux of carbon and energy that is physically channelled over inorganic catalysts, there is no possibility of evolving cells. I would rate this as a necessity anywhere in the universe: given the requirement for carbon chemistry that we discussed in the last chapter, thermodynamics dictates a continuous flow of carbon and energy over natural catalysts. Discounting special pleading, that rules out almost all environments that have been touted as possible settings for the origin of life: warm ponds (sadly Darwin was wrong on that), primordial soup, microporous pumice stones, beaches, panspermia, you name it. But it does not rule out hydrothermal vents; on the contrary, it rules them in. Hydrothermal vents are exactly the kind of dissipative structures that we seek – continuous flow, far-from-equilibrium electrochemical reactors.


Hydrothermal vents as flow reactors


The Grand Prismatic Spring in Yellowstone National Park reminds me of the Eye of Sauron in its malevolent yellows, oranges and greens. These remarkably vivid colours are the photosynthetic pigments of bacteria that use hydrogen (or hydrogen sulphide) emanating from the volcanic springs as an electron donor. Being photosynthetic, the Yellowstone bacteria give little real insight into the origin of life, but they do give a sense of the primal power of volcanic springs. These are plainly hot spots for bacteria, in otherwise meagre environments. Go back 4 billion years, strip away the surrounding vegetation to the bare rocks, and it’s easy to imagine such a primal place as the birthplace of life.

Except that it wasn’t. Back then, the earth was a waterworld. Perhaps there were a few terrestrial hot springs on small volcanic islands protruding above tempestuous global oceans, but most vents were submerged beneath the waves in deep-sea hydrothermal systems. The discovery of submarine vents in the late 1970s came as a shock, not because their presence was unsuspected (plumes of warm water had betrayed their presence) but because nobody anticipated the brutal dynamism of ‘black smokers’, or the overwhelming abundance of life clinging precariously to their sides. The deep ocean floor is mostly a desert, nearly destitute of life. Yet these tottering chimneys, billowing out black smoke as if their lives depended on it, were home to peculiar and hitherto unknown animals – giant tube worms lacking a mouth and anus, clams as big as dinner plates, and eyeless shrimp – all living at a density equivalent to tropical rain forests. This was a seminal moment, not only for biologists and oceanographers, but perhaps even more for those interested in the origin of life, as the microbiologist John Baross was quick to appreciate. Since then, Baross more than anyone has kept attention focused on the extraordinary vigour of chemical disequilibria in vents down in the bible-black ocean depths, far away from the sun.

Yet these vents, too, are misleading. They are not really cut off from the sun. The animals that live here rely on symbiotic relationships with bacteria that oxidise the hydrogen sulphide gas emanating from the smokers. That is the principal source of disequilibrium: hydrogen sulphide (H

2


 S) is a reduced gas that reacts with oxygen to release energy. Recall the mechanics of respiration from the previous chapter. Bacteria use H

2


 S as an electron donor for respiration, and oxygen as the electron acceptor, to drive ATP synthesis. But oxygen is a side-product of photosynthesis, and was not present on the early earth, before the evolution of oxygenic photosynthesis. The stunning eruption of life around these black smoker vents is therefore completely, albeit indirectly, dependent on the sun. And that means these vents must have been very different 4 billion years ago.

Take away the oxygen and what is left? Well, black smokers are produced by the direct interactions of seawater with magma at the tectonic spreading centres of mid-ocean ridges or other volcanically active places. Water percolates down through the sea floor to the magma chambers not far below, where it is heated instantaneously to hundreds of degrees, and charged with dissolved metals and sulphides, making the water strongly acidic. As the superheated water blasts back up into the ocean above, bursting with explosive power, it cools abruptly. Tiny particles of iron sulphides such as pyrites (fool’s gold) precipitate immediately – this is the black smoke that gives these angry volcanic vents their name. Most of that would have been the same 4 billion years ago, but none of this volcanic fury is available to life. Only the chemical gradients matter; and there’s the rub. The chemical boost provided by oxygen would have been missing. Trying to get hydrogen sulphide to react with CO

2


 to form organics is much harder, especially at high temperatures. In a succession of groundbreaking papers from the late 1980s onwards, the revolutionary and notoriously irascible German chemist and patent attorney Günter Wächtershäuser redrew the landscape.
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 He proposed in great detail a way of reducing CO

2


 to organic molecules on the surface of the mineral iron pyrites, which he termed ‘pyrites pulling’. More broadly, Wächtershäuser talked of an ‘iron–sulphur world’, in which iron–sulphur (FeS) minerals catalysed the formation of organic molecules. Such minerals are typically composed of repeating lattices of ferrous iron (Fe

2+


 ) and sulphide (S

2–


 ). Little mineral clusters of ferrous iron and sulphide, known as FeS clusters, are still found at the heart of many enzymes today, including those involved in respiration. Their structure is essentially identical to the lattice structure of FeS minerals such as mackinawite and greigite (
Figure 11

 ; see also 
Figure 8

 ), lending credence to the idea that these minerals could have catalysed the first steps of life. Nonetheless, even though FeS minerals are good catalysts, Wächtershäuser’s own experiments showed that pyrites pulling, as he originally conceived it, does not work. Only when using the more reactive gas carbon monoxide (CO) could Wächtershäuser produce any organic molecules. The fact that no known life grows by ‘pyrites pulling’ suggests that the failure to make it work in the lab is no accident; it really doesn’t work.





Figure 11
 Iron–sulphur minerals and iron–sulphur clusters


The close similarity between iron–sulphur minerals and iron–sulphur clusters embedded in modern enzymes, as depicted by Bill Martin and Mike Russell in 2004. The central panel shows a repeating crystalline unit from the mineral greigite; this structure is repeated to make up a lattice of multiple units. The surrounding panels show iron–sulphur clusters embedded in proteins, with structures similar to greigite and related minerals such as mackinawite. The shaded areas represent the rough shape and size of the protein named in each case. Each protein typically contains a few iron–sulphur clusters, with or without nickel.

While CO is found in black smoker vents, its concentration is vanishingly low – there is far too little to drive any serious organic chemistry. (Concentrations of CO are 1,000–1,000,000-fold lower than CO

2


 .) There are other grave problems too. Black smoker vents are excessively hot; the vent fluids emerge at 250–400°C, but are prevented from boiling by the extreme pressure at the bottom of the ocean. At these temperatures, the most stable carbon compound is CO

2


 . This means that organic synthesis can’t take place; on the contrary, any organics that do form should be swiftly degraded back to CO

2


 . The idea of organic chemistry catalysed by the surface of minerals is problematic too. Organics either remain bound to the surface, in which case everything eventually gums up, or they dissociate, in which case they are flushed out into the open oceans with unseemly haste, through the billowing chimneys of the vents. Black smokers are also very unstable, growing and collapsing over a few decades at most. That’s not long to ‘invent’ life. While they are truly far-from-equilibrium dissipative structures, and certainly solve some of the problems of soup, these volcanic systems are too extreme and unstable to nurture the gentle carbon chemistry needed for the origin of life. What they did do, which was indispensable, was charge the early oceans with catalytic metals such as ferrous iron (Fe

2+


 ) and nickel (Ni

2+


 ) derived from magma.

The beneficiary of all these metals dissolved in the ocean was another type of vent known as alkaline hydrothermal vents (
Figure 12

 ). In my view, these resolve all the problems of black smokers. Alkaline hydrothermal vents are not volcanic at all, and lack the drama and excitement of black smokers; but they do have other properties that fit them out much better as electrochemical flow reactors. Their relevance to the origin of life was first signalled by the revolutionary geochemist Mike Russell, in a short letter to Nature
 in 1988, and developed in a series of idiosyncratic theoretical papers through the 1990s. Later on, Bill Martin brought his inimitable microbiological perspective to bear on the vent world, the pair pointing out many unexpected parallels between vents and living cells. Russell and Martin, like Wächtershäuser, argue that life started from the ‘bottom up’, through the reaction of simple molecules such as H

2


 and CO

2


 , in much the same way as autotrophic bacteria (which synthesise all their organic molecules from simple inorganic precursors). Russell and Martin likewise always stressed the importance of iron–sulphur (FeS) minerals as early catalysts. The fact that Russell, Martin and Wächtershäuser all talk of hydrothermal vents, FeS minerals and autotrophic origins means that their ideas are easily conflated. In reality, the differences are as black and white.





Figure 12
 Deep-sea hydrothermal vents


Comparison of an active alkaline hydrothermal vent at Lost City (A
 ) with a black smoker (B
 ). The scale bar is one metre in both cases: alkaline vents can stand as much as 60 m tall, equivalent to a 20-storey building. The white arrow at the top marks a probe fixed to the top of the alkaline vent. The whiter regions of alkaline vents are the most active, but unlike black smokers, these hydrothermal fluids do not precipitate as ‘smoke’. The sense of abandonment, though misleading, influenced the choice of the name Lost City.

Alkaline vents are not produced by the interactions of water with magma but by a much gentler process – a chemical reaction between solid rock and water. Rocks derived from the mantle, rich in minerals such as olivine, react with water to become the hydrated mineral serpentinite. This mineral has a beautiful mottled green appearance, which resembles the scales of a serpent. Polished serpentinite is commonly used as an ornamental stone, like green marble, in public buildings, including the United Nations in New York. The chemical reaction that forms the rock has acquired the forbidding name of ‘serpentinisation’, but all this means is that olivine reacts with water to form serpentinite. The waste products
 of this reaction are key to the origin of life.

Olivine is rich in ferrous iron and magnesium. The ferrous iron is oxidised by water to the rusty ferric oxide form. The reaction is exothermic (releasing heat), and generates a large amount of hydrogen gas, dissolved in warm alkaline fluids containing magnesium hydroxides. Because olivine is common in the earth’s mantle, this reaction occurs largely on the sea floor, close to the tectonic spreading centres, where fresh mantle rocks are exposed to ocean waters. Mantle rocks are rarely exposed directly – water percolates down beneath the sea floor, sometimes to depths of several kilometres, where it reacts with olivine. The warm, alkaline, hydrogen-rich fluids produced are more buoyant than the descending cold ocean water, and bubble back up to the sea floor. There they cool, and react with salts dissolved in the ocean, precipitating into large vents on the sea floor.

Unlike black smokers, alkaline vents have nothing to do with magma, and so are not found directly above the magma chambers at the spreading centres, but typically some miles away. They are not superheated, but warm, with temperatures of 60 to 90°C. They are not open chimneys, venting directly into the sea, but riddled with a labyrinth of interconnected micropores. And they are not acidic, but strongly alkaline. Or at least, these are the properties that Russell predicted in the early 1990s on the basis of his theory. His was a lone and impassioned voice at conferences, arguing that scientists were mesmerised by the dramatic vigour of black smokers, and overlooking the quieter virtues of alkaline vents. Not until the discovery of the first known submarine alkaline vent in the year 2000, dubbed Lost City, did researchers really begin to listen. Lost City, remarkably, conforms to almost all of Russell’s predictions, right down to its location, some 10 miles from the mid-Atlantic Ridge. As it happens, this was the time that I first began thinking and writing about bioenergetics in relation to the origins of life (my book Oxygen
 was published in 2002). These ideas were immediately appealing: for me, the wonderful reach of Russell’s hypothesis is that, uniquely, it ties in natural proton gradients to the origin of life. The question is: how, exactly?


The importance of being alkaline


Alkaline hydrothermal vents provide exactly the conditions required for the origin of life: a high flux of carbon and energy that is physically channelled over inorganic catalysts, and constrained in a way that permits the accumulation of high concentrations of organics. The hydrothermal fluids are rich in dissolved hydrogen, with lesser quantities of other reduced gases including methane, ammonia and sulphide. Lost City and other known alkaline vents are microporous – there is no central chimney, but the rock itself is like a mineralised sponge, with thin walls separating interconnected pores, micrometres to millimetres in scale, altogether forming a vast labyrinth through which the alkaline hydrothermal fluids percolate (
Figure 13

 ). Because these fluids are not superheated by magma, their temperatures favour not only the synthesis of organic molecules (more on this soon) but also slower rates of flow. Rather than being pumped out at a furious speed, the fluids wend their way gently across catalytic surfaces. And the vents persist for millennia, at least 100,000 years in the case of Lost City. As Mike Russell points out, that’s 10

17


 microseconds, a more meaningful time unit for measuring chemistry. Time aplenty.

Thermal currents through microporous labyrinths have a remarkable capacity to concentrate organic molecules (including amino acids, fatty acids and nucleotides) to extreme levels, thousands or even millions of times the starting concentration, by way of a process known as thermophoresis. This is a little like the tendency of small items of laundry to accumulate inside a duvet cover in the washing machine. It all depends on kinetic energy. At higher temperatures, small molecules (and small items of laundry) dance around, with some freedom to move in all directions. As the hydrothermal fluids mix and cool, the kinetic energy of the organic molecules falls, and their freedom to dance around diminishes (which is what happens to socks inside the duvet cover). That means they are less likely to leave again, and so they accumulate in these regions of lower kinetic energy (
Figure 13

 ). The power of thermophoresis depends in part on molecular size: large molecules, such as nucleotides, are retained better than smaller ones. Small end products, such as methane, are easily lost from the vent. All in all, continuous hydrothermal flow through microporous vents should actively concentrate organics by a dynamic process that does not alter the steady-state conditions (unlike freezing or evaporation) but actually is
 the steady state. Better still, thermophoresis drives the formation of dissipative structures within vent pores, by promoting interactions between organics. These can spontaneously precipitate fatty acids into vesicles, and possibly polymerise amino acids and nucleotides into proteins and RNA. Such interactions are a matter of concentration: any process that increases concentration promotes chemical interactions between molecules.

This may sound too good to be true, and in one sense it is. The alkaline hydrothermal vents at Lost City are home to plenty of life today, albeit mostly rather undramatic bacteria and archaea. They also produce low concentrations of organics, including methane and trace amounts of other hydrocarbons. But these vents are certainly not giving rise to new life forms today, nor even forming a rich milieu of organics by thermophoresis. That’s partly because the bacteria already living there hoover up any resources very effectively; but there are also more fundamental reasons.





Figure 13
 Extreme concentration of organics by thermophoresis



A
 A section of an alkaline hydrothermal vent from Lost City, showing the porous structure of the walls – there is no central chimney but an interconnected labyrinth of pores, micrometres to millimetres in diameter. B
 Organics such as nucleotides can theoretically concentrate up to more than 1000 times their starting concentration by thermophoresis, driven by convection currents and thermal diffusion in the vent pores, illustrated in C
 . D
 An example of experimental thermophoresis from our reactor at University College London, showing 5000-fold concentration of a fluorescent organic dye (fluorescein) in a microporous ceramic foam (diameter: 9 cm). 


E



 Even greater concentration of the fluorescent molecule quinine, at least 1 million-fold in this case.

Just as black smoker vents were not exactly the same 4 billion years ago, so alkaline hydrothermal vents must have been different in their chemistry. Certain aspects would have been very similar. The process of serpentinisation itself should not have been any different: the same warm, hydrogenrich, alkaline fluids ought to have bubbled up to the sea floor. But ocean chemistry was very different then and that should have altered the mineral composition of alkaline vents. Today, Lost City is composed mostly of carbonates (aragonite), while other similar vents discovered more recently (such as Strýtan, in northern Iceland) are composed of clays. Back in the Hadean oceans, 4 billion years ago, we can’t be sure what kind of structures would have formed, but there were two main differences that must have had a big effect: oxygen was absent, and CO

2


 concentration in the air and ocean was much greater. These differences should have made ancient alkaline vents far more effective as flow reactors.

Chapter 1. Much of this dissolved iron came from black smoker (volcanic) vents. We also know that iron would have precipitated out in alkaline hydrothermal vents – not because we have seen it, but because the rules of chemistry dictate it; and we can simulate it in the lab. In this case, the iron would have precipitated as iron hydroxides and iron sulphides, which form catalytic clusters that are still found in enzymes driving carbon and energy metabolism today – proteins like ferredoxin. In the absence of oxygen, then, the mineral walls of alkaline vents would have contained catalytic iron minerals, likely doped with other reactive metals such as nickel and molybdenum (which dissolves in alkaline fluids). Now we are getting close to a real flow reactor: hydrogen-rich fluids circulate through a labyrinth of micropores with catalytic walls that concentrate and retain products while venting waste.

But what exactly is reacting? Here we are reaching the crux of the matter. This is where the high CO

2


 levels enter the equation. The alkaline hydrothermal vents of today are relatively starved of carbon, because much of the available inorganic carbon precipitates out as carbonate (aragonite) in the vent walls. Back in Hadean times, 4 billion years ago, our best guess is that CO

2


 levels were substantially higher, perhaps 100–1,000 times greater than today. Beyond relieving the carbon limitation of primordial vents, high CO

2


 levels would also have made the oceans more acidic, in turn making it harder to precipitate calcium carbonate. (This is threatening coral reefs today, as rising CO

2


 begins to acidify modern oceans.) The pH of modern oceans is around 8, slightly alkaline. In the Hadean, the oceans are likely to have been neutral or mildly acidic, perhaps pH 5–7, although the actual value is practically unconstrained by geochemical proxies. The combination of high CO

2


 , mildly acidic oceans, alkaline fluids, and thin, FeS-bearing vent walls is crucial, because it promotes chemistry that would otherwise not happen easily.

Two broad principles govern chemistry: thermodynamics and kinetics. Thermodynamics determines which states of matter are more stable – which molecules will form, given unlimited time. Kinetics relates to speed – which products will form in a limited time. In terms of thermodynamics, CO

2


 will react with hydrogen (H

2


 ) to form methane (CH

4


 ). This is an exothermic reaction, meaning that it releases heat. That in turn increases the entropy of the surroundings, at least under certain conditions, favouring the reaction. Given the opportunity, it should occur spontaneously. The conditions required include moderate temperatures and an absence of oxygen. If the temperature climbs too high, CO

2


 is more stable than methane, as already noted. Likewise, if oxygen is present, it will react preferentially with hydrogen to form water. Four billion years ago, the moderate temperatures and anoxic conditions in alkaline vents should have favoured the reaction of CO

2


 with H

2


 to form CH

4


 . Even today, with some oxygen present, Lost City produces a small amount of methane. The geochemists Jan Amend and Tom McCollom have gone even further and calculated that the formation of organic matter from H

2


 and CO

2


 is thermodynamically favoured under alkaline hydrothermal conditions, so long as oxygen is excluded. That’s remarkable. Under these conditions, between 25 and 125°C, the formation of total cell biomass (amino acids, fatty acids, carbohydrates, nucleotides and so on) from H

2


 and CO

2


 is actually exergonic
 . This means that organic matter should form spontaneously from H

2


 and CO

2


 under these conditions. The formation of cells releases energy and increases overall entropy!

But – and this is a big but – H

2


 does not easily react with CO

2


 . There is a kinetic
 barrier, meaning that although thermodynamics says they should react spontaneously, some other obstacle stops it from happening right away. H

2


 and CO

2


 are practically indifferent to each other. To force them to react together requires an input of energy – a firecracker to break the ice. Now they will react, initially to form partially reduced compounds. CO

2


 can only accept electrons in pairs. Addition of two electrons gives formate (HCOO

–


 ); two more give formaldehyde (CH

2


 O); another two give methanol (CH

3


 OH); and a final pair gives the fully reduced methane (CH

4


 ). Life, of course, is not made of methane, but it is only partially reduced carbon, roughly equivalent in its redox state to a mixture of formaldehyde and methanol. This means there are two important kinetic barriers relating to the origins of life from CO

2


 and H

2


 . The first needs to be overcome, to get to formaldehyde or methanol. The second must not
 be overcome! Having coaxed H

2


 and CO

2


 into a warm embrace, the last thing a cell needs is for the reaction to run straight through to methane. Everything would dissipate and disperse as a gas, and that would be that. Life, it seems, knows exactly how to lower the first barrier and exactly how to keep the second barrier raised (only dropping it when it needs the energy). But what happened at the beginning?

This is the stumbling point. If it were easy to get CO

2


 to react with H

2


 economically – without putting in more energy than we get out – then we would have done it by now. That would be a huge step to solving the world’s energy problems. Imagine it: mimic photosynthesis to split water, releasing H

2


 and O

2


 . That’s been done, and could potentially drive a hydrogen economy. But there are practical drawbacks to a hydrogen economy. How much better to react the H

2


 with CO

2


 from the air to make natural gas or even synthetic gasoline! Then we can go right on burning gas in our power stations. That would balance CO

2


 emissions with CO

2


 capture, halting the rise in atmospheric CO

2


 levels and relieving our dependence on fossil fuels. Energy security. The returns could hardly be greater, and yet we have still not succeeded in driving this simple reaction economically. Well … that’s what the simplest living cells do all the time. Methanogens, for example, get all the energy and all the carbon needed to grow from reacting H

2


 with CO

2


 . But more difficult: how could it have been done before
 there were any living cells? Wächtershäuser dismissed this as impossible: life could not have started from the reaction of CO

2


 and H

2


 , he said, they simply won’t react.
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 Even ramping up the pressure to the intense pressures found several kilometres down in hydrothermal vents at the bottom of the oceans does not force H

2


 to react with CO

2


 . That’s why Wächtershäuser came up with the idea of ‘pyrites pulling’ in the first place.

But there is one possible way.


Proton power


Redox reactions involve the transfer of electrons from a donor (H

2


 in this case) to an acceptor (CO

2


 ). The willingness of a molecule to transfer its electrons is connoted in the term ‘reduction potential’. The convention is not helpful, but is easy enough to understand. If a molecule ‘wants’ to be rid of its electrons, it is assigned a negative value; the more that it wants to be rid of its electrons, the more negative is the reduction potential. Conversely, if an atom or molecule craves electrons and will pick them up from almost anywhere, it is assigned a positive value (you could think of it as the power of attraction for negatively charged electrons). Oxygen ‘wants’ to grab electrons (oxidising whatever it takes them from), giving it a very positive reduction potential. All these terms are in fact relative to the so-called standard hydrogen electrode, but we don’t need to worry about that here.
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 The point is that a molecule with a negative reduction potential will tend to get rid of its electrons, passing them on to any molecule with a more positive reduction potential, but not the other way around.

That’s the problem with H

2


 and CO

2


 . At neutral pH (7.0), the reduction potential of H

2


 is technically –414 mV. If H

2


 gives up its two electrons, that leaves behind two protons, 2H

+


 . The reduction potential for hydrogen reflects this dynamic balance – the tendency of H

2


 to lose its electrons, becoming H

+


 , and the tendency of 2H

+


 to pick up electrons to form H

2


 . If CO

2


 were to pick up those electrons, it would become formate. But formate has a reduction potential of –430 mV. That means it will tend to pass electrons on to H

+


 to form CO

2


 and H

2


 . Formaldehyde is even worse. Its reduction potential is about –580 mV. It is extremely reluctant to hang on to its electrons, and will easily pass them on to protons to form H

2


 . Thus when considering pH 7, Wächtershäuser is correct: there is no way that H

2


 can reduce CO

2


 . But of course some bacteria and archaea live from exactly this reaction, so it must be possible. We’ll look into the details of how they do that in the next chapter, as they are more relevant to the next stage of our story. For now, all we need to know is that bacteria growing from H

2


 and CO

2


 can only
 grow when powered by a proton gradient across a membrane. And that’s a helluva clue.

The reduction potential of a molecule often depends on pH, which is to say on proton concentration. The reason is simple enough. Transfer of an electron transfers a negative charge. If the molecule that is reduced can also accept a proton, the product becomes more stable, as the positive charge of the proton balances the negative charge of the electron. The more protons available to balance charges, the more easily an electron transfer will proceed. That makes the reduction potential more positive – it becomes easier to accept a pair of electrons. In fact, the reduction potential increases by about 59 mV for each pH unit of acidity. The more acidic the solution, the easier it is to transfer electrons on to CO

2


 to produce formate or formaldehyde. Unfortunately, exactly the same applies to hydrogen. The more acidic the solution, the easier it is to transfer electrons on to protons to form H

2


 gas. Simply changing pH therefore has no effect at all. It remains impossible to reduce CO

2


 with H

2


 .

But now think of a proton gradient across a membrane. The proton concentration – the acidity – is different on opposite sides of the membrane. Exactly the same difference is found in alkaline vents. Alkaline hydrothermal fluids wend their way through the labyrinth of micropores. So do mildly acidic ocean waters. In some places there is a juxtaposition of fluids, with acidic ocean waters saturated in CO

2


 separated from alkaline fluids rich in H

2


 by a thin inorganic wall, containing semiconducting FeS minerals. The reduction potential of H

2


 is lower in alkaline conditions: it desperately ‘wants’ to be rid of its electrons, so the left-over H

+


 can pair up with the OH

–


 in the alkaline fluids to form water, oh so stable. At pH 10, the reduction potential of H

2


 is –584 mV: strongly reducing. Conversely, at pH 6, the reduction potential for formate is –370m V, and for formaldehyde it is –520m v. In other words, given this difference in pH, it is quite easy for H

2


 to reduce CO

2


 to make formaldehyde. The only question is: how are electrons physically transferred from H

2


 to CO

2


 ? The answer is in the structure. FeS minerals in the thin inorganic dividing walls of microporous vents conduct electrons. They don’t do it nearly as well as a copper wire, but they do it, nonetheless. And so in theory, the physical structure of alkaline vents should drive the reduction of CO

2


 by H

2


 , to form organics (
Figure 14

 ). Fantastic!





Figure 14
 How to make organics from H


2



 and CO


2







A
 The effect of pH on reduction potential. The more negative the reduction potential, the more likely a compound is to transfer one or more electrons; the more positive, the more likely it is to accept electrons. Note that the scale on the Y axis becomes more negative with height. At pH 7, H

2


 can’t transfer electrons to CO

2


 to produce formaldehyde (CH

2


 O); the reaction would rather proceed in the opposite direction. However, if H

2


 is at pH 10, as in alkaline hydrothermal vents, and CO

2


 is at pH 6, as in early oceans, the reduction of CO

2


 to CH

2


 O is theoretically possible. B
 In a microporous vent, fluids at pH 10 and pH 6 could be juxtaposed across a thin semiconducting barrier containing FeS minerals, facilitating the reduction of CO

2


 to CH

2


 O. FeS is here acting as a catalyst, as it still does in our own respiration, transferring electrons from H

2


 to CO

2


 .

But is it true? Here is the beauty of science. This is a simple testable question. That’s not to say it is easy to test; I’ve been trying to do so in the lab, with the chemist Barry Herschy and PhD students Alexandra Whicher and Eloi Camprubi, for a while now. With funding from the Leverhulme Trust, we’ve built a small benchtop reactor to try to drive these reactions. Precipitating these thin, semiconducting FeS walls in the lab is not straightforward. There’s also the problem that formaldehyde is not stable – it ‘wants’ to pass its electrons back on to protons, to form H

2


 and CO

2


 once again, and it will do that more easily in acidic conditions. The exact pH and hydrogen concentration is critical. And plainly it’s not easy to simulate the colossal scale of real vents in the lab – tens of metres high, operating at intense pressures (which permits a much higher concentration of gases such as hydrogen). Yet despite all these issues, the experiment is simple in the sense that it is a circumscribed, testable question, an answer to which could tell us a great deal about the origin of life. And we have indeed produced formate, formaldehyde and other simple organics (including ribose and deoxyribose).

For now, let’s take the theory at face value, and assume that the reaction will indeed take place as predicted. What will happen? There should be a slow but sustained synthesis of organic molecules. We’ll discuss which ones, and how exactly they should be formed, in the next chapter; for now let’s just note that this is another simple testable prediction. Once formed, these organics should be concentrated to thousands of times their starting concentration by thermophoresis, as discussed earlier, promoting the formation of vesicles and perhaps polymers like proteins. Once again, the predictions that organics will concentrate and then polymerise are testable directly in the lab, and we are trying to do so. First steps are encouraging: the fluorescent dye fluorescein, similar in size to a nucleotide, concentrates at least 5000-fold in our through-flow reactor, and quinine may concentrate even more (
Figure 13

 ).

So what does all this stuff about reduction potentials really mean? It at once constrains and opens wide the conditions under which life should evolve in the universe. This is one of the reasons that scientists often look as if they are in their own little world, lost in abstract thought about the most arcane details. Can there possibly be any mighty import about the fact that the reduction potential of hydrogen falls with pH? Yes! Yes! Yes! Under alkaline hydrothermal conditions, H

2


 should react with CO

2


 to form organic molecules. Under almost any other conditions, it will not. In this chapter, I have already ruled out virtually all other environments as workable settings for the origin of life. We have established on thermodynamic grounds that to make a cell from scratch requires a continuous flow of reactive carbon and chemical energy across rudimentary catalysts in a constrained through-flow system. Only hydrothermal vents provide the requisite conditions, and only a subset of vents – alkaline hydrothermal vents – match all the conditions needed. But alkaline vents come with both a serious problem and a beautiful answer to the problem. The serious problem is that these vents are rich in hydrogen gas, but hydrogen will not react with CO

2


 to form organics. The beautiful answer is that the physical structure of alkaline vents – natural proton gradients across thin semiconducting walls – will (theoretically) drive the formation of organics. And then concentrate them. To my mind, at least, all this makes a great deal of sense. Add to this the fact that all life on earth uses (still uses!) proton gradients across membranes to drive both carbon and energy metabolism, and I’m tempted to cry, with the physicist John Archibald Wheeler, ‘Oh, how could it have been otherwise! How could we all have been so blind for so long!’

Let’s calm down and finish. I said that reduction potentials both constrain and open the conditions under which life should evolve. By this analysis, the conditions that best encourage the origins of life are found in alkaline vents. Perhaps your heart is sinking … why narrow down the options so tightly? Surely there must be other ways! Well, maybe. In an infinite universe, anything is possible; but that doesn’t make it probable. Alkaline vents are probable. They are formed, remember, by a chemical reaction between water and the mineral olivine. Rock. In fact, one of the most abundant minerals in the universe, a major part of interstellar dust and the accretion discs from which planets, including the earth, are formed. Serpentinisation of olivine may even occur in space, hydrating the interstellar dust. When our planet accreted, this water was driven off by the rising temperatures and pressures, giving rise, some say, to the earth’s oceans. However that may be, olivine and water are two of the most abundant substances in the universe. Another is CO

2


 . This is a common gas in the atmosphere of most planets in the solar system, and has even been detected in the atmosphere of exoplanets in other stellar systems.

Rock, water and CO

2


 : the shopping list for life. We will find them on practically all wet rocky planets. By the rules of chemistry and geology, they will form warm alkaline hydrothermal vents, with proton gradients across thin-walled catalytic micropores. We can count on that. Perhaps their chemistry is not always conducive to life. Yet this is an experiment going on right now, on as many as 40 billion earth-like planets in the Milky Way alone. We live in a cosmic culture dish. How often these perfect conditions give rise to life depends on what happens next.

Footnotes
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 Based on the chemistry of zircon crystals and the earliest rocks, the early earth is now believed to have had a relatively neutral atmosphere, reflecting volcanic degassing, and composed mostly of carbon dioxide, nitrogen, and water vapour.
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 That innocuous phrase ‘plausible primordial conditions’ actually conceals a multitude of sins. On the face of it, it means simply that the compounds and conditions used could reasonably have been found on the early earth. It is indeed plausible that there was some cyanide in the Hadean oceans; also that temperatures could range between several hundred degrees (in hydrothermal vents) and freezing on the early earth. The trouble is that realistic concentrations of organics in a soup are far lower than tend to be used in the lab; and it is hardly feasible to have both heating and freezing in one and the same environment. So yes: all these conditions may have existed somewhere on the planet, but they could only drive prebiotic chemistry if the whole planet is taken as a single unit, engaged in a coherent set of experiments as if it were a synthetic chemist’s lab. That is implausible in the extreme.
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 I have discussed soup as if it was ‘made on earth’ by lightning or UV radiation. An alternative source of organics is delivery from space by chemical panspermia. There is no doubt that organic molecules are abundant in space and on asteroids; and there certainly was a steady delivery of organics to earth on meteorites. But once here, these organics must have dissolved in the oceans, at best stocking a primordial soup. That means that chemical panspermia is no answer to the origin of life: it suffers from the same intractable problems as soup. The delivery of whole cells, as advocated by Fred Hoyle, Francis Crick, and others, is likewise no solution: it simply pushes the problem somewhere else. We may never be able to say exactly how life originated on earth, but we can explore the principles that must govern the emergence of living cells here or anywhere else. Panspermia fails utterly to address those principles, and so is irrelevant.
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 This is an appeal to Occam’s razor, the philosophical basis of all science: assume the simplest natural cause. That answer might turn out not to be correct, but we should not resort to more complex reasoning unless it is shown to be necessary. We might ultimately need to invoke celestial machinations to explain the origin of replication, when all other possibilities have been disproved (though I doubt it); but until then we should not multiply causes. This is simply a way of approaching a problem; but the remarkable success of science shows that it is a very effective approach.
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 A familiar example is the alcohol content of wine, which cannot rise above about 15% by alcoholic fermentation alone. As alcohol builds up, it blocks the forward reaction (fermentation), preventing the formation of any more alcohol. Unless the alcohol is removed, fermentation grinds to a halt: the wine has reached thermodynamic equilibrium (it has become soup). Spirits such as brandy are produced by distilling wine, thereby concentrating the alcohol further; I believe we are the only life form that has perfected distillation.
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 I don’t really mean proteins, I mean polypeptides. The sequence of amino acids in a protein is specified by a gene, in DNA. A polypeptide is a string of amino acids joined together by the same type of bond, but is usually much shorter (perhaps just a few amino acids) and their sequence does not need to be specified by a gene. Short polypeptides will form spontaneously from amino acids, in the presence of a chemical ‘dehydrating’ agent such as pyrophosphate or acetyl phosphate, which are plausible abiotic precursors of ATP.
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 Wächtershäuser transformed perceptions about the origin of life. He dismissed primordial soup in no uncertain terms, beginning a prolonged and bitter argument in the journals with Stanley Miller. Here’s one broadside from Wächtershäuser, for anyone who thinks that science is in some sense dispassionate: ‘The prebiotic broth theory has received devastating criticism for being logically paradoxical, incompatible with thermodynamics, chemically and geochemically implausible, discontinuous with biology and biochemistry, and experimentally refuted.’
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 I’m sad to say that this is now the considered view of Mike Russell too. He has tried and failed to force CO

2


 to react with H

2


 to produce formaldehyde and methanol, and no longer believes it is possible. In collaboration with Wolfgang Nitschke, he now calls on other molecules, notably methane (produced in vents) and nitric oxide (arguably present in early oceans) to drive the origin of life, via a process analogous to modern methanotrophic bacteria. Bill Martin and I disagree with them, for reasons that I won’t discuss here but, if you are really interested, you will find in Sousa et al.
 , given in Further Reading. This is not a trivial question, as it depends on the oxidation state of the early oceans, but it is amenable to experimental testing. A major advance over the past decade or so is precisely that the alkaline vent theory is now being considered very seriously by a widening group of scientists, who are formulating specific and distinct testable hypotheses within a similar overall framework, and setting out to test them experimentally. This is how science should work, and I don’t doubt that all of us would be happy to be proved wrong on details, while hoping (naturally) that the overall framework stands robust.
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 OK, so you are worried… Reduction potential is measured in millivolts. Imagine an electrode made of magnesium inserted into a beaker of magnesium sulphate solution. Magnesium has a strong tendency to ionise, releasing more Mg

2+


 ions into the solution, and leaving electrons behind on the electrode. That imparts a negative charge, which can be quantified relative to a standard ‘hydrogen electrode’. This is an inert platinum electrode, in an atmosphere of hydrogen, which is inserted into a solution of protons at pH 0 (1 gram of protons per litre) and 25°C. If the magnesium and standard hydrogen electrodes are connected by a wire, electrons will flow from the negative magnesium electrode to the relatively positive (in fact it’s just less negative) hydrogen electrode, to form hydrogen gas, by abstracting protons from the acid. Magnesium actually has a very negative reduction potential (–2.37 volts, to be precise) compared with the standard hydrogen electrode. Notice that all these values are at pH 0, by the way. In the main text I say that the reduction potential of hydrogen is –414 mV at pH 7. That’s because the reduction potential gets more negative by about –59 mV for each pH unit increase (see main text).




4 The emergence of cells
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THE EMERGENCE OF CELLS




‘Ithink’, wrote Darwin: just those two words, scrawled next to a sketch of a branching tree of life, in a notebook from 1837. That was only a year after returning from the voyage of the Beagle
 . Twenty-two years later, a more artfully drawn tree was the only illustration in The Origin of Species
 . The idea of a tree of life was so central to Darwin’s thinking, and to the currency of evolutionary biology ever since, that it’s shocking to be told it is wrong, as New Scientist
 did in large letters on their front cover in 2009, 150 years after the publication of Darwin’s Origin
 . The cover flirted shamelessly with an extended readership, but the article itself was more moderate in tone and made a specific point. To a degree that is very hard to define, the tree of life is indeed wrong. That does not mean Darwin’s major contribution to science, evolution by natural selection, is also wrong: it merely shows that his knowledge of heredity was limited. That’s not news. It is well known that Darwin knew nothing of DNA, or genes, or Mendel’s laws, let alone the transfer of genes between bacteria, so his view of heredity was through a glass, darkly. None of that discredits Darwin’s theory of natural selection; hence the cover was correct in a narrow technical sense, but grossly misleading in a deeper sense.

What the cover did do, though, was bring a serious issue to the foreground. The idea of a tree of life assumes ‘vertical’ inheritance, in which parents pass on copies of genes to their offspring by sexual reproduction. Over generations, genes are passed on mostly within a species, with relatively little intercourse between species. Populations that become reproductively isolated diverge slowly over time, as the interactions between them decline, and ultimately form new species. This gives rise to the branching tree of life. Bacteria are more equivocal. They don’t have sex in the eukaryotic way, so they don’t form nice neat species in the same way either. Defining the term ‘species’ in bacteria has always been problematic. But the real difficulty with bacteria is that they spread their genes around by ‘lateral’ gene transfer, passing handfuls of genes from one to another like small change, as well as bequeathing a copy of their full genome to daughter cells. None of this undermines natural selection in any sense – it is still descent with modification; it’s just that the ‘modification’ is achieved in more ways than we once thought.

The prevalence of lateral gene transfer in bacteria poses a deep question about what we can
 know – a question as fundamental in its own way as the celebrated ‘uncertainty principle’ in physics. Almost any tree of life you look at from the modern era of molecular genetics will be based on a single gene, chosen carefully by the pioneer of molecular phylogenetics, Carl Woese – the gene for small subunit ribosomal RNA.
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 Woese argued (with some justification) that this gene is universal across life, and is rarely, if ever, transferred by lateral gene transfer. It therefore supposedly indicates the ‘one true phylogeny’ of cells (
Figure 15

 ). In the limited sense that one cell gives rise to daughter cells, and that these daughter cells are always likely to share the ribosomal RNA of their parent, this is true. But what happens if, over many generations, other genes are replaced by lateral gene transfer? In complex multicellular organisms, that rarely happens. We can sequence the ribosomal RNA of an eagle, and it will tell us that this is a bird. We can infer that it has a beak, feathers, claws, wings, lays eggs, and so on. That’s because vertical inheritance ensures that there is always a good correlation between the ribosomal ‘genotype’ and the overall ‘phenotype’: the genes encoding all these birdlike traits are fellow travellers; they sail down the generations together, being modified over time, certainly, but rarely in a dramatic fashion.





Figure 15
 The famous but misleading three-domains tree of life


The tree of life as portrayed by Carl Woese in 1990. The tree is based on a single highly conserved gene (for small subunit ribosomal RNA) and is rooted using the divergence between pairs of genes found in all cells (which must therefore have already been duplicated in the last universal common ancestor, LUCA). This rooting suggests that the archaea and the eukaryotes are more closely related to each other than either group is to the bacteria. However, while that is generally true for a core of informational genes, it is not true for the majority of genes in eukaryotes, which are more closely related to bacteria than archaea. This iconic tree is therefore profoundly misleading, and should be seen strictly as a tree of one gene only: it is most certainly not a tree of life!

But now imagine that lateral gene transfer predominates. So we sequence the ribosomal RNA, and it tells us we are dealing with a bird. Only now do we look at this ‘bird’. It turns out to possess a trunk, six legs, eyes on its knees, fur; it produces eggs like frogspawn, lacks wings and howls like a hyena. Yes, of course that is absurd; but this is precisely the problem that we face with bacteria. Monstrous chimeras regularly stare us in the face; but because bacteria are typically small and morphologically simple, we don’t scream. Nonetheless, in their genes bacteria are almost always chimeric, and some are real monsters, genetically as mangled as my ‘bird’. Phylogeneticists really ought to scream. We can’t infer what a cell might have looked like, or how it might have lived in the past, on the basis of its ribosomal genotype.

What is the use of sequencing a single gene if it can tell us nothing about the cell that it comes from? It can be useful, depending on the timescale and the rate of gene transfer. If the rate of lateral gene transfer is low (as in plants and animals, many protists, and some bacteria) then there will be a good correlation between ribosomal genotype and phenotype, so long as we are careful not to range too far back into the past. But if the rate of gene transfer is fast, that correlation can be wiped out very quickly. The difference between pathogenic variants of E. coli
 and harmless common strains is not reflected in the ribosomal RNA, but in the acquisition of other genes that confer aggressive growth – as much as 30% of the genome can vary in different strains of E. coli
 – that’s 10 times the variation between us and chimpanzees, yet we still call them the same species! A ribosomal RNA phylogeny is the last thing you need to know about these killer bugs. Conversely, prolonged periods of time will wipe out a correlation even if the rates of lateral gene transfer are very low. That means it is almost impossible to know how a bacterium earned its living 3 billion years ago, given that slow rates of transfer could have replaced essentially all of its genes many times over in that period.

And so the conceit behind the tree of life is wrong. The hope is that it may be possible to reconstruct the one true phylogeny of all cells, to infer how one species arose from another, to trace relatedness back to the beginning, ultimately allowing us to infer the genetic make-up of the common ancestor of all life on earth. If we could indeed do that, we would know everything about that last ancestral cell, from its membrane composition, to the environment in which it lived, to the molecules that fuelled its growth. But we cannot know these things with that precision. A striking test was laid out by Bill Martin, in a visual paradox which he calls the ‘amazing disappearing tree’. He considered 48 genes that are universally conserved across all life, and built a gene tree for each of these genes, to show the relationship between 50 bacteria and 50 archaea (
Figure 16

 ).
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 At the tips of this tree, all 48 genes recovered exactly the same relationship between all 100 species of bacteria and archaea. Likewise at the very base: nearly all 48 genes ‘agreed’ that the deepest branch in the tree of life is between the bacteria and the archaea. In other words, the last universal common ancestor, fondly known as LUCA, was the common ancestor of bacteria and archaea. But when it comes to elucidating the deep branches within either bacteria or archaea, not a single gene tree could agree. All 48 genes gave a different tree! The problem could be technical (the signal is eroded by sheer distance) or the result of lateral gene transfer – patterns of vertical descent are destroyed if individual genes are swapped around at random. We don’t know which possibility is true, and at the moment it seems impossible to say.

What does that mean? In essence, it means we can’t determine which species of bacteria or archaea are the most ancient. If one gene tree says that methanogens are the most ancient archaea, the next tree says they are not, so it is practically impossible to reconstruct which properties the most ancient cells might have had. Even if by some ingenious means we could prove that methanogens are indeed the most ancient archaea, we still could not be sure that they always lived by making methane, as do modern methanogens. Lumping genes together to enhance the signal strength does not help much as each gene may have had a different history, making any composite signal a fabrication.





Figure 16
 The ‘amazing disappearing tree’


The tree compares the branching of 48 universally conserved genes in 50 bacteria and 50 archaea. All 48 genes are concatenated into a single sequence, giving greater statistical power (a common practice in phylogenetics); this ‘supergene’ sequence is next used to build a tree showing how the 100 species relate to each other. Each individual gene is then used to build a separate tree, and each of these trees is compared with the ‘supergene’ tree built from the concatenated genes. The strength of shading denotes the number of individual gene trees that correspond to the concatenated tree for each branch. At the base of the tree, nearly all the 48 genes recover the same tree as the concatenated sequence, clearly indicating that the archaea and the bacteria are genuinely deeply divided. At the tips of the branches, most individual gene trees also agree with the concatenated tree. But the deeper branches within both groups have vanished: not a single individual gene tree recovers the same branching order as the concatenated sequence. This problem could be a result of lateral gene transfers confounding branching patterns, or simply the erosion of a statistically robust signal over an unimaginable 4 billion years of evolution.

Chapter 2. Taken at face value, LUCA had proteins and DNA: the universal genetic code was already in operation, DNA was read off into transcripts of RNA, and then translated into proteins on ribosomes, those mighty molecular factories that build proteins in all known cells. The remarkable molecular machinery needed for reading off DNA, and for protein synthesis, is composed of scores of proteins and RNAs common to both bacteria and archaea. From their structures and sequences these machines appear to have diverged very early in evolution, and have not been swapped around much by lateral gene transfer. So far so good. Equally, bacteria and archaea are all chemiosmotic, driving ATP synthesis using proton gradients across membranes. The ATP synthase enzyme is another extraordinary molecular machine, on a par with the ribosome itself and apparently sharing its antiquity. Like the ribosome, the ATP synthase is universally conserved across all life, but differs in a few details of its structure in bacteria and archaea, suggesting that it diverged from a common ancestor in LUCA, without much confounding lateral gene transfer later on. So the ATP synthase, like ribosomes, DNA and RNA, seems to have been present in LUCA. And then there are a few bits and pieces of core biochemistry, such as amino acid biosynthesis and parts of the Krebs cycle, which share common pathways in bacteria and archaea, again implying they were present in LUCA; but there is remarkably little else.

What’s different? An astonishing parade. Most of the enzymes used for DNA replication are distinct in bacteria and archaea. What could be more fundamental than that! Possibly only the membrane – yet it, too, is distinct in bacteria and archaea. So is the cell wall. That means both of the barriers that separate living cells from their environment are utterly different in bacteria and archaea. It is almost impossible to guess exactly what their common ancestor might have possessed instead. The list goes on, but that will do. Of the six fundamental processes of living cells discussed in the previous chapter – carbon flux, energy flux, catalysis, DNA replication, compartmentalisation and excretion – only the first three share any deep similarity, and even then only in certain respects, as we shall see.

There are several possible explanations. LUCA could have possessed two copies of everything, and lost one copy in bacteria, and the other copy in archaea. That sounds inherently daft, but it can’t be ruled out easily. For example, we know that mixtures of bacterial and archaeal lipids do make stable membranes; perhaps LUCA had both types of lipid, and her descendants later specialised by losing one or the other. That might conceivably be true for some traits, but is not generalisable to all, as it runs into a problem known as ‘the genome of Eden’. If LUCA had everything, and her descendants streamlined later on, then she must have started out with an enormous genome, much larger than any modern prokaryote. That seems to me to put the cart before the horses – we have complexity before simplicity, and two solutions to every problem. And why did all the descendants lose one of everything? I don’t buy it; roll on the second option.

The next possibility is that LUCA was a perfectly normal bacterium, with a bacterial membrane, cell wall and DNA replication. At some later point, one group of descendants, the first archaea, replaced all these traits as they adapted to extreme conditions such as high temperatures in hot vents. This is probably the most widely accepted explanation, but it too is hardly persuasive. If it is true, why are the processes of DNA transcription and translation into proteins so similar in bacteria and archaea, yet DNA replication so different? Why, if archaeal cell membranes and cell walls help archaea adapt to hydrothermal environments, did extremophile bacteria living in the same vents not replace their own membranes and walls with the archaeal versions, or something similar? Why do archaea living in the soil or open oceans not replace their membranes and walls with bacterial versions? Bacteria and archaea share the same environments across the world, yet remain fundamentally different in their genetics and biochemistry in all these environments, despite lateral gene transfer between the two domains. It’s just not credible that all these profound differences could reflect adaptation to one extreme environment, and yet then remain fixed in archaea, without exception, regardless of how inappropriate they were for all other environments.

That leaves us with the final barefaced option. The apparent paradox is not a paradox at all: LUCA really was chemiosmotic, with an ATP synthase, but really did not have a modern membrane, or any of the large respiratory complexes that modern cells use to pump protons. She really did have DNA, and the universal genetic code, transcription, translation and ribosomes, but really had not evolved a modern method of DNA replication. This strange phantom cell makes no sense in an open ocean, but begins to add up when considered in the environment of alkaline hydrothermal vents discussed in the previous chapter. The clue lies in how bacteria and archaea live in these vents – some of them, at least, by an apparently primordial process called the acetyl CoA pathway, which bears an uncanny resemblance to the geochemistry of vents.


The rocky road to LUCA


Right across the entire living world, there are only six different ways of fixing carbon – of converting inorganic molecules such as carbon dioxide into organic molecules. Five of these pathways are quite complex and require an input of energy to drive them forwards, from the sun in photosynthesis for example. Photosynthesis is a good example for another reason too: the ‘Calvin cycle’, a biochemical pathway that traps carbon dioxide and converts it into organic molecules like sugars, is found only in photosynthetic bacteria (and plants, which acquired these bacteria as chloroplasts). This means that the Calvin cycle is unlikely to be ancestral. Had photosynthesis been present in LUCA, it must have been lost systematically from all archaea, plainly a foolish thing to do for such a useful trick. It is far more likely that the Calvin cycle arose later on, at the same time as photosynthesis, in the bacteria alone. Much the same goes for all but one of the other pathways too. Only one pathway of carbon fixation is found in both the bacteria and archaea, meaning that it plausibly arose in their common ancestor – the acetyl CoA pathway.

Even that claim is not quite true. There are some strange differences between bacteria and archaea in the acetyl CoA pathway, which we will address later in this chapter. For now, let’s briefly consider the reasons why this pathway has a good claim to being ancestral, even though the phylogenetics are too ambiguous to support an early origin (neither do they discount it). The archaea that live by the acetyl CoA pathway are called methanogens, the bacteria acetogens. Some trees of life depict the methanogens as branching very deep; others depict the acetogens as branching very deep; and some depict both groups as evolving somewhat later on, with their simplicity purportedly reflecting specialisation and streamlining rather than an ancestral state. If we stick to phylogenetics alone, we may never be any the wiser. Luckily, we don’t have to.

The acetyl CoA pathway starts with hydrogen and carbon dioxide – the same two molecules that we discussed in the last chapter as being plentiful in alkaline hydrothermal vents. As we noted then, the reaction between CO

2


 and H

2


 to form organics is exergonic, which is to say that it releases energy: in principle the reaction should take place spontaneously. In practice, there is an energetic barrier that prevents H

2


 and CO

2


 from reacting quickly. Methanogens use the proton gradient to overcome this barrier, which I shall argue was the ancestral state. Be that as it may, methanogens and acetogens both power their growth through the reaction of H

2


 and CO

2


 alone: that reaction provides all the carbon and all the energy needed for growth. This sets the acetyl CoA pathway apart from the other five pathways of carbon fixation. The geochemist Everett Shock summed it up memorably as ‘a free lunch that you’re paid to eat’. It may be a meagre lunch, but in the vents it’s served all day.

That’s not all. Unlike the other pathways, the acetyl CoA pathway is short and linear. There are fewer steps needed to get from simple inorganic molecules to the hub of metabolism in all cells, the small but reactive molecule acetyl CoA. Don’t be afraid of words. CoA stands for coenzyme A, which is an important and universal chemical ‘hook’ to hang small molecules on, so that they can be processed by enzymes. The important bit is not so much the hook as what hangs from it, in this case the acetyl
 group. ‘Acetyl’ has the same root as acetic acid, vinegar, a simple two-carbon molecule that is at the centre of biochemistry in all cells. When attached to coenzyme A, the acetyl group is in an activated state (often called ‘activated acetate’ – in effect, reactive vinegar) which enables it to react readily with other organic molecules, thereby driving biosynthesis.

Thus the acetyl CoA pathway generates small reactive organic molecules from CO

2


 and H

2


 , via just a few steps, while at once releasing enough energy to drive not just the formation of nucleotides and other molecules, but also their polymerisation into long chains – DNA, RNA, proteins, and so on. The enzymes that catalyse the first few steps contain inorganic clusters of iron, nickel and sulphur, which are physically responsible for transferring electrons on to CO

2


 to form reactive acetyl groups. These inorganic clusters are basically minerals – rocks! – more or less identical in their structure to the iron–sulphur minerals that precipitate in hydrothermal vents (see 
Figure 11

 ). The fit between the geochemistry of alkaline vents and the biochemistry of methanogens and acetogens is so close that the word analogous does not do it justice. Analogy implies similarity, which is potentially only superficial. In fact, the similarity here is so close that it might better be seen as true homology – one form physically gave rise to the other. So geochemistry gives rise to biochemistry in a seamless transition from the inorganic to the organic. As the chemist David Garner put it: ‘It is the inorganic elements that bring organic chemistry to life.’
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But perhaps the greatest boon of acetyl CoA is that it sits at the crossroads of carbon and energy metabolism. The relevance of acetyl CoA to the origin of life was pointed out in the early 1990s by the distinguished Belgian biochemist Christian de Duve, albeit in the context of soup, not alkaline vents. Acetyl CoA not only drives organic syntheses, but it can also react directly with phosphate to form acetyl phosphate. While not as important an energy currency as ATP today, acetyl phosphate is still widely used across life, and can do much the same job as ATP. As noted in the last chapter, ATP does more than simply release energy; it also drives dehydration reactions, in which one molecule of water is extracted from two amino acids or other building blocks, thereby linking them together in a chain. The problem of dehydrating amino acids in solution, we noted, is equivalent to wringing out a wet cloth under water; but that is exactly what ATP does. We have shown in the lab that acetyl phosphate can do exactly the same job, as its chemistry is basically equivalent. This means that early carbon and energy metabolism could be driven by the same simple thioester, acetyl CoA.

Simple? I hear you say. The two-carbon acetyl group may be simple, but coenzyme A is a complex molecule, undoubtedly the product of natural selection, and therefore a later product of evolution. So is this whole argument circular? No, because there are genuinely simple ‘abiotic’ equivalents to acetyl CoA. The reactivity of acetyl CoA lies in its so-called ‘thioester bond’, which is no more than a sulphur atom bound to carbon, bound in turn to oxygen. It can be depicted as:

R–S–CO–CH

3




in which ‘R’ stands for the ‘rest’ of the molecule, CoA in this case, and CH

3


 is a methyl group. But the R needn’t stand for CoA; it could stand for something as simple as another CH

3


 group, giving a small molecule called methyl thioacetate:

CH

3


 –S–CO–CH
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This is a reactive thioester, equivalent in its chemistry to acetyl CoA itself, but simple enough to be formed from H

2


 and CO

2


 in alkaline hydrothermal vents – indeed it has been produced by Claudia Huber and Günter Wächtershäuser from CO and CH

3


 SH alone. Even better, methyl thioacetate, like acetyl CoA, should be able to react directly with phosphate to form acetyl phosphate. And so this reactive thioester could in principle drive the synthesis of new organic molecules directly, as well as their polymerisation into more complex chains such as proteins and RNA, via acetyl phosphate – a hypothesis that we’re testing in our benchtop reactor in the lab (in fact we have just succeeded in producing acetyl phosphate, albeit at low concentration).

Chapter 3. These were the origins of biochemistry – the continuous formation and concentration of reactive precursors, fostering interactions between molecules and the formation of simple polymers.

The second stage was the formation of simple organic protocells within the pores of the vents, as a natural outcome of the physical interactions between organics – simple dissipative cell-like structures, formed by the self-organisation of matter, but as yet without any genetic basis or real complexity. I would see these simple protocells as depending on the proton gradient to drive organic synthesis, but now across their own organic membranes (lipid bilayers formed spontaneously from fatty acids, for example) rather than the inorganic walls of the vent itself. No proteins are needed for this. The proton gradient could drive the formation of methyl thioacetate and acetyl phosphate as discussed above, driving both carbon and energy metabolism. There’s one key difference at this stage: new organic matter is now formed within the protocell itself, driven by natural proton gradients across organic membranes. Reading this back I’m struck by my overuse of the word ‘drive’. It might be poor literary style, but there isn’t a better word. I need to get across that this is not passive chemistry but it is forced
 , pushed, driven by the continuous flux of carbon, energy, protons. These reactions need
 to happen, they are the only way of dissipating the unstable disequilibrium of reduced, hydrogen-rich, alkaline fluids entering an oxidised, acidic, metal-rich ocean. The only way of reaching blessed thermodynamic equilibrium.

The third stage is the origin of the genetic code, true heredity, finally enabling protocells to make more or less exact copies of themselves. The earliest forms of selection, based on relative rates of synthesis and degradation, gave way to proper natural selection, in which populations of protocells with genes and proteins began to compete for survival within vent pores. The standard mechanisms of evolution eventually produced sophisticated proteins in early cells, including ribosomes and the ATP synthase, proteins conserved universally across life today. I envisage that LUCA, the common ancestor of bacteria and archaea, lived within the micropores of alkaline hydrothermal vents. That means all three stages from abiotic origins to LUCA take place within the vent pores. All are driven by proton gradients across inorganic walls or organic membranes; but the advent of sophisticated proteins such as the ATP synthase is a late step on this rocky road to LUCA.

I am not concerned in this book with the details of primordial biochemistry: where the genetic code came from, and other equally difficult problems. These are real problems, and there are ingenious researchers addressing them. We don’t yet know the answers. But all these ideas assume a plentiful supply of reactive precursors. Just to give a single example, a beautiful idea from Shelley Copley, Eric Smith and Harold Morowitz on the origin of the genetic code posits that catalytic dinucleotides (two nucleotides joined together) could generate amino acids from simpler precursors, such as pyruvate. Their clever scheme shows how the genetic code may have arisen from deterministic chemistry. For those who are interested, I wrote a chapter on the origins of DNA in Life Ascending
 , which touched on some of these questions. But what all of these hypotheses take for granted is a steady supply of nucleotides, pyruvate, and other precursors. The question we are addressing here is: what were the driving forces that impelled the origin of life on earth? And my main point is simply that there is no conceptual
 difficulty about where all the carbon, energy and catalysts came from that drove the formation of complex biological molecules, right up to the advent of genes and proteins, and LUCA.

The vent scenario outlined here has a beautiful continuity with the biochemistry of methanogens, the archaea that live from H

2


 and CO

2


 by way of the acetyl CoA pathway. These apparently ancient cells generate a proton gradient across a membrane (we’ll come to how they do that), reproducing exactly what alkaline hydrothermal vents provide for free. The proton gradient drives the acetyl CoA pathway, by way of an iron–sulphur protein embedded within the membrane – the energy-converting hydrogenase, or Ech
 for short. This protein funnels protons through the membrane on to another iron–sulphur protein, called ferredoxin, which in turn reduces CO

2


 . In the last chapter, I suggested that natural proton gradients across thin FeS walls in vents could reduce CO

2


 by changing the reduction potentials of H

2


 and CO

2


 . I suspect this is what Ech
 is doing on a nanometre scale. Enzymes often control the precise physical conditions (such as proton concentration) within clefts in the protein, just a few ångströms across, and Ech
 might be doing this too. If so, there could be an unbroken continuity between a primordial state, in which short polypeptides are stabilised by binding to FeS minerals embedded in fatty-acid protocells, and the modern state, in which the genetically encoded membrane protein Ech
 powers carbon metabolism in modern methanogens.

Be that as it may, the fact is that today, in the world of genes and proteins, Ech
 draws on the proton gradient generated by methane synthesis to drive the reduction of CO

2


 . Methanogens also use the proton gradient to drive ATP synthesis directly, via the ATP synthase. Thus both carbon and energy metabolism are driven by proton gradients, exactly what the vents provided for free. The earliest protocells living in alkaline vents may have powered carbon and energy metabolism in precisely this way. That sounds plausible enough, but in fact relying on natural gradients brings its own problems. Intriguingly serious problems. Bill Martin and I realised there may be only one possible solution to these problems – and it gives a tantalising insight into why archaea and bacteria differ in fundamental ways.


The problem of membrane permeability


Inside our own mitochondria, the membranes are almost impermeable to protons. That’s necessary. It is no good pumping protons across a membrane if they come rushing straight back at you, as if through innumerable little holes. You might as well try to pump water into a tank with a sieve for a base. In our mitochondria, then, we have an electrical circuit, in which the membrane works as an insulator: we pump protons across the membrane, and most of them return through proteins that behave as turbines, driving work. In the case of the ATP synthase, the flow of protons through this nanoscopic rotating motor drives ATP synthesis. But note that this whole system depends on active pumping. Block the pumps and everything grinds to a halt. That’s what happens if we take a cyanide pill: it jams up the final proton pump of the respiratory chain in our mitochondria. If the respiratory pumps are impeded in this way, protons can continue to flow in through the ATP synthase for a few seconds before the proton concentration equilibrates across the membrane, and net flow ceases. It is almost as hard to define death as life, but the irrevocable collapse of membrane potential comes pretty close.

So how could a natural proton gradient drive ATP synthesis? It faces the ‘cyanide’ problem. Imagine a protocell sitting in a pore within a vent, powered by a natural proton gradient. One side of the cell is exposed to a continuous flow of ocean water, the other to a constant flux of alkaline hydrothermal flow (
Figure 17

 ). Four billion years ago, the oceans were probably mildly acidic (pH 5–7), while the hydrothermal fluids were equivalent to today, with a pH of about 9–11. Sharp pH gradients could therefore have been as much as 3–5 pH units in magnitude, which is to say that the difference in proton concentration could have been 1,000–100,000-fold.
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 For the sake of argument, imagine that the proton concentration inside the cell is similar to that of the vent fluids. That gives a difference in proton concentration between the inside and the outside, so protons will flow inwards down the concentration gradient. Within a few seconds, though, the influx should grind to a halt, unless the protons that flow in can be removed again. There are two reasons for this. First, the concentration difference swiftly evens out. And second, there is an issue with electrical charge. Protons (H

+


 ) are positively charged, but in seawater their positive charge is counterbalanced by negatively charged atoms such as chloride ions (Cl

–


 ). The problem is that protons cross the membrane much faster than chloride ions, so there is an influx of positive charge that is not offset by an influx of negative charge. The inside of the cell therefore becomes positively charged relative to the outside, and that opposes the influx of any more H

+


 . In short, unless there is a pump that can get rid of protons from inside the cell, natural proton gradients can’t drive anything. They equilibrate, and equilibrium is death.

But there is an exception. If the membrane is nearly impermeable to protons, the influx must indeed cease. Protons enter the cell but can’t leave again. But if the membrane is very leaky, it is a different story. Protons continue to enter the cell, as before, but now they can leave it again, albeit passively, through the leaky membrane on the other side of the cell. In effect, a leaky membrane imposes less of a barrier to flow. Better still, hydroxide ions (OH

–


 ) from the alkaline fluids cross the membrane at about the same rate as protons. When they meet, H

+


 and OH

–


 react to form water (H

2


 O), eliminating the proton with its positive charge in one fell swoop. Using the classic equations of electrochemistry, it’s possible to calculate the rates at which protons enter and exit a hypothetical (computational) cell as a function of membrane permeability. Victor Sojo, a chemist interested in big problems in biology, who is doing a PhD with me and Andrew Pomiankowski, has done exactly this. By tracking the steady-state difference in proton concentration, we could calculate the free energy (
 G
 ) available from a pH gradient alone. The results are just beautiful. The driving force available depends on the leakiness of the membrane to protons. If the membrane is extremely leaky, protons come rushing in like fools, but they also disappear again quickly, eliminated by a rapid influx of OH

–


 ions. Even with very leaky membranes, we found that protons will still enter faster through membrane proteins (like the ATP synthase) than through the lipids themselves. This means that proton flux can drive ATP synthesis or carbon reduction via the membrane protein Ech
 . Taking concentration differences and charge into consideration, as well as the operation of proteins like the ATP synthase, we showed that only
 cells with very leaky membranes can use natural proton gradients to power carbon and energy metabolism. Remarkably, these leaky cells theoretically glean as much energy from a natural proton gradient of 3 pH units as modern cells gain from respiration.





Figure 17
 A cell powered by a natural proton gradient


A cell sits in the middle of the frame, enclosed by a membrane that is leaky to protons. The cell is ‘wedged’ in a small break in an inorganic barrier that separates two phases within a microporous vent. In the top phase, mildly acidic ocean water percolates along an elongated pore, at a pH of 5–7 (generally taken to be pH 7 in the model). In the bottom phase, alkaline hydrothermal fluids percolate along an unconnected pore, at a pH of about 10. Laminar flow indicates a lack of turbulence and mixing, which is characteristic of fluids flowing in small confined spaces. Protons (H

+


 ) can flow directly through the lipid membrane, or through proteins embedded in the membrane (triangular shape), down a concentration gradient from the acidic ocean to the alkaline hydrothermal fluid. Hydroxide ions (OH

–


 ) flow in the opposite direction, from the alkaline hydrothermal fluid to the acid ocean, but only through the membrane. The overall rate of proton flux depends on the permeability of the membrane to H

+


 , neutralisation by OH

–


 (to form H

2


 O); the number of membrane proteins; the size of the cell; and the charge across the membrane accrued by the movement of ions from one phase to the other.

Actually, they could gain a lot more. Think again about methanogens. They spend most of their time generating methane, hence their name. On average, methanogens produce about 40 times as much waste (methane and water) as organic matter. All the energy derived from the synthesis of methane is used to pump protons (
Figure 18

 ). That’s it. Methanogens spend practically 98% of their energy budget on generating proton gradients by methanogenesis, and little more than 2% producing new organic matter. With natural proton gradients and leaky membranes, none of that excessive energy spend is needed. The power available is exactly the same but the overheads are cut by at least 40-fold, a very substantial advantage. Just imagine having 40 times more energy! Even my young sons don’t outdo me that much. In the previous chapter, I mentioned that primitive cells would have needed more
 carbon and energy flux than modern cells; having zero need to pump gives them a lot more carbon and energy.





Figure 18
 Generating power by making methane


A simplified view of methanogenesis. In A
 the energy from the reaction between H

2


 and CO

2


 powers the extrusion of protons (H

+


 ) across the cell membrane. A hydrogenase enzyme (Hdr) catalyses the simultaneous reduction of ferredoxin (Fd) and a disulphide bond (–S–S–), using the two electrons from H

2


 . Ferredoxin in turn reduces CO

2


 , ultimately to a methyl (–CH

3


 ) group bound to a cofactor designated R. The methyl group is then transferred to a second cofactor (R’), and this step releases enough energy to pump two H

+


 (or Na+) across the membrane. In the final stage, the –CH

3


 group is reduced to methane (CH

4


 ) by the HS– group. Overall, some of the energy released by the formation of methane (CH

4


 ) from H

2


 and CO

2


 is conserved as an H+ (or Na+) gradient across the cell membrane. In B
 the H+ gradient is used directly through two distinct membrane proteins to drive carbon and energy metabolism. The energy-converting hydrogenase (Ech
 ) reduces ferredoxin (Fd) directly, which again passes its electrons on to CO

2


 to form a methyl (–CH

3


 ) group, which is reacted with CO to form acetyl CoA, the linchpin of metabolism. Likewise, H

+


 flux through the ATP synthase drives ATP synthesis, and so energy metabolism.

Consider a leaky cell, sitting in a natural proton gradient. Remember we are now in the era of genes and proteins, which are themselves the product of natural selection acting on protocells. Our leaky cell can use the continuous flux of protons to drive carbon metabolism, by way of Ech
 , the energy-converting hydrogenase that we discussed earlier. This protein enables the cell to react H

2


 with CO

2


 , to form acetyl CoA, and thence onwards to all the building blocks of life. It can also use the proton gradient to drive ATP synthesis, using the ATP synthase. And of course it can use ATP to polymerise amino acids and nucleotides to make new proteins, RNA and DNA, and ultimately copies of itself. Importantly, our leaky cell has no need to waste energy on pumping protons, and so it should grow well, even allowing for inefficient early enzymes that had not yet been honed by billions of years of evolution.

But such leaky cells are also stuck right where they are, utterly dependent on hydrothermal flow and unable to survive anywhere else. When that flow ceases or shifts elsewhere, they are doomed. Even worse, they appear to be in an unevolvable state. There is no benefit to improving the properties of the membrane; on the contrary, less leaky membranes swiftly collapse the proton gradient, as there is no longer any way of getting rid of protons from inside the cell. So any variant cells that produced a more ‘modern’ impermeable membrane would be eliminated by selection. Unless they learnt to pump, of course; but that is equally problematic. We have seen that there is no point in pumping protons across a leaky membrane. Our study confirms that pumping offers no benefit, even if the permeability of the membrane is decreased by a whopping three orders of magnitude.

Let me spell that out. A leaky cell in a proton gradient has plenty of energy, enough to drive carbon and energy metabolism. If by some evolutionary sleight of hand, a fully functional pump is placed in the membrane, it offers no benefit whatsoever in terms of energy availability: the power available remains exactly the same as in its absence. That’s because pumping protons over a leaky membrane is pointless – they come straight back through. Decrease membrane permeability by a factor of 10, and try again; still zero benefit. Decrease permeability by a factor of 100; still no benefit. Decrease permeability by a factor of 1,000; still no benefit. Why not? There is a balance of forces. Decreasing membrane permeability helps pumping, but also collapses the natural proton gradient, undermining the cell’s power supply. Only if large amounts of pump are plastered across a nearly impermeable membrane (equivalent to that in our own cells) is there any benefit to pumping. That is a serious problem. There is no selective driving force for the evolution of either modern lipid membranes or modern proton pumps. Without a driving force they should not evolve; but they do exist, nonetheless. So what are we missing?

Here is an example of the serendipity of science. Bill Martin and I were pondering over exactly that question, and we mused that methanogens use a protein called an antiporter. The methanogens in question actually pump out sodium ions (Na

+


 ), not protons (H

+


 ), but they still have a few problems with protons accumulating inside. The antiporter swaps an Na

+


 for an H+, as if it were a strict two-way turnstile, or revolving door. For each Na

+


 passing into the cell down a concentration gradient, one H

+


 is forced out. It is a proton pump powered by a sodium gradient. But antiporters are pretty undiscriminating. They don’t care which way round they work. If a cell pumped H

+


 rather than Na+, then the antiporter would simply go into reverse. For every H

+


 that entered, one Na+ would then be forced out. Ha! Suddenly we had it! If our leaky cell sitting in the alkaline hydrothermal vent evolved an Na

+


 /H

+


 antiporter, it would act as a proton-powered Na+ pump! For each H

+


 that entered the cell through the antiporter, one Na+ would be forced to leave! In theory, the antiporter could convert a natural proton gradient into a biochemical sodium gradient.

How would that help exactly? I should stress that this is a thought experiment, based on the known properties of the protein; but by our calculations, it could make a surprising difference. In general, lipid membranes are around six orders of magnitude less permeable to Na

+


 than H+. So a membrane that is extremely permeable to protons is fairly impermeable to sodium. Pump out a proton, and it will come straight back at you; pump out a sodium across the same membrane, and it won’t come back nearly as fast. This means that an antiporter can be driven by a natural proton gradient: for every H

+


 that comes in, one Na+ is extruded. So long as the membrane is leaky to protons, as before, proton flux through the antiporter will continue unabated, driving Na

+


 extrusion. Because the membrane is less permeable to Na

+


 , the extruded Na

+


 is more likely to stay out; or more specifically, it should re-enter the cell via membrane proteins, rather than coming straight back through the lipids. And that improves the coupling of Na

+


 influx to work done.

Of course, that’s only any use if the membrane proteins that drive carbon and energy metabolism – Ech
 and the ATP synthase – can’t discriminate between Na

+


 and H+. That sounds preposterous, but rather surprisingly it may well be true. Some methanogens turn out to have ATP synthase enzymes that can be powered by either H

+


 or Na+, with roughly equal facility. Even the prosaic language of chemistry declares them to be ‘promiscuous’. The reason could relate to the equivalent charge and very similar radii of the two ions. Although H

+


 is much smaller than Na+, protons rarely exist in isolation. When dissolved, they bind to water to form H

3


 O

+


 , which has a radius nearly identical to Na

+


 . Other membrane proteins including Ech
 are also promiscuous for H

+


 and Na+, presumably for the same reasons. The bottom line is that pumping Na

+


 is by no means pointless. When powered by natural proton gradients, there is essentially no cost to extruding Na

+


 ; and once a sodium gradient exists, Na

+


 ions are more likely to re-enter the cell via membrane proteins such as Ech
 and ATP synthase than through membrane lipids. The membrane is now better ‘coupled’, meaning that it is better insulated, and therefore less likely to short-circuit. As a result, more ions are now available to drive carbon and energy metabolism, giving better payback for each ion pumped out.

There are several surprising ramifications of this simple invention. One is almost incidental: pumping sodium out of the cell lowers the concentration of sodium within the cell. We know that many core enzymes found in both bacteria and archaea (those responsible for transcription and translation, for example) have been optimised by selection to work at low Na

+


 concentration, despite most probably evolving in the oceans, where the Na

+


 concentration seems to have been high even 4 billion years ago. The early operation of an antiporter could potentially explain why all cells are optimised to low sodium, despite evolving in a high-sodium environment.
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More significantly for our immediate purposes, the antiporter effectively adds an Na

+


 gradient to an existing H+ gradient. The cell is still powered by the natural proton gradient, so still requires proton-permeable membranes; but it now has an Na

+


 gradient too, which by our calculations gives the cell about 60% more power than it had before, when relying on protons alone. That gives cells two big advantages. First, cells with an antiporter have more power, and so can grow and replicate faster than cells without – an obvious selective advantage. Second, cells could survive on smaller proton gradients. In our study, cells with leaky membranes grow well with a proton gradient of about 3 pH units, which is to say that the proton concentration of the oceans (around pH 7) is three orders of magnitude greater than the proton concentration of alkaline fluids (about pH 10). By increasing the power of a natural proton gradient, cells with an antiporter could survive with a pH gradient of less than 2 pH units, allowing them to spread and colonise wider areas of the vent or contiguous vent systems. Cells with an antiporter would therefore tend to outcompete other cells, and would also spread and diverge in the vents. But because they still depend totally on the natural proton gradient, they could not leave the vents. One more step was required.

That brings us to the crucial point. With an antiporter, cells might not be able to leave the vent, but they are now primed to do so. In the parlance, an antiporter is a ‘preadaptation’ – a necessary first step that facilitates a later evolutionary development. The reason is unexpected, or at least it was to me. For the first time, an antiporter favours the evolution of active pumping. I mentioned there is no benefit to pumping protons across a leaky membrane, because they come straight back at you. But with an antiporter there is an advantage. When protons are pumped out, some of them return not through the leaky lipids but through the antiporter, which extrudes Na

+


 ions in their place. Because the membrane is better insulated to Na

+


 , more of the energy that had been spent on pumping out protons is retained as an ion gradient across the membrane. For every ion pumped out, there is a slightly higher chance it will stay out. And that means there is now a small advantage to pumping protons, whereas before there had been no advantage. Pumping only pays with an antiporter.

That’s not all. Once a proton pump has evolved, there is now, for the first time, an advantage to improving the membrane. I reiterate: in a natural proton gradient it is strictly necessary to have a leaky membrane. Pumping protons across a leaky membrane is no use at all. An antiporter improves the situation because it increases the power available from a natural proton gradient, but it does not cut off the cell from its dependence on the natural gradient. Yet in the presence of an antiporter, it now pays to pump protons, meaning there is less dependence on the natural gradient. And now – only now! – is it better to have a less permeable membrane. Making the membrane slightly less leaky gives a slight advantage to pumping. Improving it a little bit more gives a slightly bigger advantage, and so on, all the way up to a modern proton-tight membrane. For the first time, we have a sustained selective driving force for the evolution of both proton pumps and
 modern lipid membranes. Ultimately, cells could cut their umbilical link to natural proton gradients: they were finally free to escape from the vents, and subsist in the great empty world.
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Figure 19
 The origin of bacteria and archaea


A possible scenario for the divergence of bacteria and archaea, based on a mathematical model of energy availability in natural proton gradients. The figure shows only the ATP synthase for simplicity, but the same principle applies to other membrane proteins such as Ech
 . A natural h

+


 gradient in a vent can drive ATP synthesis so long as the membrane is leaky (bottom), but there is no benefit to improving the membrane, as that collapses the natural gradient. A sodium-proton antiporter (SPAP) adds a biochemical sodium gradient to the geochemical proton gradient, enabling survival on smaller h

+


 gradients, facilitating spread and divergence of populations in the vent. The extra power provided by SPAP means that pumping h

+


 offers a benefit for the first time. With a pump, there is a benefit to lowering membrane permeability to h

+


 . When the membrane h

+


 permeability approaches modern values, cells finally become independent of natural gradients, and can leave the vent. Bacteria and archaea are depicted escaping from the vent independently.

This is a beautiful set of physical constraints. Unlike phylogenetics, which can tell us very little with certainty, these physical constraints put an order on the possible succession of evolutionary steps, beginning with a dependence on natural proton gradients and ending with essentially modern cells, which generate their own proton gradients across impermeable membranes (
Figure 19

 ). And better still, these constraints could explain the deep divergence of bacteria and archaea. Both generate ATP using proton gradients across membranes, yet those membranes are fundamentally different in the two domains, along with other traits that include the membrane pumps themselves, the cell wall, and DNA replication. Let me explain.


Why bacteria and archaea are fundamentally different


Here is a brief summary of the story so far. In the previous chapter we considered, from an energetic point of view, the possible environments on the early earth that were conducive to the origin of life. We narrowed these down to alkaline hydrothermal vents, where a steady carbon and energy flux is combined with mineral catalysts and natural compartmentalisation. But these vents face a problem: the carbon and energy flux comes in the form of H

2


 and CO

2


 , which do not react together easily. We saw that geochemical proton gradients across thin semiconducting barriers in vent pores could potentially break down the energy barrier to their reaction. By producing reactive thioesters such as methyl thioacetate (functionally equivalent to acetyl CoA) proton gradients could drive the origins of both carbon and energy metabolism, leading to the accumulation of organic molecules within vent pores, while facilitating ‘dehydration’ reactions that form complex polymers including DNA, RNA and proteins. I was evasive on details such as how the genetic code arose, but focused on the conceptual argument that these conditions could theoretically have produced rudimentary cells with genes and proteins. Populations of cells were subject to perfectly normal natural selection. I suggested that the last common ancestor of bacteria and archaea, LUCA, may have been the product of selection acting on such populations of simple cells living in the pores of alkaline hydrothermal vents and dependent on natural proton gradients. Selection gave rise to sophisticated proteins, including ribosomes, Ech
 and the ATP synthase – all of which are universally conserved.

In principle, LUCA could have powered all of her carbon and energy metabolism with natural proton gradients, via the ATP synthase and Ech
 , but to do so needed extremely permeable cell membranes. She could not have evolved ‘modern’ impermeable membranes equivalent to either the bacteria or archaea, because that would have collapsed the natural proton gradients. But an antiporter would have helped, by converting natural proton gradients into biochemical sodium gradients, increasing the power available and so permitting cells to survive on smaller gradients. This would have enabled cells to spread and colonise previously untenable regions of vents, in turn facilitating divergence of populations. Being able to survive under a wider range of conditions could even have enabled cells to ‘infect’ contiguous vent systems, potentially spreading widely across the ocean floor of the early earth, much of which may have been prone to serpentinisation.

But an antiporter also gave an advantage to pumping, for the first time. Finally we come to those strange differences in the acetyl CoA pathway in methanogens and acetogens. These differences suggest that active pumping arose independently in two distinct populations, which had diverged from a common ancestral population with the help of an antiporter. Recall that methanogens are archaea, while acetogens are bacteria – representatives of the two great domains of prokaryotes, the deepest branches of the ‘tree of life’. We have noted that bacteria and archaea are similar in their DNA transcription and translation, ribosomes, protein synthesis, and so on, but differ in other fundamental respects, including cell membrane composition. I mentioned that they also differ in details of the acetyl CoA pathway, while claiming that this pathway is nonetheless ancestral. The similarities and differences are revealing.

Like methanogens, acetogens react H

2


 with CO

2


 to form acetyl CoA, via a series of analogous steps. Both groups use a clever trick known as electron bifurcation to power pumping. Electron bifurcation was discovered only recently by the distinguished microbiologist Rolf Thauer and his colleagues in Germany, in what could be the biggest breakthrough in bioenergetics of recent decades. Thauer has now formally retired, but his findings were the culmination of decades spent puzzling over the energetics of obscure microbes, which keep growing when the stoichiometric calculations say they should not. Evolution, as so often, is cleverer than we are. In essence, electron bifurcation amounts to a short-term energy loan, made on the promise of prompt repayment. As we’ve noted, the reaction of H

2


 with CO

2


 is exergonic overall (releasing energy) but the first few steps are endergonic (requiring an energy input). Electron bifurcation contrives to use some of the energy that is released in the later, exergonic, steps of CO

2


 reduction to pay for the difficult first steps.
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 As more energy is released in the last few steps than needs to be spent in the first few steps, some energy can be conserved as a proton gradient across a membrane (
Figure 18

 ). Overall, the energy released by the reaction of H

2


 and CO

2


 powers the extrusion of protons across a membrane.

The puzzle is that the ‘wiring’ of electron bifurcation differs in methanogens and acetogens. Both depend on rather similar iron–nickel–sulphur proteins; but the exact mechanism differs, as do many of the proteins needed. Like methanogens, acetogens conserve the energy released by the reaction of H

2


 and CO

2


 as an H+ or Na+ gradient across a membrane. In both cases, the gradient is used to power carbon and energy metabolism. Like methanogens, acetogens have an ATP synthase and Ech
 . Unlike methanogens, however, acetogens do not use the Ech
 to power carbon metabolism directly. On the contrary, some of them use it in reverse as an H

+


 or Na+ pump. And the exact pathway that they use to drive carbon metabolism is very different. These differences seem to be fundamental, to the point that some experts believe the similarities to be the product of convergent evolution or lateral gene transfer, rather than common ancestry.

Yet the similarities and differences begin to make sense if we assume that LUCA did indeed depend on natural proton gradients. If so, the key to pumping could lie in the direction of proton flux through Ech
 – whether the natural flow of protons into the cell drives carbon fixation, or whether this flux is reversed, with the protein now acting as a membrane pump, pumping protons out of the cell (
Figure 20

 ). In the ancestral population, I suggest that the normal inward flux of protons via Ech
 was used to reduce ferredoxin, in turn driving CO

2


 reduction. Two separate populations then invented pumping independently. One population, which ultimately became acetogens, reversed the direction of Ech
 , now oxidising ferredoxin and using the energy released to pump protons out of the cell. This is nice and simple but created an immediate problem. The ferredoxin previously used to reduce carbon is now used to pump protons. Acetogens had to come up with a new way of reducing carbon that did not rely on ferredoxin. Their ancestors found a way – the clever trick of electron bifurcation, which enabled them to reduce CO

2


 indirectly. The basic biochemistry of acetogens arguably follows from that simple premise – the direction of proton flux through Ech
 was reversed, giving the acetogens a functional pump, but leaving them with a specific set of problems to solve.





Figure 20
 Possible evolution of active pumping


Hypothetical origins of pumping in bacteria and archaea, based on the direction of H

+


 flux through the membrane protein Ech
 . A
 The ancestral state, in which natural proton gradients drive carbon and energy metabolism via Ech
 and the ATP synthase (ATPase). This can only work so long as the membrane is leaky to protons. B
 Methanogens (postulated to be the ancestral archaea). These cells continue to use Ech
 and the ATPase to drive carbon and energy metabolism, but with H

+


 -tight membranes could no longer rely on natural proton gradients. They had to ‘invent’ a new biochemical pathway and new pump (methyl transferase, Mtr) to generate their own H

+


 (or Na+) gradient (dotted lines). Note that this panel is equivalent to Figure 18 A and B combined. C
 Acetogens (postulated to be the ancestral bacteria). The direction of H

+


 flux through Ech
 is here reversed, and is now powered by the oxidation of ferredoxin. Acetogens did not need to ‘invent’ a pump, but had to find a new way of reducing CO

2


 to organics; this is done using NADH and ATP (dotted lines). This postulated scenario could explain both the similarities and differences in the acetyl CoA pathway between methanogens and acetogens.

Chapter 2).

Now cells had evolved active ion pumps and modern membranes, and were finally free to leave the vents, escaping into the open oceans. From a common ancestor that lived from proton gradients in vents, the first free-living cells, bacteria and archaea, emerged independently. It’s not surprising that bacteria and archaea should have come up with distinct cell walls to protect them against these new shocks, nor indeed that they should have ‘invented’ DNA replication independently. Bacteria attach their DNA to the cell membrane during cell division, at a site called the replicon; the attachment enables each daughter cell to receive a copy of the genome. The molecular machinery required to attach DNA to the membrane, and many details of DNA replication, must depend at least partly on the mechanics of that attachment. The fact that cell membranes evolved independently begins to explain why DNA replication should be so different in bacteria and archaea. Much the same applies to cell walls, all the components of which must be exported from inside the cell through specific membrane pores – hence the synthesis of the cell wall depends on the properties of the membrane, and should
 differ in bacteria and archaea.

And so we draw to a close. While bioenergetics do not predict from first principles that there should be fundamental differences between bacteria and archaea, these considerations do explain how and why they could have arisen in the first place. The deep differences between the prokaryotic domains had nothing to do with adaptation to extreme environments, such as high temperatures, but rather the divergence of cells with membranes that were obliged to remain leaky for bioenergetic reasons. While the divergence of archaea and bacteria might not be predictable from first principles, the fact that both groups are chemiosmotic (depending on proton gradients across membranes) does follow from the physical principles discussed in these last two chapters. The environment most realistically capable of giving rise to life, whether here or anywhere else in the universe, is alkaline hydrothermal vents. Such vents constrain cells to make use of natural proton gradients, and ultimately to generate their own. In this context it’s no mystery that all cells here on earth should be chemiosmotic. I would expect that cells across the universe will be chemiosmotic too. And that means they will face exactly the same problems that life on earth does. In the next part, we’ll see why this universal requirement for proton power predicts that complex life will be rare in the universe.

Footnotes





1



 See the Introduction. The ribosomes are the protein-building factories found in all cells. These large molecular complexes have two major subunits (large and small), which are themselves composed of a mixture of proteins and RNA. The ‘small subunit ribosomal RNA’ is what Woese sequenced, in part because it was fairly easy to extract (there are thousands of ribosomes in any one cell); and in part because protein synthesis is fundamental to life, and so is universally conserved with only trivial differences between humans and hydrothermal bacteria. It is never easy to replace the foundation stones of any building or discipline; and for much the same reasons, ribosomes are rarely transferred between cells.
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 Recall that the bacteria and archaea are the two great domains of prokaryotes, which are very similar in their morphological appearance but differ fundamentally in aspects of their biochemistry and genetics.
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 And the same inorganic elements still bring organic chemistry to life. More or less identical iron–sulphur clusters are found in our own mitochondria, more than a dozen of them in each respiratory chain (see 
Figure 8

 for complex I alone), meaning tens of thousands of them in every mitochondrion. Without them, respiration could not work and we would be dead in minutes.
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 Because the pH scale is logarithmic, 1 pH unit represents a 10-fold difference in proton concentration. Differences of this magnitude in such a small space may seem unfeasible, but in fact are possible because of the nature of fluid flow through pores on the scale of micrometres in diameter. Flow in these circumstances can be ‘laminar’, with little turbulence and mixing. The pore sizes in alkaline hydrothermal vents tend to combine both laminar and turbulent flow.
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 The fact that ancient enzymes are optimised to a low Na

+


 /high K

+


 content, given that the first membranes were leaky to these ions, can only mean that cells were optimised to the ionic balance of the surrounding medium, according to Russian bioenergeticist Armen Mulkidjanian. As the early oceans were high in Na

+


 , low in K

+


 , he believes that life can’t have begun in the oceans. If he’s right, then I must be wrong. Mulkidjanian points to terrestrial geothermal systems with high K

+


 , low Na

+


 , although these have problems of their own (he has organic synthesis driven by zinc sulphide photosynthesis, unknown in real life). But is it really impossible for natural selection to optimise proteins over 4 billion years, or are we to believe that the primordial ion balance was perfect for every enzyme? If it’s possible to optimise enzyme function, how could that be done, given leaky early membranes? The use of antiporters in natural proton gradients offers a satisfying resolution.
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 The alert reader may be wondering why cells don’t just pump Na

+


 ? It is indeed better to pump Na

+


 across a leaky membrane than to pump H+, but as the membrane becomes less permeable, that advantage is lost. The reason is esoteric. The power available to a cell depends on the concentration difference between the two sides of the membrane, not on the absolute concentrations of ions. Because Na

+


 concentration is so high in the oceans, to maintain an equivalent three orders of magnitude difference between the inside and outside of the cell requires pumping a lot more Na

+


 than H+, undermining the advantage of pumping Na

+


 if the membrane is relatively impermeable to both ions. Intriguingly, cells that live in vents, such as methanogens and acetogens, often do pump Na

+


 . One possible reason is that high concentrations of organic acids, such as acetic acid, increase the permeability of the membrane to H

+


 , making it more profitable to pump Na

+


 .
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 For those who want to know more about this curious process of electron bifurcation: two separate reactions are coupled together, so that the difficult (endergonic) step is driven by a more favourable (exergonic) reaction. Of the two electrons in H

2


 , one reacts immediately with an ‘easy’ target, forcing the other to accomplish a more difficult step, the reduction of CO

2


 to organic molecules. The protein machinery that carries out electron bifurcation contains many iron–nickel–sulphur clusters. In methanogens, these essentially mineral structures split up the pairs of electrons from H

2


 , ultimately feeding half of them on to CO

2


 , to form organics, and the other half on to sulphur atoms – the ‘easier’ target that drives the whole process. The electrons are finally reunited on methane (CH

4


 ), which is released into the world as waste, bequeathing methanogens their name. In other words, the process of electron bifurcation is quite staggeringly circular. The electrons from H

2


 are separated for a little while, but in the end all of them are transferred on to CO

2


 , reducing it to methane, which is swiftly discarded. The only thing conserved is some of the energy released in the exergonic steps of CO

2


 reduction, in the form of an H

+


 gradient across a membrane (actually, in methanogens the gradient is typically Na

+


 , but H

+


 and Na+ are easily interchangeable via the antiporter). In sum, electron bifurcation pumps protons, regenerating what vents provide for free.
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THE ORIGIN OF COMPLEX CELLS




There’s a famous line, delivered by Orson Welles, in the 1940s film noir The Third Man
 : ‘In Italy, for thirty years under the Borgias, they had warfare, terror, murder and bloodshed, but they produced Michelangelo, Leonardo da Vinci and the Renaissance. In Switzerland, they had brotherly love, they had five hundred years of democracy and peace – and what did that produce? The cuckoo clock.’ Welles is said to have written that line himself. The Swiss government reputedly sent him an angry letter, in which they wrote ‘We don’t make cuckoo clocks.’ I don’t have anything against the Swiss (or Orson Welles); I tell this story only because, to my own mind, it echoes evolution. Since the first complex eukaryotic cells arose, some 1.5 to 2 billion years ago, we have had warfare, terror, murder and bloodshed: nature, red in tooth and claw. But in the preceding aeons, we had 2 billion years of peace and symbiosis, bacterial love (and not only love), and what did this infinity of prokaryotes come up with? Certainly nothing as large or outwardly complex as a cuckoo clock. In the realm of morphological complexity, neither bacteria nor archaea begin to compare with even single-celled eukaryotes.

It’s worth emphasising this point. The two great domains of prokaryotes, the bacteria and archaea, have extraordinary genetic and biochemical versatility. In their metabolism, they put the eukaryotes to shame: a single bacterium can have more metabolic versatility than the entire eukaryotic domain. Yet for some reason, neither bacteria nor archaea ever gave rise directly
 to structural complexity on anything like the eukaryotic scale. In their cell volume, prokaryotes are typically about 15,000 times smaller than eukaryotes (although there are some revealing exceptions, which we’ll come to). While there is some overlap in genome size, the largest known bacterial genomes contain about 12 megabases of DNA. In comparison, humans have about 3,000 megabases, and some eukaryotic genomes range up to 100,000 megabases or more. Most compellingly, the bacteria and archaea have barely changed in 4 billion years of evolution. There have been massive environmental upheavals in that time. The rise of oxygen in the air and oceans transformed environmental opportunities, but the bacteria remained unchanged. Glaciations on a global scale (snowball earths) must have pushed ecosystems to the brink of collapse, yet bacteria remained unchanged. The Cambrian explosion conjured up animals – pastures new for bacteria to exploit. Through our human prism, we tend to see bacteria mainly as pathogens, even though the agents of disease are a mere tip of prokaryotic diversity. Yet throughout these shifts, the bacteria remained resolutely bacterial. Never did they give rise to something as large and complex as a flea. Nothing is more conservative than a bacterium.

Chapter 1, I argued that these facts are best explained in terms of a structural constraint. There is something about the physical structure of eukaryotes that is fundamentally different from both the bacteria and archaea. Overcoming this structural constraint enabled the eukaryotes alone to explore the realm of morphological variation. In the broadest of terms, prokaryotes explored the possibilities of metabolism, finding ingenious solutions to the most arcane chemical challenges, while eukaryotes turned their back on this chemical cleverness, and explored instead the untapped potential of larger size and greater structural complexity.

There is nothing radical about the idea of structural constraints, but of course there is no consensus on what those constraints might be. Many ideas have been put forward, from the catastrophic loss of the cell wall to the novelty of straight chromosomes. Loss of the cell wall can be a catastrophe, as without that rigid external scaffold, cells easily swell and burst. At the same time, however, a straitjacket prevents cells from physically changing their shape, crawling around and engulfing other cells by phagocytosis. A rare successful loss of the cell wall might therefore have permitted the evolution of phagocytosis – an innovation that Oxford biologist Tom Cavalier-Smith has long argued was key to the evolution of eukaryotes. It is true that the loss of the cell wall is necessary for phagocytosis, but many bacteria lose their cell wall and it is often far from catastrophic – so-called L-form bacteria do perfectly well without a cell wall, but show no sign of evolving into dynamic phagocytes. And quite a few archaea do not have a cell wall at all, but likewise do not become phagocytes. To claim that the cumbersome cell wall is the
 constraint that prevented both the bacteria and archaea from evolving greater complexity hardly stands up to scrutiny if many bacteria and archaea lose their cell wall but don’t become more complex, whereas many eukaryotes, including plants and fungi, have a cell wall (albeit different from prokaryotic walls) but are nonetheless far more complex than prokaryotes. A telling example is eukaryotic algae compared with cyano-bacteria: both have similar lifestyles, living by photosynthesis, both have cell walls; but algal genomes are typically several orders of magnitude larger, encompassing far greater cell volume and structural complexity.

Chapter 1) were once more glorious, like the shell of Byzantium as the empire shrank in upon the city walls in its last centuries. How can we make head or tail of this scandalous state of affairs? Phylogenetics do, in fact, offer a clue, a clue that necessarily evaded studies of single genes, but has been unmasked in the modern era of full genome comparisons.


The chimeric origin of complexity


The problem with reconstructing evolution from a single gene (even one as highly conserved as the commonly used ribosomal RNA gene) is that, by definition, a single gene produces a branching tree. A single gene cannot have two distinct histories in the same organism – it cannot be chimeric.
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 In an ideal world (for phylogeneticists) each gene would produce a similar tree, reflecting a shared history, but we have seen that this rarely happens in the deep evolutionary past. The usual approach is to fall back on the few genes that do share a history – literally a few dozen at the most – and claim that this is the ‘one true phylogenetic tree’. If that were the case, then eukaryotes would be closely related to archaea. This is the standard ‘textbook’ tree of life (
Figure 15

 ). Precisely how the eukaryotes relate to archaea is disputed (different methods and genes give different answers) but eukaryotes were for a long time claimed to be a ‘sister’ group to the archaea. I like to show this standard tree of life when giving lectures. The branch lengths indicate genetic distance. Plainly there is as much gene variation among the bacteria and archaea as there is in eukaryotes – so what happened in that long branch separating the archaea from the eukaryotes? No hint of a clue is hidden in this tree.

Take whole genomes, though, and a completely different pattern emerges. Many eukaryotic genes do not have any equivalents in bacteria or archaea, although this proportion is shrinking as methods become more powerful. These unique genes are known as eukaryotic ‘signature’ genes. But even by standard methods, roughly one-third of eukaryotic genes do
 have equivalents in prokaryotes. These genes must share a common ancestor with their prokaryotic cousins; they’re said to be homologous. Here’s what’s interesting. Different genes in the same eukaryotic organism do not all share the same ancestor. Around three-quarters of eukaryotic genes that have prokaryotic homologues apparently have bacterial ancestry, whereas the remaining quarter seem to derive from archaea. That’s true of humans, but we are not alone. Yeasts are remarkably similar; so too are fruit flies, sea urchins and cycads. At the level of our genomes, it seems that all
 eukaryotes are monstrous chimeras.

Chapter 1) proves that morphologically simple eukaryotes can survive for possibly hundreds of millions of years alongside bacteria and more complex eukaryotes.

An alternative explanation for the eukaryotic signature genes is simply that they evolved faster than the other genes, and hence lost any former sequence similarity. Why would they evolve so much faster? They would do so if they had been selected for different functions from their prokaryotic ancestors. That sounds entirely reasonable to my ears. We know that eukaryotes have lots of gene families, in which scores of duplicated genes specialise to perform different tasks. Because eukaryotes explored a morphological realm that is barred to prokaryotes, for whatever reason, it is hardly surprising that their genes should have adapted to carry out completely new tasks, losing their erstwhile similarity to their prokaryotic ancestors. The prediction is that these genes do in fact have ancestors among bacterial or archaeal genes, but that adaptation to new tasks expunged their earlier history. I will argue later on that this is indeed the case. For now, let’s just note that the existence of eukaryotic ‘signature’ genes does not exclude the possibility that the eukaryotic cell is fundamentally chimeric – the product of some sort of merger between prokaryotes.

So what about the eukaryotic genes that do
 have identifiable prokaryotic homologues? Why should some of them come from bacteria and some from archaea? This is wholly consistent with a chimeric origin, obviously. The real question concerns the number of sources. Take the ‘bacterial’ genes in eukaryotes. By comparing whole eukaryotic genomes with bacteria, the pioneering phylogeneticist James McInerney has shown that bacterial genes in eukaryotes are associated with many different bacterial groups. When depicted on a phylogenetic tree, they ‘branch’ with different groups. By no means do all the bacterial genes found in eukaryotes branch with a single group of modern bacteria such as the α-proteobacteria, as might be supposed if they all derived from the bacterial ancestors of mitochondria. Quite the reverse: at least 25 different groups of modern bacteria appear to have contributed genes to eukaryotes. Much the same goes for archaea, although fewer archaeal groups look to have contributed. What is more curious is that all these bacterial and archaeal genes branch together within the eukaryotic tree, as shown by Bill Martin (
Figure 21

 ). Plainly they were acquired by the eukaryotes early on in evolution, and have shared a common history ever since. That rules out a steady flow of lateral gene transfer over the whole course of eukaryotic history. Something odd seems to have happened at the very origin of eukaryotes. It looks like the first eukaryotes picked up thousands of genes from prokaryotes, but then ceased to ply any trade in prokaryotic genes. The simplest explanation for this picture is not bacterial-style lateral gene transfer, but eukaryotic-style endosymbiosis.

On the face of it, there could have been scores of endosymbioses, as indeed predicted by the serial endosymbiosis theory. Yet it is barely credible that there could have been 25 different bacteria and 7 or 8 archaea all contributing to an early orgy of endosymbioses, a cellular love-fest; and then nothing for the rest of eukaryotic history. But if not that, then what else could explain this pattern? There is a very simple explanation – lateral gene transfer. I’m not contradicting myself. There could have been a single endo-symbiosis at the origin of eukaryotes, and then almost no further exchange of genes between bacteria and eukaryotes; but plenty of lateral gene transfer over the entire period between various groups of bacteria. Why would eukaryotic genes branch with 25 different groups of bacteria? They would do so if eukaryotes acquired a large number of genes from a single population of bacteria – a population that subsequently changed over time. Take a random assortment of genes from the 25 different groups of bacteria and place them all together in a single population. Let’s say that these bacteria were the ancestors of mitochondria, and they lived around 1.5 billion years ago. There are no cells quite like them today, but given the prevalence of lateral gene transfer in bacteria, why should there be? Some of this population of bacteria were acquired by endosymbiosis, whereas others retained their freedom as bacteria, and spent the next 1.5 billion years swapping their genes by lateral transfer, as modern bacteria do. So the ancestral hand of genes was dealt across scores of modern groups.

The same goes for the host cell. Take the genes from the 7 or 8 groups of archaea that contributed to eukaryotes, and place them in an ancestral population that lived 1.5 billion years ago. Again, some of these cells acquired endosymbionts – which ultimately evolved into mitochondria – while the rest just kept doing what archaea do, swapping genes around by lateral gene transfer. Notice that this scenario is reverse engineering, and assumes no more than what we already know to be true: that lateral gene transfer is common in bacteria and archaea, and much less common in eukaryotes. It also assumes that one prokaryote (an archaeon, which by definition is not capable of engulfing other cells by phagocytosis) could acquire endosymbionts by some other mechanism. We’ll put that aside for now and return to it later.





Figure 21
 The remarkable chimerism of eukaryotes


Many eukaryotic genes have equivalents in bacteria or archaea, but the range of apparent sources is startling, as seen in this tree by Bill Martin and colleagues. The tree depicts the closest matches to specific bacterial or archaeal groups for eukaryotic genes with clear prokaryotic ancestry. Thicker lines indicate that more genes apparently derive from that source. For example, a large proportion of genes appears to derive from the Euryarchaeota. The range of sources could be interpreted as multiple endosymbioses or lateral gene transfers, but there is no morphological evidence for this, and it is difficult to explain why all of these prokaryotic genes branch together within the eukaryotes; that implies there was a short evolutionary window early in eukaryotic evolution when genetic transfers were rife, followed by next to nothing for the following 1.5 billion years. A simpler and more realistic explanation is that there was a single endosymbiosis between an archaeon and a bacterium, neither of which had a genome equivalent to any modern group; and subsequent lateral gene between the descendants of these cells and other prokaryotes gave rise to modern groups with an assortment of genes.





Figure 22
 Two, not three, primary domains of life


Seminal work by Martin Embley and colleagues shows that eukaryotes derive from archaea. A
 shows a conventional three-domains tree, in which each domain is monophyletic (unmixed): the eukaryotes are at the top, the bacteria at the bottom, and the archaea are shown split into several large groups that are more closely related to each other than to either the bacteria or eukaryotes. B
 shows a more recent and strongly supported alternative tree, based on far wider sampling and a larger number of informational genes involved in transcription and translation. The informational genes of eukaryotes here branch within
 the archaea, close to a specific group known as eocytes, hence the name of the hypothesis. The implication is that the host cell that acquired a bacterial endosymbiont at the origin of the eukaryotic domain was a bona fide
 archaeon, something like an eocyte, and was therefore not some sort of ‘primitive phagocyte’. TACK stands for the superpylum comprising Thaumarchaeota, Aigarcheota, Crenarchaeota and Korarchaeota.

This is the simplest possible scenario for the origin of eukaryotes: there was a single chimeric event between an archaeal host cell and a bacterial endosymbiont. I do not expect you to believe me at this point. I am arguing simply that this scenario is compatible with everything we know about the phylogenetic history of eukaryotes, as are several other possible scenarios. I favour this view on the basis of Occam’s razor alone (it is the simplest explanation of the data), though there is increasingly powerful phylogenetic evidence from Martin Embley and colleagues in Newcastle that this is exactly what happened (
Figure 22

 ). But given that eukaryotic phylogenetics remains controversial, can the question be resolved in some other way? I think so. If the eukaryotes arose in an endosymbiosis between two prokaryotes, an archaeal host cell and a bacterial endosymbiont, which went on to become mitochondria, then we can explore the question from a more conceptual point of view. Can we think of a good reason why one cell getting inside another cell should transform the prospects of prokaryotes, unleashing the potential of eukaryotic complexity? Yes. There is a compelling reason, and it relates to energy.


Why bacteria are still bacteria


The key to it all is that prokaryotes – both bacteria and archaea – are chemiosmotic. We saw in the previous chapter how the first cells might have arisen within the rocky walls of hydrothermal vents, how natural proton gradients could have driven both carbon and energy metabolism, and why this reliance on proton gradients could have forced the deep split between bacteria and archaea. These considerations could indeed explain how chemiosmotic coupling first arose, but they do not explain why it persisted for evermore in all bacteria, all archaea, and all eukaryotes. Was it not possible for some groups to lose chemiosmotic coupling, to replace it with something else, something better?

Some groups did. Yeasts, for example, spend much of their time fermenting, as do a few bacteria. The process of fermentation generates energy in the form of ATP, but although faster, fermentation is an inefficient use of resources. Strict fermenters soon pollute their environment, preventing themselves from growing, while their wasteful end products, such as ethanol or lactate, are fuels for other cells. Chemiosmotic cells can burn these waste products with oxygen or other substances, such as nitrate, to glean far more energy, permitting them to keep on growing for longer. Fermentation works well as part of a mix in which other cells burn up the end products, but is very limited by itself.
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 There is strong evidence that fermentation arose later in evolution than respiration, and that makes perfect sense in light of these thermodynamic limitations.

Chapter 2. In particular, chemiosmotic coupling is marvellously versatile. A massive range of electron sources and sinks can all be plugged into a common operating system, allowing small adaptations to have an immediate benefit. Likewise, genes can be passed around by lateral gene transfer, and again can be installed into a fully compatible system, like a new app. So chemiosmotic coupling enables metabolic adaptation to almost any environment in almost no time at all. No wonder it dominates!

But that’s not all. Chemiosmotic coupling also enables the last drops of energy to be squeezed from any environment. Take methanogens, which use H

2


 and CO

2


 to drive carbon and energy metabolism. We have noted that it’s not easy to get H

2


 and CO

2


 to react together: an input of energy is needed to overcome the barrier to their reaction; methanogens use that clever trick called electron bifurcation to coerce them into reacting. In terms of the overall energetics, think of the Hindenburg airship, the German dirigible filled with hydrogen gas, which erupted like a firebomb after crossing the Atlantic, giving hydrogen a bad name ever since. H

2


 and O

2


 are stable and unreactive so long as energy is not added in the form of a spark. Even a small spark immediately releases a vast amount of energy. In the case of H

2


 and CO

2


 , the problem is reversed – the ‘spark’ has to be relatively large, whereas the amount of energy released is rather small.

Cells face an interesting limitation if the amount of usable energy released from any one reaction is less than double the energy input required. You may recall having to balance chemical equations at school. A whole molecule must react with another molecule – it’s impossible for half a molecule to react with three-quarters of another one. For a cell, 1 ATP must be spent to gain fewer than 2 ATPs. There is no such thing as 1.5 ATPs – there can be either one or two. So 1 ATP has to be spent to gain 1 ATP. There is no net gain, and that precludes growth from H

2


 and CO

2


 by normal chemistry. This is true not only of H

2


 and CO

2


 but also of many other redox couples (a pairing of electron donor and acceptor), such as methane and sulphate. Despite this basic limitation of chemistry, cells still grow from these redox couples perfectly happily. They do so because proton gradients across membranes are by definition gradations
 . The beauty of chemiosmotic coupling is that it transcends chemistry. It allows cells to save up ‘loose change’. If it takes 10 protons to make 1 ATP, and a particular chemical reaction only releases enough energy to pump 4 protons, then the reaction can simply be repeated 3 times to pump 12 protons, 10 of which are then used to make 1 ATP. While this is strictly necessary for some forms of respiration, it is beneficial for all of us, as it allows cells to conserve small amounts of energy that would otherwise be wasted as heat. And that, almost always, gives proton gradients an edge over plain chemistry – the power of nuance.

The energetic benefits of chemiosmotic coupling suffice to explain why it has persisted for 4 billion years; but proton gradients also have other facets that have become incorporated into the function of cells. The more deeply rooted a mechanism, the more it can become the basis of quite unrelated traits. So proton gradients are widely used to drive the uptake of nutrients and excretion of waste; they are used to turn the screw that is the bacterial flagellum, a rotating propeller that motors cells about; and they are deliberately dissipated to produce heat, as in brown fat cells. Most intriguingly, their collapse ushers in the abrupt programmed death of bacterial populations. In essence, when a bacterial cell becomes infected with a virus, it is most likely doomed. If it can kill itself quickly, before the virus copies itself, then its kin (nearby cells sharing related genes) might survive. The genes that orchestrate cell death will spread through the population. But these death genes have to act quickly, and few mechanisms are faster than perforating the cell membrane. Many cells do exactly this – when infected, they form pores in the membrane. These collapse the proton-motive force, which in turn trips the latent death machinery. Proton gradients have become the ultimate sensors of cellular health, the arbiters of life and death, a role that will loom large later in this chapter.

All in all, the universality of chemiosmotic coupling does not look like a fluke. Its origin was arguably linked to the origin of life and the emergence of cells in alkaline hydrothermal vents (by far the most probable incubators of life), while its persistence in almost all cells makes very good sense. What once seemed to be a peculiar mechanism now looks to be only superficially counterintuitive – our analysis suggests that chemiosmotic coupling ought to be literally a universal property of life in the cosmos. And that means that life elsewhere should face exactly the same problem that bacteria and archaea face here, rooted in the fact that prokaryotes pump protons across their cell membrane. That doesn’t constrain real prokaryotes in any way – quite the contrary – but it does set limits on what is possible. What is not possible, I will argue, is precisely what we do not see: large morphologically complex prokaryotes with big genomes.

The issue is energy availability per gene. I had been stumbling blindly towards this concept for some years, but it was the cut and thrust of dialogue with Bill Martin that really brought matters to a head. After weeks of talking, trading ideas and perspectives, it suddenly dawned on us that the key to the evolution of eukaryotes lies in the simple idea of ‘energy per gene’. With overflowing excitement I spent a week scribbling calculations on the back of an envelope, in the end lots of envelopes, and finally came up with an answer that shocked us both, an answer that extrapolated from data in the literature to put a number on the energy gap that separates prokaryotes from eukaryotes. By our calculations, eukaryotes have up to 200,000 times more energy per gene than prokaryotes. Two hundred thousand times more energy! At last we had a gulf between the two groups, a chasm that explains with visceral force why the bacteria and archaea never evolved into complex eukaryotes, and by the same token, why we are unlikely ever to meet an alien composed of bacterial cells. Imagine being trapped in an energy landscape, where the peaks are high energy, and the troughs low energy. Bacteria sit at the bottom of the deepest trough, in an energy chasm so profound that the walls above stretch high into the sky, utterly unscalable. No wonder prokaryotes remained there for an eternity. Let me explain.


Energy per gene


By and large, scientists compare like with like. When it comes to energy the fairest comparison is per gram. We can compare the metabolic rate of 1 gram of bacteria (measured as oxygen consumption) with 1 gram of eukaryotic cells. I doubt that it will surprise you to learn that bacteria usually respire faster than single-celled eukaryotes, on average three times faster. That unsurprising fact is where most researchers tend to leave it; to go on risks comparing apples with pears. We went on. What if we compared the metabolic rate per cell? What an unfair comparison! In our sampling of about 50 bacterial species and 20 single-celled eukaryotic species, the eukaryotes were (on average) 15,000 times larger than the bacteria in their cell volume.
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 Given that they respire at a third of the bacterial rate, the average eukaryote consumes about 5,000 times more oxygen per second than the average bacterium. That simply reflects the fact that the eukaryote is much bigger, with far more DNA. Nonetheless, a single eukaryotic cell still has 5,000 times more energy. What is it spending it on?

Not much of this extra energy is spent on DNA itself; only about 2% of the overall energy budget of a single-celled organism goes on replicating DNA. In contrast, according to Frank Harold, distinguished elder statesman of microbial bioenergetics (and a hero of mine, even though we don’t always agree), cells spend as much as 80% of their total energy budget on protein synthesis. That’s because cells are mostly made of proteins; about half the dry weight of a bacterium is protein. Proteins are also very costly to make – they are strings of amino acids, usually a few hundred of them linked together in a long chain by ‘peptide’ bonds. Each peptide bond requires at least 5 ATPs to seal, five times as much as is needed to polymerise nucleotides into DNA. And then each protein is produced in thousands of copies, which are continuously turned over to repair wear and tear. To a first approximation, then, the energy costs of cells equate closely to the costs of making proteins. Each different protein is encoded by a single gene. Assuming that all genes are translated into proteins (which is generally the case, despite differences in gene expression), the more genes there are in a genome, the higher the costs of protein synthesis. This is borne out by the simple expedient of counting ribosomes (the protein-building factories in cells), as there is a straight correlation between ribosome number and the burden of protein synthesis. There are about 13,000 ribosomes in an average bacterium such as E. coli
 ; and at least 13 million in a single liver cell, about 1,000 to 10,000 times as many.

On average, bacteria have around 5,000 genes, eukaryotes have about 20,000, ranging up to 40,000 in the case of large protozoa, like the familiar pond-dwelling paramecium (which has twice as many genes as we do). The average eukaryote has 1,200 times as much energy per gene as the average prokaryote. If we correct for the number of genes by scaling up the bacterial genome of 5,000 genes to a eukaryote-sized genome of 20,000 genes, the bacterial energy-per-gene falls to nearly 5,000 times less than the average eukaryote. In other words, eukaryotes can support a genome 5,000 times larger than bacteria, or alternatively, they could spend 5,000 times more ATP on expressing each gene, for example by producing many more copies of each protein; or a mixture of the two, which is in fact the case.

Big deal, I hear you say, the eukaryote is 15,000 times larger. It has to fill up this larger volume with something, and that something is mostly protein. These comparisons only make sense if we correct for cell volume too. Let’s expand our bacterium up to the average size for eukaryotes, and calculate how much energy it would have to spend per gene then. You might think a larger bacterium would have more ATP, and indeed it does; but it also has a greater demand for protein synthesis, and that consumes more ATP. The overall balance depends on how those factors interrelate. We calculated that bacteria actually pay a hefty penalty for being bigger: size does matter, and for bacteria, bigger is not better. On the contrary, giant bacteria should have 200,000 times less
 energy per gene than a eukaryote of the same size. Here’s why.

Scaling up a bacterium over orders of magnitude immediately runs into a problem with the surface-area-to-volume ratio. Our eukaryote has a mean volume that is 15,000 times larger than an average bacterium. Let’s keep things simple, and assume that cells are just spheres. To inflate our bacterium up to eukaryotic size, the radius would need to increase 25-fold, and the surface area 625-fold.
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 This matters, as ATP synthesis takes place across the cell membrane. To a first approximation, then, ATP synthesis would increase 625-fold, in line with the expanded membrane surface area.

But of course ATP synthesis requires proteins: respiratory chains that actively pump protons across the membrane, and the ATP synthase, the molecular turbines that use the flow of protons to power ATP synthesis. If the surface area of the membrane is increased 625-fold, ATP synthesis could only expand 625-fold if the total number of respiratory chains and ATP synthase enzymes were increased commensurately, such that their concentration remained the same per unit area. That is surely true, but the reasoning is pernicious. All of these extra proteins need to be physically made and inserted into the membrane, and that requires ribosomes and all kinds of assembly factors. These have to be synthesised too. Amino acids must be delivered to the ribosomes, along with RNAs, all of which have to be made as well, necessitating in turn the genes and proteins needed to do so. To support this extra activity, more nutrients must be shipped across the expanded membrane area, and this requires specific transport proteins. Indeed we need to synthesise the new membrane too, demanding the enzymes for lipid synthesis. And so on. This great tide of activity could not be supported by a single genome. Picture it, one diminutive genome, sitting there all by itself, responsible for producing 625 times as many ribosomes, proteins, RNAs and lipids, somehow shipping them across the vastly expanded cell surface, for what? Merely to sustain ATP synthesis at the same rate, per unit surface area, as before. Plainly that is not possible. Imagine increasing the size of a city 625-fold, with new schools, hospitals, shops, playgrounds, recycling centres, and so on; the local government responsible for all these amenities can hardly be run on the same shoestring.

Given the speed of bacterial growth, and the benefits that accrue from streamlining their genomes, the likelihood is that protein synthesis from each genome is already stretched quite close to its limit. Increasing overall protein synthesis by 625-fold would most reasonably require 625 copies of the full bacterial genome to cope, with each genome operating in exactly the same way.

On the face of it, that might sound crazy. In fact, it’s not; we’ll return to this point in a moment. For now, though, let’s just consider the energy costs. We have 625 times as much ATP, but 625 times as many genomes, each one of which has equivalent running costs. In the absence of a sophisticated intracellular transport system, which would take many generations and buckets of energy to evolve, each of these genomes is responsible for an equivalent ‘bacterial’ volume of cytoplasm, membrane, and so on. Probably the best way to see this scaled-up bacterium is not as a single cell at all, but as a consortium of 625 identical cells, merged into a whole. Plainly the ‘energy per gene’ remains exactly the same for each of these merged units. Scaling up the surface area of a bacterium therefore has no energy benefit at all. Scaled-up bacteria remain at a major disadvantage compared with eukaryotes. Remember that eukaryotes have 5,000 times more energy per gene than ‘normal’ bacteria. If scaling up the bacterial surface area by 625-fold has no effect on the energy availability per gene, then that remains 5,000 times lower than in eukaryotes.

It gets worse. We have scaled up the surface area of our cell 625-fold, by multiplying the energetic costs and benefits of bacteria 625 times. But what about the internal volume? That is increased by a whopping 15,000-fold. Our scaling so far has produced a giant bubble of a cell, with an interior that is undefined in metabolic terms; we have left it with zero energy requirements. That would be true if the inside was filled with a giant vacuole, metabolically inert. But if that were the case, our scaled-up bacterium would not compare with a eukaryote, which is not just 15,000 times larger, but is stuffed with complicated biochemical machinery. That’s mostly made of proteins too, with similar energetic costs. The same arguments apply if we take all these proteins into account. It is inconceivable that cell volume could be increased 15,000-fold without raising the total number of genomes by roughly the same amount. But ATP synthesis cannot be increased commensurately – it depends on the cell membrane area, and we’ve already taken that into consideration. So scaling up a bacterium to the size of an average eukaryote increases ATP synthesis by 625-fold, but increases the energy costs by up to 15,000-fold. The energy available per single copy of each gene must fall 25-fold. Multiply that by the 5,000-fold difference in energy per gene (after correcting for genome size), and we see that equalising for both genome size and cell volume means that giant bacteria have 125,000 times less energy per gene than eukaryotes. That’s an average eukaryote. Large eukaryotes such as amoebae have more than 200,000 times the energy per gene than a giant scaled-up bacterium. That’s where our number came from.

You might think this is just playing trivial games with numbers, that it holds no real meaning. I must confess that worried me too – these numbers are quite literally incredible – but this theorising does at least make a clear prediction. Giant bacteria should have thousands of copies of their full genome. Well, that prediction is easily testable. There are some giant bacteria out there; they’re not common, but they do exist. Two species have been studied in detail. Epulopiscium
 is known only from the anaerobic hind gut of surgeonfish. It is a battleship of a cell – long and streamlined, about half a millimetre in length, just visible to the naked eye. That’s substantially larger than most eukaryotes, including paramecium (
Figure 23

 ). Why Epulopiscium
 is so big is unknown. Thiomargarita
 is even larger. These cells are spheres, nearly a millimetre in diameter and composed mostly of a huge vacuole. A single cell can be as big as the head of a fruit fly! Thiomargarita
 lives in ocean waters periodically enriched in nitrates by upwelling currents. The cells trap the nitrates in their vacuoles for use as electron acceptors in respiration, enabling them to keep respiring during days or weeks of nitrate deprivation. But that is not the point. The point is that both Epulopiscium
 and Thiomargarita
 exhibit ‘extreme polyploidy’. That means they have thousands of copies of their full genome – up to 200,000 copies in the case of Epulopiscium
 and 18,000 copies in the case of Thiomargarita
 (despite most of the cell being a huge vacuole).

Suddenly, loose talk of 15,000 genomes doesn’t sound very crazy after all. Not only the number but the distribution of these genomes corresponds to theory. In both cases, they are positioned close to the cell membrane, around the periphery of the cell (
Figure 23

 ). The centre is metabolically inert, just vacuole in the case of Thiomargarita
 , and a nearly empty spawning ground for new daughter cells in the case of Epulopiscium
 . The fact that the interior is metabolically almost inert means they save on the costs of protein synthesis, and so don’t hoard more genomes inside their insides. In theory, that means they should be roughly comparable with normal bacteria in their energy per gene – the extra genomes are each associated with more bioenergetic membrane, capable of generating all the extra ATP needed to support the additional copies of each gene.





Figure 23
 Giant bacteria with ‘extreme polyploidy’



A
 shows the giant bacterium Epulopiscium
 . The arrow points to the ‘typical’ bacterium E. coli
 , for comparison’s sake. The cell at the bottom centre is the eukaryotic protist Paramecium
 , dwarfed by this battleship of a bacterium. B
 shows Epulopiscium
 stained by DAPI staining for DNA. The white dots close to the cell membrane are copies of the complete genome – as many as 200,000 copies in larger cells, a state known as ‘extreme polyploidy’. C
 is an even larger bacterium, Thiomargarita
 , which is about 0.6 mm in diameter. D
 shows Thiomargarita
 stained by DAPI staining for DNA. Most of the cell is taken up with a giant vacuole, the black area at the top of the micrograph. Surrounding the vacuole is a thin film of cytoplasm containing as many as 20,000 copies of the complete genome (marked by white arrows).





Figure 24
 Energy per gene in bacteria and eukaryotes



A
 shows the average metabolic rate per gene in bacteria (a, grey bar) compared with single-celled eukaryotes (b, black bar), when equalised for genome size. B
 shows much the same thing, but this time equalised for cell volume (15,000-fold larger in eukaryotes) as well as genome size. Notice that the Y axis on all these graphs is logarithmic, so each unit is a 10-fold increase. A single eukaryotic cell therefore has 100,000-fold more energy per gene than bacteria, despite respiring about three times slower per gram of cells (as shown in C
 ). These numbers are based on measured metabolic rates, but corrections for genome size and cell volume are theoretical. D
 shows that the theory matches reality nicely. The values shown are the metabolic rate for each single genome, taking into consideration genome size, copy number (polyploidy) and cell volume. In this case a is E. coli
 , b is Thiomargarita
 , c is Epulopiscium
 , d is Euglena
 , and e is the large Amoeba proteus
 .

And so, it seems, they are. The metabolic rates of these bacteria have been skilfully measured and we know the total copy number of the genome, so we can calculate the energy per gene directly. And lo! It is close (within the same order of magnitude) to that of the bog-standard bacterium E. coli
 . Whatever the costs and benefits of greater size in giant bacteria may be, there is no energy advantage. Exactly as predicted, these bacteria have about 5,000 times less energy per single copy of each gene than eukaryotes (
Figure 24

 ). Note that this figure is not 200,000 times less, as these giant bacteria only have multiple genomes around their periphery, and not inside – their inner volume is metabolically nearly inert, giving the giants a problem with cell division, which helps to explain why they’re not abundant.

Bacteria and archaea are happy as they are. Small bacteria with small genomes are not energetically limited. The problem only emerges when we try to scale up bacteria to eukaryotic sizes. Rather than swelling up their genome size and energy availability in eukaryotic fashion, energy per gene actually falls. The gulf becomes enormous. Bacteria can’t expand their genome size, nor can they accumulate the thousands of new gene families, encoding all kinds of new functions, that epitomise eukaryotes. Rather than evolving a single gigantic nuclear genome, they end up hoarding thousands of copies of their standard-issue small bacterial genome.


How eukaryotes escaped


Why don’t the same problems of scale prevent eukaryotes from becoming complex? The difference lies in the mitochondria. Recall that eukaryotes arguably originated in a genomic chimera between an archaeal host cell and a bacterial endosymbiont. The phylogenetic evidence, I said, is consistent with this scenario, but that in itself is not sufficient to prove it. Yet the severe energetic constraints on bacteria come very close to proving a requirement
 for a chimeric origin of complex life. Only an endosymbiosis between prokaryotes, I will argue, could break the energetic constraints on bacteria and archaea – and endosymbioses between prokaryotes are extremely rare in evolution.

Bacteria are autonomous self
 -replicating entities – cells – whereas genomes are not. The problem that faces giant bacteria is that, to be large, they must replicate their whole genome thousands of times. Each genome is copied perfectly, or nearly perfectly, but then it just sits there, unable to do anything else. Proteins may set to work on it, transcribing and translating genes; the host cell may divide, powered by the dynamism of its proteins and metabolism, but the genome itself is wholly inert, as incapable of replicating itself as the hard disk of a computer.

What difference does that make? It means that all the genomes in the cell are essentially identical copies of each other. Differences between them are not subject to natural selection, because they are not self-replicating entities. Any variations between different genomes in the same cell will even out over generations, as so much noise. But consider what happens when whole bacteria compete among themselves. If one line of cells happens to replicate twice as fast as another, it will double its advantage each generation, growing exponentially faster. In just a few generations, the fast-growing line will dominate the population. Such a massive advantage in growth rate might be unlikely, but bacteria grow so quickly that even small differences in growth rate can have a marked effect on the composition of a population over many generations. For bacteria, one day could see the passage of 70 generations, the dawn of that day as remote as the birth of Christ when measured in human lives. Tiny differences in growth rate can be achieved by small deletions of DNA from a genome, such as a loss of one gene that is no longer in use. No matter whether this gene might be needed again in the future, the cells that lose it will replicate a little faster, and within a few days will come to dominate the population. Those that retain the useless gene will slowly be displaced.

Then conditions change again. The useless gene regains its value. Cells lacking it can no longer grow, unless they reacquire it by lateral gene transfer. This endlessly circular dynamic of gene loss and gain dominates bacterial populations. Over time, genome size stabilises at the smallest feasible size, while individual cells have access to a much larger ‘metagenome’ (the total pool of genes within the whole population, and indeed neighbouring populations). A single E. coli
 cell may have 4,000 genes, but the metagenome is more like 18,000 genes. Dipping into this metagenome carries risks – picking up the wrong gene, or a mutated version, or a genetic parasite instead; but over time the strategy pays off, as natural selection eliminates the less fit cells and the lucky winners take all.

But now think about a population of bacterial endosymbionts. The same general principles apply – this is just another population of bacteria, albeit a small population in a restricted space. Bacteria that lose unnecessary genes will replicate slightly faster and tend to dominate, just as before. The key difference is the stability of the environment. Unlike the great outdoors, where the conditions are always changing, the cytoplasm of cells is a very stable environment. It may not be easy to get there, or to survive there, but once established, a steady and invariable supply of nutrients can be relied upon. The endlessly circular dynamic of gene loss and gain in free-living bacteria is replaced with a trajectory towards gene loss and genetic streamlining. Genes that are not needed will never be needed again. They can be lost for good. Genomes shrink.

I mentioned that endosymbioses are rare between prokaryotes, which are not capable of engulfing other cells by phagocytosis. We do know of a couple of examples in bacteria (
Figure 25

 ), so plainly they can occur, if only very occasionally in the absence of phagocytosis. A few fungi are also known to have endosymbionts, despite being no more phagocytic than bacteria. But phagocytic eukaryotes frequently have endosymbionts; hundreds of examples are known.
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 They share a common trajectory towards gene loss. The smallest bacterial genomes are usually found in endosymbionts. Rickettsia
 , for example, the cause of typhus and scourge of Napoleon’s army, has a genome size of just over 1 megabase, barely a quarter the size of E. coli
 . Carsonella
 , an endosymbiont of jumping plant lice, has the smallest known bacterial genome, which at 200 kilobases is smaller than some plant mitochondrial genomes. Although we know next to nothing about gene loss in endosymbionts within prokaryotes, there is no reason to suppose they would behave any differently. Indeed, we can be sure they would have lost genes in much the same way: mitochondria, after all, were once endosymbionts living in an archaeal host.





Figure 25
 Bacteria living within other bacteria



A
 A population of intracellular bacteria living inside cyanobacteria. The wavy internal membranes in the right-hand cell are thylakoid membranes, the site of photosynthesis in cyanobacteria. The cell wall is the darker line enclosing the cell, which is sheathed within a transluscent gelatinous coat. The intracellular bacteria are enclosed in a lighter space that could be mistaken for a phagocytic vacuole, but is probably an artefact of shrinkage, as no cells with a wall can engulf other cells by phagocytosis. How these bacteria got inside is a mystery, but there’s no doubt that they are really there, and so no doubt that it is possible, if very rare, to have intracellular bacteria inside free-living bacteria. B
 Populations of gamma-proteobacteria inside beta-proteobacterial host cells, in turn living within the eukaryotic cells of a multicellular mealybug. On the left, the central cell (with the nucleus about to divide by mitosis) has six bacterial endosymbionts, each of them containing a number of rod-shaped bacteria, shown magnified on the right. This case is less compelling than the cyanobacterial example, as their cohabitation within a eukaryotic cell is not equivalent to a free-living host cell; nonetheless, both cases show that phagocytosis is not needed for an endosymbiosis between bacteria.

Gene loss makes a huge difference. Losing genes is beneficial to the endosymbiont, as it speeds up their replication; but losing genes also saves ATP. Consider this simple thought experiment. Imagine that a host cell has 100 endosymbionts. Each endosymbiont starts out as a normal bacterium, and it loses genes. Let’s say it starts out with a fairly standard bacterial genome of 4,000 genes, and it loses 200 of them (5%), perhaps initially the genes for cell-wall synthesis, which are no longer needed when living in a host cell. Each of these 200 genes encodes a protein, which has an energetic cost to synthesise. What are the energy savings of not
 making those proteins? An average bacterial protein has 250 amino acids, with an average of 2,000 copies of each protein. Each peptide bond (which joins amino acids together) costs about 5 ATPs. So the total ATP cost of 2,000 copies of 200 proteins in 100 endosymbionts is 50 billion ATPs. If this energy cost is incurred during the life cycle of a cell, and the cell divides every 24 hours, then the cost for synthesising these proteins would be 580,000 ATPs per second! Conversely, that is the ATP saving if those proteins are not made.

There is no necessary reason for these ATPs to be spent on anything else of course (although there are some possible reasons, to which we will return), but let’s just consider what kind of difference it could make to a cell if they were
 spent. One relatively simple factor that sets eukaryotes apart from bacteria is a dynamic internal cytoskeleton, capable of remodelling itself and changing shape in the course of either cell movement or the transport of materials within the cell. A major component of the eukaryotic cytoskeleton is a protein called actin. How much actin could we make for 580,000 ATPs per second? Actin is a filament composed of monomers joined together in a chain; and two such chains are wound around each other to form the filament. Each monomer has 374 amino acids, and there are 2 × 29 monomers per micrometre of actin filament. With the same ATP cost per peptide bond, the total ATP requirement per micrometre of actin is 131,000. So in principle we could make about 4.5 micrometres of actin per second. If that doesn’t sound much to you, bear in mind that bacteria are typically a couple of micrometres in length.
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 So the energy savings accruing from endosymbiotic gene loss (just 5% of their genes) could easily support the evolution of a dynamic cytoskeleton, as indeed happened. Bear in mind, as well, that 100 endosymbionts is a conservative estimate. Some large amoebae have as many as 300,000 mitochondria.

And gene loss went much further than a mere 5%. Mitochondria lost nearly all their genes. We have retained just 13 protein-coding genes, along with all other animals. Assuming that the mitochondria derived from ancestors that were not dissimilar to modern α-proteobacteria, they must have started out with around 4,000 genes. Over evolutionary time, they lost more than 99% of their genome. By our calculation above, if 100 endosymbionts lost 99% of their genes, the energy savings would be close to 1 trillion ATPs over a 24-hour life cycle, or a staggering 12 million per second! But mitochondria don’t save energy. They make ATP. Mitochondria are just as good at making ATP as their free-living ancestors, but they reduced the costly bacterial overheads massively. In effect, eukaryotic cells have multibacteria power, but save on the costs of protein synthesis. Or rather, they divert the costs of protein synthesis.

Mitochondria lost most of their genes, but some of them were transferred to the nucleus (more on that in the next chapter). Some of these genes continued to encode the same proteins, carrying out the same old job, so there were no energy savings there. But some of them were no longer needed, either by the host cell or the endosymbiont. They arrived in the nucleus as genetic free-booters, free to change their function, unconstrained as yet by selection. These superfluous stretches of DNA are the genetic raw material for eukaryotic evolution. Some of them spawned whole families of genes that could specialise for new disparate tasks. We know that the earliest eukaryotes had about 3,000 new gene families compared with bacteria. Gene loss from mitochondria enabled the accumulation of new genes in the nucleus at no energetic cost. In principle, if a cell that had 100 endosymbionts transferred 200 genes from each endosymbiont to the nucleus (just 5% of their genes) the host cell would have 20,000 new genes in the nucleus – a whole human genome’s worth! – which could be used for all kinds of novel purposes, all at no net energetic cost. The advantage of mitochondria is simply breathtaking.

Two questions remain, and they are tightly linked. First, this entire argument is based on the issue of surface-area-to-volume ratio in prokaryotes. But some bacteria, such as cyanobacteria, are perfectly capable of internalising their bioenergetic membranes, twisting their inner membrane into baroque convolutions, expanding their surface area considerably. Why can’t bacteria escape the constraints of chemiosmotic coupling by internalising their respiration in this way? And second, why, if gene loss is so important, did the mitochondria never lose their full genome, taking the process to completion and maximising the energetic benefits of gene loss? The answers to these questions make it clear why bacteria remained stuck in their rut for 4 billion years.


Mitochondria – key to complexity


It’s not obvious why mitochondria always retain a handful of genes. Hundreds of genes encoding mitochondrial proteins were transferred to the nucleus early in eukaryotic evolution. Their protein products are now made externally in the cytosol, before being imported into the mitochondria. Yet a small group of genes, encoding respiratory proteins, invariably remained in the mitochondria. Why? The standard textbook Molecular Biology of the Cell
 states: ‘We cannot think of compelling reasons why the proteins made in the mitochondria and chloroplasts should be made there, rather than in the cytosol.’ That same sentence appears in the 2008, 2002, 1992 and 1983 editions; one is entitled to wonder how much the authors did actually think about the question.

Chapter 7). This is a problem beset with challenges, not a trivial undertaking in the colloquial use of the term; but it is trivial in the sense that these researchers believe there is no need for genes to remain in the mitochondria. They think that there are real benefits to transferring them to the nucleus. Good luck to them.

I disagree with their reasoning. The ‘necessary’ hypothesis argues that mitochondria have retained genes because they need genes – without them, mitochondria could not exist at all. The cause is unmodifiable: it is not possible to transfer these genes to the nucleus even in principle. Why not? The answer, in my view, comes from John Allen, a biochemist and long-standing colleague. I believe his answer not because he is a friend; quite the reverse. We became friends in part because I believe his answer. Allen has a fertile mind and has put forward a number of original hypotheses, which he has spent decades testing and some of which we have been arguing about for years. In this particular case, he has good evidence supporting the argument that mitochondria (and chloroplasts, for similar reasons) have retained genes because they are needed to control chemiosmotic coupling. Transfer the remaining mitochondrial genes to the nucleus, the argument goes, and the cell will die in time, no matter how carefully crafted the genes may be to their new home. The mitochondrial genes must be right there on site, next to the bioenergetic membranes they serve. I’m told the political term is ‘bronze control’.
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 In a war, gold control is the central government, which shapes long-term strategy; silver control is the army command, who plan the distribution of manpower or weaponry used; but a war is won or lost on the ground, under the command of bronze control, the brave men or women who actually engage the enemy, who take the tactical decisions, who inspire their troops, and who are remembered in history as great soldiers. Mitochondrial genes are bronze control, decision-makers on the ground.

Chapter 2we discussed the sheer power of the proton-motive force. The mitochondrial inner membrane has an electrical potential of about 150–200 millivolts. As the membrane is just 5 nanometres thick, we noted that this translates into a field strength of 30 million volts per metre, equal to a bolt of lightning. Woe betide you if you lose control over such an electrical charge! The penalty is not simply a loss of ATP synthesis, although that alone may well be serious. Failure to transfer electrons properly down the respiratory chains to oxygen (or other electron acceptors) can result in a kind of electrical short-circuiting, in which electrons escape to react directly with oxygen or nitrogen, to form reactive ‘free radicals’. The combination of falling ATP levels, depolarisation of the bioenergetic membranes and release of free radicals is the classic trigger for ‘programmed cell death’, which we noted earlier is widespread, even in single-celled bacteria. In essence, mitochondrial genes can respond to local changes in conditions, modulating the membrane potential within modest bounds before changes become catastrophic. If these genes were moved to the nucleus, the hypothesis is simply that the mitochondria would lose control over the membrane potential within minutes of any serious changes in oxygen tension or substrate availability, or free-radical leak, and the cell would die.

We need to breathe continuously to stay alive and to exert fine control over muscles in the diaphragm, chest and throat. Down at the level of mitochondria, the mitochondrial genes modulate respiration in much the same way, making sure that output is always finely tailored to demand. No other reason is big enough to explain the universal retention of mitochondrial genes.

This is more than a ‘necessary’ reason for genes to remain in mitochondria. It is a necessary reason for genes to be stationed next to bioenergetic membranes wherever they may be. It’s striking that mitochondria have invariably retained the same small subset of genes in all eukaryotes capable of respiration. On the few occasions that cells lost genes from the mitochondria altogether, they also lost the ability to respire. Hydrogenosomes and mitosomes (the specialised organelles derived from mitochondria found in the archezoa) have generally lost all their genes, and have lost the power of chemiosmotic coupling into the bargain. Conversely the giant bacteria we discussed earlier always have genes (or rather whole genomes) stationed right next to their bioenergetic membranes. For me the case is clinched by cyanobacteria, with their convoluted inner membrane. If genes are necessary to control respiration, then cyanobacteria should have multiple copies of their full genome, in much the same way as the giant bacteria, even though they are substantially smaller. They do. The more complex cyanobacteria often have several hundred copies of their complete genome. As with giant bacteria, that constrains their energy availability per gene – they cannot increase the size of any one genome up to a eukaryotic-sized nuclear genome, because they are obliged instead to accumulate multiple small bacterial genomes.

Here, then, is the reason that bacteria cannot inflate up to eukaryotic size. Simply internalising their bioenergetic membranes and expanding in size does not work. They need to position genes next to their membranes, and the reality, in the absence of endosymbiosis, is that those genes come in the form of full genomes. There is no benefit in terms of energy per gene from becoming larger, except when large size is attained by endosymbiosis. Only then is gene loss possible, and only then can the shrinking of mitochondrial genomes fuel the expansion of the nuclear genome over several orders of magnitude, up to eukaryotic sizes.

You might have thought of another possibility: the use of bacterial plasmids, semi-independent rings of DNA that can carry scores of genes on occasions. Why couldn’t the genes for respiration be placed on one large plasmid, and then multiple copies of this plasmid be stationed next to the membranes? There are potentially intractable logistical difficulties with this, but could it work in principle? I think not. Among prokaryotes there is no advantage to being bigger for its own sake, and no advantage to having more ATP than necessary. Small bacteria are not short of ATP: they have plenty. Being a little larger and having a little more ATP carries no benefit; it is better to be a little smaller and have just enough ATP – and replicate faster. A second disadvantage to expanding in volume for its own sake is that supply lines are needed to serve remote regions of the cell. A large cell needs to ship cargo to all quarters, and eukaryotes do exactly that. But such transport systems do not evolve overnight. That takes many generations, during which time there would need to be some other advantage to being bigger. So plasmids won’t work – they put the cart before the horses. By far the simplest solution to the problem of distribution is just to side-step it altogether, to have multiple copies of a full genome, each controlling a ‘bacterial’ volume of cytoplasm, as in the giant bacteria.

So how did eukaryotes break out of the size loop, and evolve complex transport systems? What is so different about a large cell with multiple mitochondria, each one of which has its own plasmid-sized genome, and a giant bacterium with multiple plasmids, dispersed to control respiration? The answer is that the deal at the origin of eukaryotes had nothing to do with ATP, as pointed out by Bill Martin and Miklos Müller in their hypothesis for the first eukaryote. Martin and Müller propose a metabolic syntrophy between the host cell and its endosymbionts, meaning that they trade in the substrates of growth, not just energy. The hydrogen hypothesis argues that the first endosymbionts provided their methanogen host cells with hydrogen needed for growth. We don’t need to worry about the details here. The point is that without their substrate (hydrogen in this case) the host cells cannot grow at all. The endosymbionts provide all
 the substrate needed for growth. The more endosymbionts, the more substrate, the faster the host cells can grow; and the better the endosymbionts do too. In the case of endosymbioses, then, larger cells do benefit because they contain more endosymbionts, and so gain more fuel for growth. They will do even better as they develop transport networks to their own endosymbionts. This almost literally puts the horses (power supply) before the cart (transport).

Chapter 7). It is then reactive with oxygen, leaking free radicals that can damage the surrounding proteins and DNA, or even trigger cell death. The evolution of one key protein, the ADP–ATP transporter, enabled the host cell to bleed off the endosymbionts’ ATP for its own purposes, but tellingly, also solved this problem for the endosymbionts. By bleeding off excess ATP and resupplying the endosymbionts with ADP, the host cell restricted free-radical leak within the endosymbiont, and so lowered the risk of damage and cell death. This helps explain why it was in the interests of both the host cell and endosymbionts to ‘burn’ ATP on extravagant building projects such as a dynamic cytoskeleton.
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 But the key point is that there were advantages at every stage of the endosymbiotic relationship, unlike plasmids, which offer no benefit to being larger or having more ATP for its own sake.

The origin of the eukaryotic cell was a singular event. Here on earth it happened just once in 4 billion years of evolution. When considered in terms of genomes and information, this peculiar trajectory is nearly impossible to understand. But when considered in terms of energy and the physical structure of cells it makes a great deal of sense. We have seen how chemiosmotic coupling may have arisen in alkaline hydrothermal vents, and why it remained universal in bacteria and archaea for all eternity. We have seen that chemiosmotic coupling made possible the wonderful adaptability and versatility of prokaryotes. Such factors are likely to play out on other planets too, right back to the beginnings of life from little more than rock, water and CO

2


 . Now we see, too, why natural selection, operating on infinite populations of bacteria over infinite periods of time, should not give rise to large complex cells, what we know as eukaryotes, except by way of a rare and stochastic endosymbiosis.

There is no innate or universal trajectory towards complex life. The universe is not pregnant with the idea of ourselves. Complex life might arise elsewhere, but it is unlikely to be common, for the same reasons it did not arise repeatedly here. The first part of the explanation is simple – endosymbioses between prokaryotes are not common (although we do know of a couple of examples, so we know that they can happen). The second part is less obvious, and smacks of Sartre’s vision of hell as other people. The intimacy of endosymbiosis might have broken the endless deadlock of bacteria, but in the next chapter we shall see that the tormented birth of this new entity, the eukaryotic cell, goes some way towards explaining why such events happen very rarely, and why all complex life shares so many peculiar traits, from sex to death.

Footnotes
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 Actually technically it can, as a single gene can be spliced together from two separate pieces with different histories; but in general this does not happen, and in trying to trace history from single genes, phylogeneticists do not usually set out to reconstruct conflicting stories.
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 Much the fastest and most reliable way of removing the end products of fermentation is burning them, via respiration. The end product, CO

2


 , is lost simply by diffusion into the air, or precipitation as carbonate rocks. Fermentation therefore depends largely on respiration.





3



 For these comparisons, we need to know the metabolic rate of each of these cells, as well as cell volume and genome size. If you think that 50 bacteria and 20 eukaryotes is not many for a comparison of this kind, just think of the difficulties involved in procuring all this information for each cell type. There are plenty of cases where the metabolic rate has been measured, but not the genome size or cell volume, or vice versa. Even so, the values that we extracted from the literature seem to be reasonably robust. If you are interested in the detailed calculations, see Lane and Martin (2010).
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 The volume of a sphere varies with the cube of its radius, whereas the surface area varies with the square of the radius. Increasing the radius of the sphere therefore increases the volume faster than the surface area, giving cells a problem in that their surface area becomes proportionately smaller in relation to their volume. Changing shape helps: for example, many bacteria are rod-shaped, giving them a larger surface area in relation to their volume; but when expanded in size over several orders of magnitude, such shape changes only mitigate the problem to a degree.

Chapter 1, a proper explanation must elucidate why it happened only once: it must be persuasive enough to be believable, but not so persuasive that we are left wondering why it did not happen on multiple occasions. Endosymbiosis between prokaryotes is rare, but not so rare that it can account for the singularity of eukaryotic origins by itself. However, the enormous energetic rewards of endosymbiosis between prokaryotes, when combined with grave difficulties of reconciling life cycles (which we will discuss in the next chapter), do together explain this evolutionary singularity.
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 To put some perspective on those numbers, animal cells generally produce actin filaments at a rate of about 1–15 micrometres per minute
 , but some foraminifera can reach speeds of 12 micrometres per second
 . This is the rate of assembly from preformed actin monomers, however, not de novo
 synthesis of actin.
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 I was introduced to this term by a former defence secretary, John Reid, who invited me to tea in the House of Lords after reading Life Ascending
 . My attempts to explain the decentralised regulation of mitochondria to my intellectually voracious host turned out to make perfect sense in military terms.
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 There is an instructive bacterial precedent for burning ATP, known as ATP or energy ‘spilling’. The term is accurate: some bacteria can splash away up to two-thirds of their overall ATP budget on futile cycling of ions across the cell membrane and other equally pointless feats. Why? One possible answer is that it keeps a healthy balance of ATP to ADP, which keeps the membrane potential and free-radical leak under control. Again, it goes to show that bacteria have plenty of ATP to spare – they are not in any way energetically challenged; only scaling up to eukaryotic sizes reveals the energy-per-gene problem.




6 Sex and the origins of death
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SEX AND THE ORIGINS OF DEATH




Nature abhors a vacuum, said Aristotle. The idea was echoed, two millennia later, by Newton. Both worried about what fills space; Newton believed it was a mysterious substance known as the æther. In physics, the idea fell into disrepute in the twentieth century, but the horror vacui
 retains all its strength in ecology. The filling up of every ecological space is nicely captured in an old rhyme: ‘Big fleas have little fleas upon their backs to bite ’em; little fleas have smaller fleas, and so ad infinitum.’ Every conceivable niche is occupied, with each species exquisitely adapted to its own space. Every plant, every animal, every bacterium, is a habitat in itself, a jungle of opportunities for all kinds of jumping genes, viruses and parasites, to say nothing of big predators. Anything and everything goes.

Except that it doesn’t. It only looks that way. The infinite tapestry of life is but a semblance, with a black hole at its heart. It is time to address the greatest paradox in biology: why it is that all life on earth is divided into prokaryotes, which lack morphological complexity, and eukaryotes, which share a massive number of detailed properties, none of which are found in prokaryotes. There is a gulf, a void, a vacuum, between the two, which nature really ought to abhor. All eukaryotes share more or less everything; all prokaryotes have, from a morphological point of view, next to nothing. There is no better illustration of the inequitable biblical tenet ‘to him that hath shall be given’.

In the previous chapter, we saw that an endosymbiosis between two prokaryotes broke the endless loop of simplicity. It is not easy for one bacterium to get inside another one and to survive there for endless generations, but we know of a few examples, so we know that it does happen, if very rarely. But a cell within a cell was just the beginning, a pregnant moment in the history of life, yet no more than that. It is just a cell within a cell. Somehow we have to chart a course from there to the birth of true complexity – to a cell that has accumulated everything common to all eukaryotes. We start with bacteria, lacking almost all complex traits, and end with complete eukaryotes, cells with a nucleus, a plethora of internal membranes and compartments, a dynamic cell skeleton and complex behaviour such as sex. Eukaryotic cells expanded in genome size and in physical size over four or five orders of magnitude. The last common ancestor of eukaryotes had accumulated all these traits; the starting point, a cell within a cell, had none of them. There are no surviving intermediates, nothing much to tell us how or why any of these complex eukaryotic traits evolved.

It’s sometimes said that the endosymbiosis that launched the eukaryotes was not Darwinian: that it was not a gradual succession of small steps but a sudden leap into the unknown, creating a ‘hopeful monster’. To a point that is true. I have argued that natural selection, acting on infinite populations of prokaryotes over infinite periods of time, will never produce complex eukaryotic cells except by way of an endosymbiosis. Such events cannot be represented on a standard bifurcating tree of life. Endosymbiosis is bifurcation backwards, where the branches do not branch but fuse together. But an endosymbiosis is a singular event, a moment in evolution that can’t produce a nucleus or any of the other archetypal eukaryotic traits. What it did do was set in motion a train of events, which are perfectly Darwinian in the normal sense of the word.

So I am not arguing that the origin of eukaryotes was non-Darwinian but that the selective landscape was transformed by a singular endosymbiosis between prokaryotes. After that it was Darwin all the way. The question is, how did the acquisition of endosymbionts alter the course of natural selection? Did it happen in a predictable manner, which might follow a similar course on other planets, or did the elimination of energetic constraints open the floodgates to unfettered evolution? I shall argue that at least some of the universal traits of eukaryotes were wrought in the intimate relationship between host cell and endosymbiont, and as such are predictable from first principles. These traits include the nucleus, sex, two sexes, and even the immortal germline, begetter of the mortal body.

Starting out with an endosymbiosis immediately places some constraints on the order of events; the nucleus and membrane systems must have arisen after the endosymbiosis, for example. But it also places some constraints on the speed at which evolution must have operated. Darwinian evolution and gradualism are easily conflated, but what does ‘gradual’ actually mean? It means simply that there are no great leaps into the unknown, that all adaptive
 changes are small and discrete. That is not true if we consider changes to the genome itself, which might take the form of large deletions, duplications, transpositions or abrupt rewiring as a result of regulatory genes being inappropriately switched on or off. But such changes are not adaptive; like endosymbioses, they merely alter the starting point from which selection acts. To suggest that the nucleus, for example, somehow just popped into existence is to confound genetic saltation with adaptation. The nucleus is an exquisitely adapted structure, no mere repository for DNA. It is composed of structures such as the nucleolus, where new ribosomal RNA is manufactured on a colossal scale; the doubled nuclear membrane, studded with stunningly beautiful protein pore complexes (
Figure 26

 ), each one containing scores of proteins conserved across all eukaryotes; and the elastic lamina, a flexible protein meshwork lining the nuclear membrane that protects DNA against shear stress.

The point is that such a structure is the product of natural selection acting over extended periods of time, and requires the refinement and orchestration of hundreds of separate proteins. All of this is a purely Darwinian process. But that does not mean it had to happen slowly in geological terms. In the fossil record, we are used to seeing long periods of stasis, punctuated occasionally by periods of fast change. This change is fast in geological time, but not necessarily in terms of generations: it is simply not hampered by the same constraints that oppose change under normal circumstances. Only rarely is natural selection a force for change. Most commonly, it opposes change, purging variations from the peaks of an adaptive landscape. Only when that landscape undergoes some kind of seismic shift does selection promote change rather than stasis. And then it can operate startlingly swiftly. The eye is a good example. Eyes arose in the Cambrian explosion, apparently within the space of a couple of million years. When blunted to the rhythm of hundreds of millions of years during the near-eternal Precambrian, 2 million years seems indecently hasty. Why stasis for so long, then such rapid-fire change? Perhaps because oxygen levels rose, and then, for the first time, selection favoured large active animals, predators and prey, with eyes and shells.


1



 A famous mathematical model calculated how long it might take for an eye to evolve from a simple light-sensitive spot on some sort of worm. The answer, assuming a life cycle of one year, and no more than 1% morphological change in each generation, was just half a million years.





Figure 26
 Nuclear pores


Classic images by the pioneer of electron microscopy Don Fawcett. The double membrane surrounding the eukaryotic nucleus is clearly visible, as are the regular pores, marked by arrows in A
 . The darker areas within the nucleus are relatively inactive regions, where chromatin is ‘condensed’, whereas lighter regions indicate active transcription. The lighter ‘spaces’ close to the nuclear pores indicate active transport in and out of the nucleus. B
 shows an array of nuclear pore complexes, each composed of scores of proteins assembled to form the machinery of import and export. The core proteins in these pore complexes are conserved across all eukaryotes, hence nuclear pores must have been present in LECA (the last eukaryotic common ancestor).

How long should it take a nucleus to evolve? Or sex, or phagocytosis? Why should it take any longer than the eye? This is a project for the future – to calculate the minimum time to evolve a eukaryote from a prokaryote. Before it’s worth embarking on such a project, we need to know more about the sequence of events involved. But there is no prima facie
 reason to assume it should take vast tracts of time measured in hundreds of millions of years. Why not 2 million years? Assuming one cell division per day, that’s close to a billion generations. How many are needed? Once the energetic brakes that blocked the evolution of complexity in prokaryotes were lifted, I see no reason why eukaryotic cells could not have evolved in a relatively short period of time. Set against 3 billion years of prokaryotic stasis, that masquerades as a sudden leap forward; but the process was strictly Darwinian.

Chapter 1, we considered the archezoa, those relatively simple single-celled eukaryotes that were once mistaken for evolutionary intermediates between prokaryotes and eukaryotes. This disparate group turned out to be derived from more complex ancestors with a full stock of all eukaryotic traits. But they are nonetheless true ecological
 intermediates – they occupy the niche of morphological complexity between prokaryotes and eukaryotes. They fill the vacuum. To a superficial first glance, then, there is no vacuum: there is a continuous spectrum of morphological complexity ranging from parasitic genetic elements to giant viruses, bacteria to simple eukaryotes, complex cells to multicellular organisms. Only recently, when it transpired that the archezoa are a sham, did the full horror of the vacuum become evident.

The fact that the archezoa were not outcompeted to extinction means that simple intermediates can thrive in this space. There is no reason why the same ecological niche could not have been occupied by genuine evolutionary intermediates, cells that lacked mitochondria, or a nucleus, or peroxisomes, or membrane systems such as the Golgi apparatus or endoplasmic reticulum. If the eukaryotes arose slowly, over tens or hundreds of millions of years, there must have been many stable intermediates, cells that lacked various eukaryotic traits. They should have occupied the same intermediate niches now filled with archezoa. Some of them ought to have survived until today, as genuine evolutionary intermediates in the vacuum. But no! None are to be found, despite a long, hard look. If they were not outcompeted to extinction, then why did none of them survive? I would say because they were genetically unstable. There were not many ways to cross the void, and most perished.

That would imply a small population size, which also makes sense. A large population indicates evolutionary success. If the early eukaryotes were thriving, they should have spread out, occupied new ecological spaces, diverged. They should have been genetically stable. At least some of them should have survived. But that didn’t happen. At face value, then, it seems most likely that the first eukaryotes were genetically unstable, and evolved quickly in a small population.

There’s another reason to think that this must be true: the fact that all eukaryotes share exactly the same traits. Think about how peculiar this is! We all share the same traits with other human beings, such as upright posture, furless bodies, opposing thumbs, large brains and a facility for language, as we are all related by ancestry and interbreeding. Sex. That is the simplest definition of a species – a population of interbreeding individuals. Groups that do not interbreed diverge, and evolve distinct traits – they become new species. Yet this didn’t happen at the origin of eukaryotes. All eukaryotes share the same set of basic traits. It looks a lot like an interbreeding population. Sex.

Could any other form of reproduction have achieved the same end point? I don’t think so. Asexual reproduction – cloning – leads to deep divergence, as different mutations accumulate in different populations. These mutations are subject to selection in disparate environments, facing different advantages and disadvantages. Cloning may produce identical copies, but ironically this ultimately drives divergence between populations as mutations accumulate. In contrast, sex pools traits in a population, forever mixing and matching, opposing divergence. The fact that eukaryotes share the same traits suggests that they arose in an interbreeding sexual population. This in turn implies that their population was small enough to interbreed. Any cells that did not have sex, in this population, did not survive. The Bible was right: ‘Strait is the gate and narrow is the way, which leadeth unto life, and few there be that find it.’

What about lateral gene transfer, rife as it is in bacteria and archaea? Like sex, lateral gene transfer involves recombination, producing ‘fluid’ chromosomes with shifting combinations of genes. Unlike sex, though, lateral gene transfer is not reciprocal, and does not involve cell fusion or recombination across the full genome. It is piecemeal and unidirectional: it does not combine traits in a population, but increases divergence between individuals. Just consider E. coli
 . A single cell may contain about 4,000 genes, but the ‘metagenome’ (the total number of genes found in different strains of E. coli
 , as defined by ribosomal RNA) is more like 18,000 genes. The outcome of rampant lateral gene transfer is that different strains differ in up to half of their genes – more variation than in all the vertebrates put together. In short, neither cloning nor lateral gene transfer, the dominant modes of inheritance in bacteria and archaea, can explain the enigma of uniformity in eukaryotes.

If I were writing this a decade ago, the idea that sex arose very early in eukaryotic evolution would have had little evidence supporting it; numerous species, including many amoebae and supposedly deep-branching archezoa such as Giardia
 , were taken to be asexual. Even now, nobody has caught Giardia
 in flagrante, in the act of microbial sex. But what we lack in natural history, we make up for in technology. We know its genome sequence. It contains the genes needed for meiosis (reductive cell division to produce gametes for sex) in perfect working order, and the structure of its genome bears witness to regular sexual recombination. The same goes for more or less every other species we have looked at. With the exception of secondarily derived asexual eukaryotes, which usually fall extinct quickly, all known eukaryotes are sexual. We can take it that their common ancestor was too. In sum: sex arose very early in eukaryotic evolution, and only
 the evolution of sex in a small unstable population can explain why all eukaryotes share so many common traits.

That brings us to the question of this chapter. Is there something about an endosymbiosis between two prokaryotes that might drive the evolution of sex? You bet, and much else besides.


The secret in the structure of our genes


Eukaryotes have ‘genes in pieces’. Few discoveries in twentieth-century biology came as a greater surprise. We had been misled by early studies on bacterial genes to think that genes are like beads on a string, all lined up in a sensible order on our chromosomes. As the geneticist David Penny put it: ‘I would be quite proud to have served on the committee that designed the E. coli
 genome. There is, however, no way that I would admit to serving on the committee that designed the human genome. Not even a university committee could botch something that badly.’

So what went wrong? Eukaryotic genes are a mess. They are composed of relatively short sequences that code for bits of proteins, broken up by long tracts of non-coding DNA, known as introns. There are typically several introns per gene (which is usually defined as a stretch of DNA encoding a single protein). These vary enormously in length, but are often substantially longer than the protein-coding sequences themselves. They are always copied into the RNA template that specifies the sequence of amino acids in the protein, but are then spliced out before the RNA reaches the ribosomes, the great protein-building factories in the cytoplasm. This is no easy task. It is achieved by another remarkable protein nanomachine known as the spliceosome. We’ll return to the significance of the spliceosome soon. For now, let’s just note that the whole procedure is a weirdly roundabout way of going about things. Any failure to splice out these introns means that reams of nonsensical RNA code is fed into the ribosomes, which go right ahead and synthesise the nonsensical proteins. The ribosomes are as beholden to their red tape as a Kafka bureaucrat.

Why do eukaryotes have genes in pieces? There are a few known benefits. Different proteins can be pieced together from the same gene by differential splicing, enabling the recombinatorial virtuosity of the immune system, for example. Different bits of protein are recombined in marvellous ways to form billions of distinct antibodies, which are capable of binding to practically any bacterial or viral protein, thereby setting in motion the killing machines of the immune system. But immune systems are late inventions of large, complex animals. Was there an earlier advantage? In the 1970s, one of the doyens of twentieth-century evolutionary biology, Ford Doolittle, suggested that introns might date back to the very origins of life on earth – an idea known as the ‘introns early’ hypothesis. The idea was that early genes, lacking sophisticated modern DNA repair machinery, must have accumulated errors very rapidly, making them extremely prone to mutational meltdown. Given a high mutation rate, the number of mutations that accumulate depends on the length of DNA. Only small genomes could possibly avoid meltdown. Introns were an answer. How to encode a large number of proteins with a short stretch of DNA? Just recombine small bits and pieces. It’s a beautiful notion, which still retains a few adherents, if not Doolittle himself. The hypothesis, like all good hypotheses, makes a number of predictions; unfortunately, these turn out not to be true.

The major prediction is that eukaryotes must have evolved first. Only eukaryotes have true introns. If introns were the ancestral state, then eukaryotes must have been the earliest cells, preceding the bacteria and archaea, which must have lost their introns later on by selection for streamlining their genomes. That makes no phylogenetic sense. The modern era of whole-genome sequencing shows incontrovertibly that eukaryotes arose from an archaeal host cell and a bacterial endosymbiont. The deepest branch in the tree of life is between archaea and bacteria; eukaryotes arose more recently, a view that is also consistent with the fossil record and the energetic considerations of the last chapter.

But if introns are not an ancestral state, where did they come from, and why? The answer seems to be the endosymbiont. I said that ‘true introns’ are not found in bacteria, but their precursors almost certainly are bacterial, or rather, bacterial genetic parasites, technically termed ‘mobile group II self-splicing introns’. Don’t worry about words. Mobile introns are just bits of selfish DNA, jumping genes which copy themselves in and out of the genome. But I shouldn’t say ‘just’. They are remarkable and purposeful machines. They are read off into RNA in the normal fashion, but then spring to life (what other word is there?), forming themselves into pairs of RNA ‘scissors’. These splice out the parasites from the longer RNA transcripts, minimising damage to the host cell, to form active complexes that encode a reverse transcriptase – an enzyme capable of converting RNA back into DNA. These insert copies of the intron back into the genome. So introns are parasitic genes, which splice themselves in and out of bacterial genomes.

‘Big fleas have little fleas upon their backs to bite ’em…’ Who would have thought that the genome is a snake pit, seething with ingenious parasites that come and go at their pleasure. But that’s what it is. These mobile introns are probably ancient. They are found in all three domains of life, and unlike viruses they never need to leave the safety of their host cell. They are copied faithfully each time the host cell divides. Life has just learnt to live with them.

And bacteria are quite capable of dealing with them. We don’t quite know how. It might simply be the strength of selection acting on large populations. Bacteria with badly positioned introns, which interfere with their genes in some way, simply lose out in the selective battle with cells that do not have badly positioned introns. Or perhaps the introns themselves are accommodating, and invade peripheral regions of DNA that don’t upset their host cells much. Unlike viruses, which can survive on their own, and so don’t care much about killing their host cells, mobile introns perish with their hosts, so gain nothing from obstructing them. The language that lends itself best to analysing this kind of biology is that of economics: the mathematics of costs and benefits, the prisoner’s dilemma, game theory. Be that as it may, the fact is that mobile introns do not run rife in bacteria or archaea, and are not found within the genes themselves – they are therefore not technically introns at all – but accumulate at low density in intergenic regions. A typical bacterial genome is unlikely to contain more than about 30 mobile introns (in 4,000 genes) compared with tens of thousands of introns in eukaryotes. The low number of introns in bacteria reflects the long-term balance of costs and benefits, the outcome of selection acting on both parties over many generations.

This is the kind of bacterium that entered into an endosymbiosis with an archaeal host cell 1.5 to 2 billion years ago. The closest modern equivalent is an α-proteobacterium of some sort, and we know that modern α-proteobacteria contain low numbers of mobile introns. But what connects these ancient genetic parasites with the structure of eukaryotic genes? Little more than the detailed mechanism of the RNA scissors that splice out mobile bacterial introns, and simple logic. I mentioned the spliceosomes a few paragraphs ago: these are the protein nanomachines that cut out the introns from our own RNA transcripts. The spliceosome is not only made of proteins: at its heart is a pair of RNA scissors, the very same. These splice out eukaryotic introns by way of a telltale mechanism that betrays their ancestry as bacterial self-splicing introns (
Figure 27

 ).

That’s it. There is nothing about the genetic sequence of the introns themselves to suggest that they derive from bacteria. They do not encode proteins such as reverse transcriptase, they do not splice themselves in and out of DNA, they are not mobile genetic parasites, they are merely lumpen tracts of DNA that sit there and do nothing.
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 But these dead introns, decayed by mutations that punctured them below the waterline, are now corrupted beyond all recognition, and far more dangerous than living parasites. They can no longer cut themselves out. They must be removed by the host cell. And so they are, using scissors that were once requisitioned from their living cousins. The spliceosome is a eukaryotic machine based on a bacterial parasite.





Figure 27
 Mobile self-splicing introns and the spliceosome


Eukaryotic genes are composed of exons (sequences that encode proteins) and introns – long, non-coding sequences inserted into genes, which are spliced out from the RNA code-script before the protein is synthesised. Introns seem to be derived from parasitic DNA elements found in bacterial genomes (left panel), but decayed by mutations to inert sequences in eukaryotic genomes. These must be actively removed by the spliceosome (right panel). The rationale for this argument is the mechanism of splicing shown here. The bacterial parasite (left panel) splices itself out to form an excised intron sequence encoding a reverse transcriptase that can convert copies of the parasitic genes into DNA sequences, and insert multiple copies into the bacterial genome. The eukaryotic spliceosome (right panel) is a large protein complex, but its function depends on a catalytic RNA (ribozyme) at its heart, which shares exactly the same mechanism of splicing. This suggests that the spliceosome, and by extension eukaryotic introns, derived from mobile group II self-splicing introns released from the bacterial endosymbiont early in eukaryotic evolution.

Here is the hypothesis, laid out in an exciting 2006 paper by the Russian-born American bioinformatician, Eugene Koonin, and Bill Martin. At the origin of eukaryotes, they said, the endosymbiont unleashed a barrage of genetic parasites upon the unwitting host cell. These proliferated across the genome in an early intron invasion, which sculpted eukaryotic genomes and drove the evolution of deep traits such as the nucleus. I would add sex. I admit all this sounds like make-believe, an evolutionary ‘just-so’ story based on the flimsy evidence of an incriminating pair of scissors. But the idea is supported by the detailed structure of the genes themselves. The sheer number of introns – tens of thousands of them – combined with their physical position within eukaryotic genes bear mute witness to their ancient heritage. That heritage goes beyond the introns themselves, and speaks to the tortured and intimate relationship between host and endosymbiont. Even if these ideas are not the whole truth, I think they are the kind
 of answers we seek.


Introns and the origin of the nucleus


The positions of many introns are conserved across eukaryotes. This is another unexpected curiosity. Take a gene encoding a protein that is involved in basic cell metabolism found in all eukaryotes, for example citrate synthase. We’ll find the same gene in ourselves, as well as in seaweeds, mushrooms, trees and amoebae. Despite diverging somewhat in sequence over the incomprehensible number of generations that separate us from our common ancestor with trees, natural selection has acted to conserve its function, and thus its specific gene sequence. This is a beautiful illustration of shared ancestry, and the molecular basis of natural selection. What nobody expected is that such genes should typically contain two or three introns, frequently inserted in exactly the same positions in trees and humans. Why should that be? There are only two plausible explanations. Either the introns inserted themselves in the same places independently, because those particular sites were favoured by selection for some reason, or they inserted themselves once into the common ancestor of eukaryotes and were then passed down to their descendants. Some of these descendants may have lost them again, of course.

If there were only a handful of cases known, we might favour the former interpretation, but the fact that thousands of introns are inserted into exactly the same positions in hundreds of shared genes across all eukaryotes makes this seem implausible. Shared ancestry is much the most parsimonious explanation. If so, then there must have been an early wave of intron invasion, soon after the origin of the eukaryotic cell, which was responsible for implanting all these introns in the first place. Then after that there must have been some kind of mutational corruption of introns, which robbed them of their mobility, preserving their positions in all later eukaryotes like the indelible chalk outlines of corpses.

There is also another more compelling reason to favour an early intron invasion. We can distinguish between different types of gene, known as orthologs
 and paralogs
 . Orthologs are basically the same genes doing the same job in different species, inherited from a common ancestor, as in the example we’ve just considered. So all eukaryotes have an ortholog of the gene for citrate synthase, which we all inherited from our common ancestor. The second group of genes, paralogs, also share a common ancestor, but in this case the ancestral gene was duplicated within the same cell
 , often on multiple occasions, to give a gene family. Such families can contain as many as 20 or 30 genes, each of which usually ends up specialising to a slightly different task. An example is the haemoglobin family of about 10 genes, all of which encode very similar proteins, with each serving a slightly different purpose. In essence, orthologs are equivalent genes in different species, while paralogs are members of a gene family in the same organism. But of course entire families of paralogs can also be found in different species, inherited from their common ancestor. So all mammals have paralogous haemoglobin gene families.

We can break down these families of paralogous genes into either ancient or recent paralogs. In an ingenious study, Eugene Koonin did exactly this. He defined ancient
 paralogs as gene families that are found in all eukaryotes, but which are not duplicated in any prokaryotes. We can therefore place the round of gene duplications that gave rise to the gene family as an early event in eukaryotic evolution, before the evolution of the last eukaryotic common ancestor. Recent
 paralogs, in contrast, are gene families found only in certain eukaryotic groups, such as animals or plants. In this case, we can conclude that the duplications occurred more recently, during the evolution of that particular group.

Koonin predicted that if there was indeed an intron invasion during early eukaryotic evolution, then mobile introns should have randomly inserted themselves into different genes. That’s because the ancient paralogs were being actively duplicated during this same period. If the early intron invasion had not yet abated, then mobile introns would still be inserting themselves into new positions in different members of the growing paralogous gene family. In contrast, more recent duplications of paralogs occurred well after the end of the postulated early intron invasion. With no new insertions, the old intron positions should be conserved in new copies of these genes. In other words, ancient paralogs should have poor conservation of intron position relative to recent paralogs. This is true to a remarkable degree. Practically all intron positions are conserved in recent paralogs, whereas there is very poor intron conservation in ancient paralogs, exactly as predicted.

All this suggests that early eukaryotes really did suffer an invasion of mobile introns from their own endosymbionts. But if so, why did these proliferate in early eukaryotes when they are normally kept under tight control in both bacteria and archaea? There are two possible answers, and the chances are that both are true. The first reason is that early eukaryotes – basically still prokaryotes, archaea
 – suffered a bombardment of bacterial
 introns from uncomfortably close quarters, from inside their own cytoplasm. There is a ratchet operating here. An endosymbiosis is a natural ‘experiment’ which might fail. If the host cell dies, the experiment is over. But that’s not true the other way around. If there is more than one endosymbiont, and just one of them dies, the experiment continues – the host cell survives, with all its other endosymbionts. But the dead endosymbiont’s DNA spills into the cytosol, whence it is likely to be recombined into the host cell’s genome by standard lateral gene transfer.

This is not easy to stop, and continues to this day – our nuclear genomes are riddled with thousands of bits and pieces of mitochondrial DNA, called ‘numts
 ’ (nuclear mitochondrial sequences, since you ask), which arrived there by exactly such transfers. New numts
 crop up occasionally, calling attention to themselves when they disrupt a gene, causing a genetic disease. Back at the origin of eukaryotes, before there was a nucleus at all, such transfers must have been more common. The chaotic transfer of DNA from mitochondria to host cell would have been worse if selective mechanisms do
 exist that direct mobile introns to particular sites within a genome, while avoiding others. In general, bacterial introns are adapted to their bacterial hosts, and archaeal introns to their archaeal hosts. In the early eukaryotes, however, bacterial
 introns were invading an archaeal
 genome, with very different gene sequences. There were no adaptive constraints; and without them, what could have stopped introns from proliferating uncontrollably? Nothing! Extinction loomed. The best we could hope for is a small population of genetically unstable – sickly – cells.

The second reason for an early intron proliferation is the low strength of selection acting against it. In part, this is precisely because a small population of sickly cells is less competitive than a heaving population of healthy cells. But the first eukaryotes should also have had an unprecedented tolerance for intron invasion. After all, their source was the endosymbiont, the future mitochondria, which are an energetic boon as well as a genetic cost. Introns are a cost to bacteria because they are an energetic and genetic burden; small cells with less DNA replicate faster than large cells with more DNA than they need. As we saw in the last chapter, bacteria streamline their genomes to a minimum compatible with survival. In contrast, eukaryotes exhibit extreme genomic asymmetry: they are free to expand their nuclear genomes precisely because their endosymbiont genomes shrink. Nothing is planned about the expansion of the host cell genome; it is simply that increased genome size is not penalised by selection in the same way as it is in bacteria. This limited penalty enables eukaryotes to accumulate thousands more genes, through all kinds of duplications and recombinations, but also to tolerate a far heavier load of genetic parasites. The two must inevitably go hand in hand. Eukaryotic genomes became overrun with introns because, from an energetic point of view, they could be.

So it seems likely that the first eukaryotes suffered a bombardment of genetic parasites from their own endosymbionts. Ironically, these parasites didn’t pose much of a problem: the problem really began when the parasites decayed and died, leaving their corpses – introns – littering the genome. Now the host cell had to physically cut the introns out, or they would be read off into nonsensical proteins. As we’ve noted, this is done by the spliceosome, which derives from the RNA scissors of mobile introns. But the spliceosome, impressive nanomachine though it might be, is only a partial solution. The trouble is that spliceosomes are slow. Even today, after nearly 2 billion years of evolutionary refinement, they take several minutes to cut out a single intron. In contrast, ribosomes work at a furious pace – up to 10 amino acids per second. It takes barely half a minute to make a standard bacterial protein, about 250 amino acids in length. Even if the spliceosome could gain access to RNA (which is not easy as RNA is often encrusted in multiple ribosomes) it could not stop the formation of a large number of useless proteins, with their introns incorporated intact.

How could an error catastrophe be averted? Simply by inserting a barrier in the way, according to Martin and Koonin. The nuclear membrane is a barrier separating transcription from translation – inside the nucleus, genes are transcribed into RNA codescripts; outside the nucleus, the RNAs are translated into proteins on the ribosomes. Crucially, the slow process of splicing takes place inside the nucleus, before the ribosomes can get anywhere near the RNA. That is the whole point of the nucleus: to keep ribosomes at bay. This explains why eukaryotes need a nucleus but prokaryotes don’t – prokaryotes don’t have an intron problem.

But hang on a minute, I hear you cry! We can’t just pull out a perfectly formed nuclear membrane from nowhere! It must have taken many generations to evolve, so why didn’t the early eukaryotes die out in the meantime? Well, no doubt many did, but the problem might not be as difficult as all that. The key lies in another curiosity relating to membranes. Even though it is clear from the genes that the host cell was a bona fide
 archaeon, which must have had characteristic archaeal
 lipids in its membranes, eukaryotes have bacterial
 lipids in their membranes. That’s a fact to conjure with. For some reason, the archaeal membranes must have been replaced with bacterial membranes early on in eukaryotic evolution. Why?

There are two facets to this question. The first is a matter of practicality: could it actually be done? The answer is yes. Rather surprisingly, mosaic membranes, composed of various different mixtures of archaeal and bacterial lipids, are in fact stable; we know this from lab experiments. It is therefore possible to transit gradually from an archaeal to a bacterial membrane. So there’s no reason why it shouldn’t happen, but the fact is that such transitions are rare indeed. That brings us to the second facet – what rare evolutionary force might drive such a change? The answer is the endosymbiont.

The chaotic transfer of DNA from endosymbionts to the host cell must have included the genes for bacterial lipid synthesis. We can take it that the enzymes encoded were synthesised and active: they went right ahead and made bacterial lipids, but initially this synthesis was likely to be uncontrolled. What happens when lipids are synthesised in a random fashion? When formed in water, they simply precipitate as lipid vesicles. Jeff Errington in Newcastle has shown that real cells behave in the same way: mutations that increase lipid synthesis in bacteria result in precipitation of internal membranes. These tend to precipitate close to where they are formed, surrounding the genome with piles of lipid ‘bags’. Just as a tramp might insulate himself from the cold with plastic bags, if inadequately, so piles of lipid bags would ease the intron problem by providing an imperfect barrier between the DNA and ribosomes. That barrier needed
 to be imperfect. A sealed membrane would prevent export of RNA out to the ribosomes. A broken barrier would merely slow it down, giving the spliceosomes a little more time to cut out the introns before the ribosomes could get to work. In other words, a random (but predictable) starting point gave selection the beginnings of a solution. The beginning was a pile of lipid bags surrounding a genome; the end point was the nuclear membrane, replete with its sophisticated pores.

The morphology of the nuclear membrane is consistent with this view. Lipid bags, like plastic bags, can be flattened. In cross section, a flattened bag has two closely aligned parallel sides – a double membrane. That is precisely the structure of the nuclear membrane: a series of flattened vesicles, fused together, with the nuclear pore complexes nestling in the interstices. During cell division the membrane disintegrates back into separate small vesicles; afterwards, they grow and fuse again to reconstitute the nuclear membranes of the two daughter cells.

The pattern of genes encoding nuclear structures also makes sense in this light. If the nucleus had evolved before
 the acquisition of mitochondria, then the structure of its various parts – the nuclear pores, nuclear lamina and nucleolus – should be encoded by host-cell genes. That’s not the case. All of them are composed of a chimeric mixture of proteins, some encoded by bacterial genes, a few by archaeal genes, and the rest by genes found only in eukaryotes. It’s practically impossible to explain this pattern unless the nucleus evolved after
 the acquisition of mitochondria, in the wake of unruly gene transfers. It’s often said that in the evolution of the eukaryotic cell, the endosymbionts were transformed, almost (but not quite) beyond recognition, into mitochondria. It’s less appreciated that the host cell underwent an even more dramatic makeover. It started out as a simple archaeon, and acquired endosymbionts. These bombarded their unwitting host with DNA and introns, driving the evolution of the nucleus. And not just the nucleus: sex went hand in hand.


The origin of sex


We’ve noted that sex arose very early in eukaryotic evolution. I implied, too, that the origins of sex might have had something to do with intron bombardment. How so? Let’s first quickly recap what we are trying to explain.

True sex, as practised by eukaryotes, involves the fusion of two gametes (for us, the sperm and egg), each gamete having half the normal quota of chromosomes. You and I are diploid, along with most other multicellular eukaryotes. That means we have two copies of each of our genes, one from each parent. More specifically, we have two copies of each chromosome, known as sister chromosomes. Iconic images of chromosomes might make them look like unchanging physical structures, but that’s far from the case. During the formation of gametes, the chromosomes are recombined
 , fusing bits of one with pieces of another, giving new combinations of genes that have most likely never been seen before (
Figure 28

 ). Work your way down a newly recombined chromosome, gene by gene, and you’ll find some genes from your mother, some from your father. The chromosomes are now separated in the process of meiosis (literally, ‘reductive cell division’) to form haploid gametes, each with a single copy of every chromosome. Two gametes, each with recombined chromosomes, finally fuse to form the fertilised egg, a new individual with a unique combination of genes – your child.

The problem with the origin of sex is not that a lot of new machinery had to evolve. Recombination works by lining up the two sister chromosomes side by side. Sections of one chromosome are then physically transferred on to its sister, and vice versa, by way of cross-over points. This physical lining up of chromosomes and recombination of genes also occurs in bacteria and archaea during lateral gene transfer, but is not usually reciprocal: it is used to repair damaged chromosomes or to reload genes that had been deleted from the chromosome. The molecular machinery is basically the same; what differs in sex is the scope and the reciprocality. Sex is a reciprocal recombination across the entire genome. That entails the fusion of whole cells, and the physical transfer of entire genomes, which is rarely if ever seen in prokaryotes.





Figure 28
 Sex and recombination in eukaryotes


A simplified depiction of the sexual cycle: the fusion of two gametes followed by a two-step meiosis with recombination to generate new, genetically distinct gametes. In A
 two gametes with a single copy of an equivalent (but genetically distinct) chromosome fuse together to form a zygote with two copies of the chromosome B
 . Notice the black bars, which could signify either a harmful mutation, or a beneficial variant of specific genes. In the first step of meiosis C
 the chromosomes are aligned and then duplicated, to give four equivalent copies. Two or more of these chromosomes are then recombined D
 . Sections of DNA are reciprocally crossed over from one chromosome to another, to fashion new chromosomes containing bits of the original paternal and bits of the original maternal chromosome E
 . Two rounds of reductive cell division separate these chromosomes to give F
 and finally a new selection gametes G
 . Notice that two of these gametes are identical to the original gametes, but two now differ. If the black bar signifies a harmful mutation, sex has here generated one gamete with no mutations, and one gamete with two; the latter can be eliminated by selection. Conversely, if the black bar signifies a beneficial variant, then sex has united both of them in a single gamete, allowing selection to favour both simultaneously. In short, sex increases the variance (the difference) between gametes, making them more visible to selection, so eliminating mutations and favouring beneficial variants over time.

Sex was considered the ‘queen’ of biological problems in the twentieth century, but we now have a good appreciation of why it helps, at least in relation to strict asexual reproduction (cloning). Sex breaks up rigid combinations of genes, allowing natural selection to ‘see’ individual genes, to parse all our qualities one by one. That helps in fending off debilitating parasites, as well as adapting to changing environments, and maintaining necessary variation in a population. Just as medieval stonemasons once carved the back of sculptures that are hidden in the recesses of cathedrals, because they were still visible to God, so sex allows the all-seeing eye of natural selection to inspect her works, gene by gene. Sex gives us ‘fluid’ chromosomes, ever-changing combinations of genes (technically alleles
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 ), which allows natural selection to discriminate between organisms with unprecedented finesse.

Imagine 100 genes lined up on a chromosome that never recombines. Selection can only ever discriminate the fitness of the whole chromosome. Let’s say there are a few really critical genes on this chromosome – any mutations in them would almost always result in death. Critically, however, mutations on less critical genes become nearly invisible to selection. Slightly harmful mutations can accumulate in these genes, as their negative effects are offset by the big benefits of the few critical genes. As a result, the fitness of the chromosome, and the individual, is gradually undermined. This is roughly what happens to the Y chromosome in men – the lack of recombination means that most genes are in a state of slow degeneration; only the critical genes can be preserved by selection. In the end, the entire chromosome can be lost, as indeed has happened in the mole vole Ellobius lutescens
 .

But it’s even worse if selection acts positively. Consider what happens if a rare positive mutation in a critical gene is so beneficial that it sweeps through the population. Organisms that inherit the new mutation dominate, and the gene ultimately spreads to ‘fixation’: all organisms in the population end up with a copy of the gene. But natural selection can only ‘see’ the whole chromosome. This means that the other 99 genes on the chromosome also become fixed in the population – they go along for the ride and are said to ‘hitch-hike’ to fixation. This is a disaster. Imagine there are two or three versions (alleles) of each gene in the population. That gives between 10,000 and 1 million different possible combinations of alleles. After fixation, all this variation is wiped out, leaving the entire population with a single combination of the 100 genes – those that happened to share the chromosome with the recently fixed gene – a catastrophic loss of variation. And, of course, a mere 100 genes is a gross oversimplification: asexual organisms have many thousands of genes, all of which are purged of variation in a single selective sweep. The ‘effective’ population size is hugely diminished, making asexual populations far more vulnerable to extinction.
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 That’s exactly what does happen to most asexuals – almost all clonal plants and animals fall extinct within a few million years.

These two processes – accumulation of mildly damaging mutations, and loss of variation in selective sweeps – are together known as selective interference
 . Without recombination, selection on certain genes interferes with selection on others. By generating chromosomes with different combinations of alleles – ‘fluid chromosomes’ – sex allows selection to act on all genes individually. Selection, like God, can now see all our vices and virtues, gene by gene. That’s the great advantage of sex.

But there are also serious disadvantages to sex, hence its long standing as the queen of evolutionary problems. Sex breaks up combinations of alleles proved to be successful in a particular environment, randomising the very genes that helped our parents to thrive. The gene pack is shuffled again every generation, with never a chance to clone an exact copy of a genius, another Mozart. Worse, there is the ‘twofold cost of sex’. When a clonal cell divides, it produces two daughter cells, each of which goes on to produce another two daughters, and so on. The growth of a population is exponential. If a sexual cell produces two daughter cells, these must fuse with each other to form a new individual that can produce two more daughter cells. So an asexual population doubles in size each generation, whereas a sexual population remains the same size. And compared with just cloning a nice copy of yourself, sex introduces the problem of finding a mate, with all its emotional (and financial) costs. And there’s the cost of males. Clone yourself and there’s no need for all those aggressive, prancing males, locking horns, fanning tails or dominating boardrooms. And we’d be rid of horrible sexually transmitted diseases like AIDS or syphilis, and the opportunity for genetic freeloaders – viruses and ‘jumping genes’ – to riddle our genomes with junk.

The puzzle is that sex is ubiquitous among eukaryotes. One might think that the advantages would offset the costs under certain circumstances but not others. To a point this is true, in that microbes may divide asexually for 30 generations or so, before indulging in occasional sex, typically when in a state of stress. But sex is far more widespread than seems reasonable. This is probably because the last common ancestor of eukaryotes was already sexual, and hence all her descendants were sexual too. While many microorganisms no longer have regular sex, very few ever lost sex altogether without falling extinct. The costs of never
 having sex are therefore high. A similar argument should apply to the earliest eukaryotes. Those that never had sex – arguably all those that had not ‘invented’ sex – were likely to fall extinct.

But here we run again into the problem of lateral gene transfer, which is similar to sex in that it recombines genes, producing ‘fluid chromosomes’. Until recently, bacteria were perceived as the grand masters of cloning. They grow at exponential rates. If totally unconstrained, a single E. coli
 bacterium, doubling every 30 minutes, would produce a colony with the mass of the earth in three days flat. As it happens, though, E. coli
 can do much more than that. They can also swap their genes around, incorporating new genes on to their chromosomes by lateral gene transfer while losing other unwanted genes. The bacteria that give you gastric flu may differ in 30% of their genes compared with the same ‘species’ up your nose. So bacteria enjoy the benefits of sex (fluid chromosomes) along with the speed and simplicity of cloning. But they don’t fuse whole cells together, and they don’t have two sexes, and so they avoid many of the disadvantages of sex. They would seem to have the best of both worlds. So why did sex arise from lateral gene transfer in the earliest eukaryotes?

Work from the mathematical population geneticists Sally Otto and Nick Barton points to an unholy trinity of factors that conspicuously relates to circumstances at the origin of eukaryotes: the benefits of sex are greatest when the mutation rate is high, selection pressure is strong, and there is a lot of variation in a population.

Take the mutation rate first. With asexual reproduction, a high mutation rate increases the rate of accumulation of mildly damaging mutations, and also the loss of variation from selective sweeps: it increases the severity of selective interference. Given an early intron invasion, the first eukaryotes must have had a high mutation rate. How high exactly is hard to constrain, but it might be possible to do so by modelling. I’m working on this question with Andrew Pomiankowski and Jez Owen, a PhD student with a background in physics and an interest in these big questions in biology. Jez is right now developing a computational model to figure out where sex scores over lateral gene transfer. There’s a second factor to consider here too – genome size. Even if the mutation rate remains the same (let’s say one lethal mutation in every 10 billion DNA letters), it is not possible to expand a genome indefinitely without some sort of a mutational meltdown. In this case, cells with a genome of less than 10 billion letters would be fine, but cells with a genome much larger than that would die, as they would all suffer a lethal mutation. The acquisition of mitochondria at the origin of eukaryotes must have exacerbated both problems – they almost certainly increased the mutation rate, and they enabled a massive expansion of genome size, over several orders of magnitude.

It might well be that sex was the only solution to this problem. While lateral gene transfer could in principle avoid selective interference through recombination, Jez’s work suggests that this can only go so far. The larger the genome, the harder it becomes to pick up the ‘correct’ gene by lateral gene transfer; that’s really just a numbers game. The only way to ensure that a genome has all the genes it needs, in full working order, is to retain all of them, and to recombine them regularly across the entire genome. That can’t be achieved by lateral gene transfer – it needs sex, ‘total sex’, involving recombination across the whole genome.

What about the strength of selection? Again, introns may be important. In modern organisms, the classic selection pressures favouring sex are parasitic infections and variable environments. Even then, selection has to be strong for sex to be better than cloning – for example, parasites must be common and debilitating to favour sex. No doubt these same factors applied to early eukaryotes too, but they also had to contend with a debilitating early intron invasion – parasitic genes. Why would mobile introns drive the evolution of sex? Because genome-wide recombination increases variance, forming some cells with introns in damaging places, and other cells with introns in less hazardous places. Selection then acts to weed out the worst cells. Lateral gene transfer is piecemeal, and cannot produce systematic variation, in which some cells have their genes cleaned up, while others accumulate more than their share of mutations. In his brilliant book Mendel’s Demon
 , Mark Ridley compared sex with the New Testament view of sin – just as Christ died for the collected sins of humanity, so too sex can bring together the accumulated mutations of a population into a single scapegoat, and then crucify it.

The amount of variation between cells could also relate to introns. Both archaea and bacteria usually have a single circular chromosome, whereas eukaryotes have multiple straight chromosomes. Why? A simple answer is that introns can cause errors as they splice themselves in and out of the genome. If they fail to rejoin the two ends of a chromosome after cutting themselves out, that leaves a break in the chromosome. A single break in a circular chromosome gives a straight chromosome; several breaks give several straight chromosomes. So recombinatorial errors produced by mobile introns could have produced multiple straight chromosomes in the early eukaryotes.

That must have given early eukaryotes terrible problems with their cell cycle. Different cells would have had different numbers of chromosomes, each accumulating different mutations or deletions. They would also have been picking up new genes and DNA from their mitochondria. Copying errors would no doubt duplicate chromosomes. It’s hard to see what lateral gene transfer could contribute in this context. But standard bacterial recombination – lining up chromosomes, loading up missing genes – would ensure that cells tended to accumulate genes and traits. Only sex could accumulate genes that worked, and be rid of those that didn’t. This tendency to pick up new genes and DNA by sex and recombination easily accounts for the swelling of early eukaryotic genomes. Accumulating genes in this way must have solved some of the problems of genetic instability, while the energetic advantages of having mitochondria meant that, unlike bacteria, there was no energetic penalty. All this is speculative, to be sure, but the possibilities can be constrained by mathematical modelling.

How did cells physically segregate their chromosomes? The answer may lie in the machinery used by bacteria to separate large plasmids – mobile ‘cassettes’ of genes that encode traits such as antibiotic resistance. Large plasmids are typically segregated in bacterial division on a scaffold of microtubules that resembles the spindle used by eukaryotes. It’s plausible that the plasmid segregation machinery was requisitioned by early eukaryotes to separate their varied chromosomes. It is not only plasmids that are segregated in this way – some bacterial species seem to separate their chromosomes on relatively dynamic spindles, rather than using the cell membrane as normal. It may be that better sampling of the prokaryotic world will give us more clues about the physical origins of eukaryotic chromosomal segregation in mitosis and meioisis.

It’s almost unknown among bacteria with cell walls, though some archaea are known to fuse. The loss of the cell wall would certainly have made fusion far more likely; and L-form bacteria, which have lost their cell wall, do indeed fuse with each other quite readily. The number of controls over cell fusion in modern eukaryotes also implies it might have been hard to stop their ancestors fusing together. Early fusions could even have been promoted by mitochondria, as argued by the ingenious evolutionary biologist Neil Blackstone. Think about their predicament. As endosymbionts, they could not leave their host cells and simply infect another one, so their own evolutionary success was tied to the growth of their hosts. If their hosts were crippled by mutations and unable to grow, the mitochondria would be stuck too, unable to proliferate themselves. But what if they could somehow induce fusion with another cell? This is a win-win situation. The host cell acquires a complementary genome, thereby enabling recombination, or perhaps simply masking mutations on particular genes with potentially clean copies of the same genes – the benefits of outbreeding. Because cell fusion permitted renewed growth of the host cell, the mitochondria could revert to copying themselves too. So early mitochondria could have been agitating for sex!
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 That might have solved their immediate problem, but ironically, it only opened the door to another, even more pervasive, issue: competition between mitochondria. The solution might just have been that other puzzling aspect of sex – the evolution of two sexes.


Two sexes


‘No practical biologist interested in sexual reproduction would be led to work out the detailed consequences experienced by organisms having three or more sexes; yet what else should he do if he wishes to understand why the sexes are, in fact, always two?’ So said Sir Ronald Fisher, one of the founding fathers of evolutionary genetics. The problem has yet to be conclusively solved.

On paper, two sexes seem to be the worst of all possible worlds. Imagine if everyone were the same sex – we could all mate with each other. We would double our choice of partners in one go. Surely that would make everything easier! If, for some reason, we are obliged to have more than one sex, then three or four sexes ought to be better than two. Even if restricted to mating with other sexes, we could then couple with two-thirds or three-quarters of the population rather than a mere half. It would still take two partners, of course, but there’s no obvious reason why these partners couldn’t be the same sex, or multiple sexes, or for that matter hermaphrodites. The practical difficulties with hermaphrodites gives away part of the problem: neither partner wants to bear the cost of being the ‘female’. Hermaphroditic species such as flatworms go to bizarre lengths to avoid being inseminated, fighting pitched battles with their penises, their semen burning gaping holes in the vanquished. This is lively natural history, but it is circular as an argument, as it takes for granted that there are greater biological costs to being female. Why should there be? What actually is the difference between male and female? The split runs deep and has nothing to do with X and Y chromosomes, or even with egg cells and sperm. Two sexes, or at least mating types, are also found in single-celled eukaryotes, such as some algae and fungi. Their gametes are microscopic and the two sexes look indistinguishable but they’re still as discriminating as you and me.

One of the deepest distinctions between the two sexes relates to the inheritance of mitochondria – one sex passes on its mitochondria, while the other sex does not. This distinction applies equally to humans (all our mitochondria come from our mother, 100,000 of them packed into the egg) and to algae such as Chlamydomonas
 . Even though such algae produce identical gametes (or isogametes) only one sex passes on its mitochondria; the other suffers the indignity of having its mitochondria digested from within. In fact it’s specifically the mitochondrial DNA that gets digested; the problem seems to be the mitochondrial genes, not the morphological structure. So we have a very peculiar situation, in which mitochondria apparently agitate for sex, as we’ve just seen, but the outcome is not that they spread from cell to cell but that half of them get digested. What’s going on here?

The most graphic possibility is selfish conflict. There is no real competition between cells that are all genetically the same. That’s how our own cells are tamed, so that they cooperate together to form our bodies. All our cells are genetically identical; we are giant clones. But genetically different cells do compete, with some mutants (cells with genetic changes) producing cancer; and much the same happens if genetically different mitochondria mix in the same cell. Those cells or mitochondria that replicate the fastest will tend to prevail, even if that is detrimental to the host organism, producing a kind of mitochondrial cancer. That’s because cells are autonomous self-replicating entities in their own right, and they are always poised to grow and divide if they can. French Nobel laureate François Jacob once said that the dream of every cell is to become two cells. The surprise is not that they often do, but that they can be restrained for long enough to make a human being. For these reasons, mixing two populations of mitochondria in the same cell is just asking for trouble.

This idea goes back several decades, and comes with the seal of some of the greatest evolutionary biologists, including Bill Hamilton. But the idea is not beyond challenge. For a start, there are known exceptions, in which mitochondria mix freely, and it does not always end in disaster. Then there is a practical problem. Imagine a mitochondrial mutation that gives a replicative advantage. The mutant mitochondria outgrow the rest. Either this is lethal, in which case the mutants will die out along with the host cells, or it is not, and the mutants spread through the population. Any genetic constraint on their spread (for example, some change in a nuclear gene that prevents mitochondrial mixing) has to arise quickly, to catch the mutant in the act of spreading. If just the right gene does not
 arise in time, it’s too late. Nothing is gained if the mutant has already spread to fixation. Evolution is blind and has no foresight. It can’t anticipate the next mitochondrial mutant. And there’s a third point that makes me suspect that fast-replicating mitochondria are not as bad as all that – the fact that mitochondria have retained so few genes. There may be many reasons for this, but selection on mitochondria for fast replication is surely among them. That implies there have been numerous mutations that sped up mitochondrial replication over time. They were not eliminated by the evolution of two sexes.

For these reasons, I suggested a new idea in an earlier book: perhaps the problem relates rather to the requirement for mitochondrial genes to adapt to genes in the nucleus. I’ll say more about this in the next chapter. For now, let’s just note the key point: for respiration to work properly, genes in the mitochondria and the nucleus need to cooperate with each other, and mutations in either genome can undermine physical fitness. I proposed that uniparental inheritance, in which only one sex passes on the mitochondria, might improve the coadaptation of the two genomes. The idea makes reasonable sense to me, but there it would have rested had not Zena Hadjivasiliou, an able mathematician with a budding interest in biology, embarked on a PhD with me and Andrew Pomiankowski.

Zena did indeed show that uniparental inheritance improves the coadaptation of the mitochondrial and nuclear genomes. The reason is simple enough and relates to the effects of sampling, a theme that will return with intriguing variations. Imagine a cell with 100 genetically different mitochondria. You remove one of them, place it all by itself inside another cell, and then copy it, until you have 100 mitochondria again. Barring a few new mutations, these mitochondria will all be the same. Clones. Now do the same with the next mitochondrion and keep going until you have copied all 100. Each of your 100 new cells will have different populations of mitochondria, some of them good, some bad. You have increased the variance
 between these cells. If you had just copied the whole cell 100 times, each daughter cell would have had roughly the same mix of mitochondria as the parent cell. Natural selection would not be able to distinguish between them – they are all too similar. But by sampling and cloning the sample, you produced a range of cells, some of them fitter than the original, others less fit.

This is an extreme example, but illustrates the point of uniparental inheritance. By sampling a few mitochondria from only one of the two parents, uniparental inheritance increases the variance of mitochondria between fertilised egg cells. This greater variety is more visible to natural selection, which can eliminate the worst cells, leaving the better cells behind. The fitness of the population improves over generations. Intriguingly, this is practically the same advantage as sex itself, but sex increases the variance of nuclear genes, whereas two sexes increase the variance of mitochondria between cells. It’s as simple as that. Or so we thought.

Our study was a straight comparison of fitness with and without uniparental inheritance, but at this point we had not considered what would happen if a gene imposing uniparental inheritance were to arise in a population of biparental cells, in which both gametes pass on the mitochondria. Would it spread to fixation? If so, we would have evolved two sexes: one sex would pass on its mitochondria and the other sex would have its mitochondria killed. We developed our model to test this possibility. For good measure we compared our coadaptation hypothesis with the outcomes arising from selfish conflict, as discussed above, and a simple accumulation of mutations.


6



 The results came as a surprise, and at least initially were disappointing. The gene would not spread, certainly not to fixation.

The problem was that the fitness costs depend on the number of mutant mitochondria: the more mutants, the higher the costs. Conversely, the benefits of uniparental inheritance also depend on the mutation load, but this time the other way round: the smaller the mutant load, the lower the benefit. In other words the costs and benefits of uniparental inheritance are not fixed, but change with the number of mutants in the population; and that can be lowered by just a few rounds of uniparental inheritance (
Figure 29

 ). We found that uniparental inheritance did indeed improve the fitness of a population in all three models, but as the gene for uniparental inheritance begins to spread through a population, its benefits dwindle until they are offset by the disadvantages – the main disadvantage being that uniparental cells mate with a smaller fraction of the population. The trade-off reaches equilibrium when barely 20% of the population is uniparental. High mutation rates could force it up to 50% of the population; but the other half of the population could continue to mate among themselves, giving, if anything, three sexes. The bottom line is that mitochondrial inheritance will not drive the evolution of two mating types. Uniparental inheritance increases the variance between gametes, improving fitness, but this benefit isn’t strong enough by itself to drive the evolution of mating types.





Figure 29
 The ‘leakage’ of fitness benefits in mitochondrial inheritance



A
 and a
 are gametes with different versions (alleles) of a particular gene in the nucleus, denoted A
 and a
 . Gametes with a
 pass on their mitochondria when they fuse with another a
 gamete. Gametes with A
 are ‘uniparental mutants’: if an A
 gamete fuses with an a
 gamete, only the A
 gamete passes on its mitochondria. The first mating here shows a fusion of A
 and a
 gametes, to produce a zygote with both nuclear alleles (Aa
 ), but all mitochondria deriving from A
 . If a
 contains some defective mitochondria (pale shade) these are eliminated by uniparental inheritance. The zygote now produces two gametes, one with the A
 allele, and one with the a
 allele. Each of these fuses with an a
 gamete containing defective mitochondria (pale shade). In the upper cross, A
 and a
 gametes generate an Aa
 zygote, with all mitochondria deriving from the A
 gamete, thereby eliminating the defective (pale) mitochondria. In the lower cross, two a
 gametes fuse, and the defective mitochondria are passed on to the aa
 zygote. Each of these zygotes (Aa
 and aa
 ) now forms gametes. The a
 mitochondria have now been ‘cleaned up’ by a couple of rounds of uniparental inheritance. That improves the fitness of biparental gametes, so the fitness benefit ‘leaks’ through the population, ultimately arresting its own spread.

Well, this was a direct disproof of my own idea, so I didn’t like it much. We tried everything we could think of to make it work, but eventually I had to concede that there are no realistic circumstances in which a uniparental mutant could drive the evolution of two mating types. Mating types must have evolved for some other reason.
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 Even so, uniparental inheritance exists. Our model would simply be wrong if we could not explain that. In fact, we showed that if two mating types did
 already exist, for some other reason, then certain conditions could
 fix uniparental inheritance: specifically, a large number of mitochondria, and a high mitochondrial mutation rate. Our conclusion seemed incontrovertible; and our explanation sits more comfortably with the known exceptions to uniparental inheritance in the natural world. It also made sense of the fact that uniparental inheritance is practically universal among multicellular organisms, animals such as ourselves, which do in general have large numbers of mitochondria and high mutation rates.

This is a fine example of why mathematical population genetics is important: hypotheses need to be tested formally, by whatever methods are possible; in this case, a formal model showed clearly that uniparental inheritance cannot fix in a population unless two mating types already exist. This is as close to rigorous proof as we can get. But all was not yet lost. The difference between mating types and ‘true’ sexes (in which males and females are obviously different) is opaque. Many plants and algae have both mating types and sexes. Perhaps our definition of sexes was wrong, and we really should be considering the evolution of true sexes, rather than two ostensibly identical mating types. Could uniparental inheritance account for the distinction between true sexes in animals and plants? If so, mating types might have arisen for other reasons, but the evolution of true sexes could still have been driven by mitochondrial inheritance. Frankly, that seemed a weak idea, but worth a look. That reasoning did not begin to prepare us for the revelatory answer that we actually found, an answer that emerged precisely because we did not
 start out with the normal assumption that uniparental inheritance is universal, but with the disappointing conclusions of our own previous study.


Immortal germline, mortal body


Animals have large numbers of mitochondria, and we use them ceaselessly to power our supercharged lifestyles, giving us high mitochondrial mutation rates, right? More or less right. We have hundreds or thousands of mitochondria in each cell. We don’t know their mutation rate for sure (it’s difficult to measure directly) but we do know that over many generations, our mitochondrial genes evolve some 10–50 times faster than genes in the nucleus. This implies that uniparental inheritance ought to fix readily in animals. In our model, we did indeed find that uniparental inheritance will fix more easily in multicellular than single-celled organisms. No surprises there.

But we are easily misled by thinking about ourselves. The first animals were not like us: they were more like sponges or corals, sessile filter feeders that don’t move around, at least not in their adult forms. Not surprisingly, they don’t have many mitochondria, and the mitochondrial mutation rate is low – lower, if anything, than in the nuclear genes. This was the starting point for the PhD student Arunas Radzvilavicius, yet another gifted physicist attracted to the big problems of biology. One begins to wonder if all the most interesting problems in physics are now in biology.

What Arunas realised is that simple cell division in multicellular organisms has a rather similar effect to uniparental inheritance: it increases the variance between cells. Why? Each round of cell division apportions the mitochondrial population randomly between the daughter cells. If there are a few mutants, the chances of them being distributed exactly equally is low – it’s far more likely that one daughter cell will receive a few more mutants than the other. If this is repeated over many rounds of cell division, the outcome is greater variance; some great-great-great-granddaughter cells will end up inheriting a greater mutant load than others. Whether this is a good or a bad thing depends on which cells receive the bad mitochondria, and how many there are.

Imagine an organism like a sponge, in which all the cells are quite similar. It’s not differentiated into lots of specialised tissues, like brain and intestine. Cut up a living sponge into small pieces (don’t do this at home) and it can regenerate itself from those bits and pieces. It can do so because stem cells, lurking more or less anywhere, can give rise to new germ cells as well as new somatic (body) cells. In this regard, sponges are similar to plants – neither of them sequesters a specialised germline early in development, but instead they generate gametes from stem cells in many tissues. This difference is critical. We have a dedicated germline, which is hidden away early on in embryonic development. A mammal would normally never produce germ cells from stem cells in the liver. Sponges, corals and plants, however, can grow new sexual organs producing gametes from many different places. There are explanations for these differences, rooted in competition between cells, but they are not really compelling.
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 What Arunas found is that all these organisms have one thing in common: they have a small number of mitochondria and a low mitochondrial mutation rate. And the few mutations that do occur can be eliminated by segregation
 . It works like this.

Recall that multiple rounds of cell division increase the variance between cells. That goes for germ cells too. If the germ cells are sequestered early on in development, there can’t be much difference between them – the few rounds of cell division don’t generate much variance. But if germ cells are selected at random from adult tissues, then there will be much greater differences between them (
Figure 30

 ). Multiple rounds of cell division mean that some germ cells accumulate more mutations than others. Some will be nearly perfect, others a dreadful mess – there is high variance between them. That is what natural selection needs: it can weed out all the bad cells, so only the good ones survive. Over generations, the quality of germ cells increases; selecting them randomly from adult tissues works better than hiding them away, putting them ‘on ice’ early in development.

So greater variance is good for the germline, but it can be devastating for the health of an adult. Bad germ cells are eliminated by selection, leaving the better ones to seed the next generation; but what about bad stem cells, which give rise to new adult tissues? These will tend to produce dysfunctional tissues that may be unable to support the organism. The fitness of the organism as a whole depends on the fitness of its worst organ. If I have a heart attack, the function of my kidneys is immaterial: my healthy organs will die along with the rest of me. So there are both advantages and disadvantages to increasing mitochondrial variance in an organism, and the advantage to the germline may well be offset by the disadvantage to the body as a whole. The degree to which it is offset depends on the number of tissues and the mutation rate.

The more tissues there are in an adult, the greater the likelihood that a vital tissue will accumulate all the worst mitochondria. Conversely, with only one tissue type, this is not a problem, as there is no interdependence – no organs whose failure can undermine the function of the whole individual. In the case of a simple organism with a single tissue, then, increased variance is unequivocally good: it’s beneficial for the germline and not particularly detrimental to the body. We therefore predicted that the first animals, with (presumably) low mitochondrial mutation rates and very few tissues, should have had biparental inheritance and lacked a sequestered germline. But when early animals became slightly more complex, with more than a couple of different tissues, increased variance within the body itself becomes disastrous for adult fitness, as it inevitably produces both good and bad tissues – the heart attack scenario. To improve adult fitness, mitochondrial variance must be decreased so that nascent tissues all receive similar, mostly good, mitochondria.





Figure 30
 Random segregation increases variance between cells


If a cell starts with a mixture of different types of mitochondria, which are doubled and then divided roughly equally between two daughter cells, the proportions will vary slightly with each cell division. Over time these differences are amplified, as each cell partitions an increasingly distinct population of mitochondria. If the final daughter cells at the right become gametes, then repeated cell division has the effect of increasing variance between gametes. Some of these gametes are very good, and others very bad, increasing the visibility to natural selection: exactly the same effect as uniparental inheritance, and a Good Thing. Conversely, if the cells at the right are progenitor cells that give rise to a new tissue or organ, then this increased variance is a disaster. Now some tissues will function well but others will fail, undermining the fitness of the organism as a whole. One way to lower the variance between tissue progenitor cells is to increase the number of mitochondria in the zygote, such that the number of mitochondria partitioned initially is much greater. This can be achieved by increasing the size of the egg cell, giving rise to ‘anisogamy’ (large egg, small sperm).

The simplest way to decrease variance in adult tissues is to start out with more mitochondria in the egg cell. As a statistical rule, variance is lower if a large founder population is partitioned between numerous recipients than if a small population is repeatedly doubled and then partitioned to the same number of recipients. The upshot is that increasing the size of egg cells, packing them with more and more mitochondria, is beneficial. By our calculations, a gene specifying larger eggs will spread through a population of simple multicellular organisms, because it decreases
 the variance between adult tissues, ironing out any potentially devastating differences in function. On the other hand, less variance is not good for gametes, which become more similar to each other, and so less ‘visible’ to natural selection. How can these two opposing tendencies be reconciled? Simple! If only one of the two gametes, the egg cell, increases in size, whereas the other shrinks, becoming sperm, that solves both problems. The large egg cell decreases the variance between tissues, improving adult fitness, whereas the exclusion of mitochondria from sperm ultimately results in uniparental inheritance, with only one parent passing on its mitochondria. We’ve already noted that uniparental inheritance of mitochondria increases the variance between gametes, so improving their fitness. In other words, from the simplest of starting points, both anisogamy (distinct gametes, sperm and egg) followed by uniparental inheritance will tend to evolve in organisms with more than one tissue.

I have to stress that all this assumes a low mitochondrial mutation rate. That’s known to be the case in sponges, corals and plants, but it is not the case in ‘higher’ animals. What happens if the mutation rate rises? The benefit of delaying germ-cell production is now lost. Our model shows that mutations accumulate quickly, leaving late germ cells riddled with mutations. As the geneticist James Crow put it, the greatest mutational health hazard in the population is fertile old men. Thankfully, uniparental inheritance means that men don’t pass on their mitochondria at all. Given a faster mutation rate, we find that a gene which induces early sequestration of the germline will spread through a population: hiving off an early germline, putting female gametes on ice, limits the accumulation of mitochondrial mutations. Adaptations that specifically lower the germline mutation rate should also be favoured. In fact, mitochondria in the female germline seem to be switched off, hidden in the primordial egg cells that are sequestered early in the embryonic development of ovaries, as shown by my colleague John Allen. He has long argued that the mitochondria in egg cells are genetic ‘templates’, which, being inactive, have a lower mutation rate. Our model supports these ideas for modern fast-living animals with numerous mitochondria and rapid mutation rates, but not for their slower-living ancestors, or for wider groups such as plants, algae and protists.

What does all this mean? It means, astonishingly, that mitochondrial variation alone
 can explain the evolution of multicellular organisms that have anisogamy (sperm and eggs), uniparental inheritance, and a germline, in which female germ cells are sequestered early in development – which together form the basis for all sexual differences between males and females. In other words, the inheritance of mitochondria can account for most of the real physical differences between the two sexes. Selfish conflict between cells may play a role too, but is not necessary: the evolution of the germline–soma distinction can be explained without reference to selfish conflict. Critically, our model specifies an order of events that is not what I would have guessed at the outset. I had imagined that uniparental inheritance was the ancestral state, that the germline evolved next, and that the evolution of sperm and egg cells was connected with the divergence of true sexes. Instead, our model implies that the ancestral state was biparental; anisogamy (sperm and egg) arose next, then uniparental inheritance, and finally the germline. Is this revised order correct? There’s little information either way. But it is an explicit prediction that can be tested, and we hope to do so. The places to look first are sponges and corals. Both groups have sperm and eggs, but lack a sequestered germline. Would they develop one if we selected for a higher mitochondrial mutation rate?

Chapter 1), but that it enabled more active behaviour in large animals. The release from energetic constraints promoted a polyphyletic radiation of many different groups of animals, but animals had already evolved before the Cambrian explosion, before the major rise in oxygen towards the end of the Precambrian.
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 OK, mostly nothing. Some introns have acquired functions, such as binding transcription factors, and sometimes they are active as RNA themselves, interfering with protein synthesis and the transcription of other genes. We are in the midst of an era-defining argument about the function of non-coding DNA. Some of it is certainly functional, but I align myself with the doubters, who argue that most of the (human) genome is not actively constrained in its sequences, and therefore does not serve a purpose that is defined by its sequence. To all intents and purposes, that means it doesn’t have a function. If forced to hazard a guess, I would say that perhaps 20% of the human genome is functional, and the rest is basically junk. But that doesn’t mean it is not useful for some other purpose, such as filling space. Nature abhors a vacuum, after all.
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 Variants of the same gene are termed ‘alleles’. Specific genes remain in the same position on a chromosome, the ‘locus’, but the actual sequence of a specific gene can vary between individuals. If particular variants are common in a population, they are known as alleles. Alleles are polymorphic variants of the same gene, at the same locus. They differ from mutants in frequency. New mutations are present at a low frequency in a population. If they offer an advantage, they may spread through the population until this advantage is counterbalanced by some disadvantage. They have become alleles.
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 The effective population size reflects the amount of genetic variation in a population. In terms of a parasitic infection, a clonal population might as well be a single individual, as any parasitic adaptation that allows it to target a particular gene combination could tear through the entire population. Conversely, large sexual populations tend to have a lot of genetic variation in alleles (while all sharing the same genes). That variation means that some organisms are likely to be resistant to this particular parasitic infection. The effective population size is greater, even if the number of individuals is the same.
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 Blackstone has even suggested a possible mechanism that derives from the biophysics of mitochondria. Host cells whose growth is crippled by mutations would have low ATP demands, so they would break little ATP back down into ADP. Because electron flow in respiration depends on ADP concentration, the respiratory chain would tend to fill up with electrons and become more reactive, forming oxygen free radicals (more on this in the next chapter). In some algae today, free-radical leakage from mitochondria induces the formation of gametes and sex; and this response can be blocked by giving them antioxidants. Could free radicals have triggered membrane fusion directly? It’s possible. Radiation damage is known to cause membrane fusion through a free-radical mechanism. If so, a natural biophysical process could have served as the basis for subsequent natural selection.
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 From a mathematical point of view, all three theories turned out to be variants of each other: each one depends on the mutation rate. In a simple mutation model, the rate of accumulation of mutants obviously depends on the mutation rate. Likewise, when a selfish mutant arises, it replicates a little faster than the wild type, meaning that the new mutant spreads through the population. Mathematically that equates to a faster mutation rate, which is to say, there are more mutants in a given time. The coadaptation model does the opposite. The effective mutation rate is lowered because nuclear genes can adapt to mitochondrial mutants, meaning they are no longer detrimental, hence by our definition they’re not mutants.
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 There are plenty of other possibilities, ranging from ensuring outbreeding to signalling and pheromones. Given that two cells fuse in sex, they first have to find each other, and make sure they fuse with the right cell – another cell of the same species. Cells typically find each other by ‘chemotaxis’, which is to say they produce a pheromone, in effect a ‘smell’, and they move towards the source of the smell, up a concentration gradient. If both gametes produce the same pheromone, they can confuse themselves. They’re likely to swim around in small circles, smelling their own pheromone. It is generally better for only one gamete to produce a pheromone and the other to swim towards it, so the distinction between mating types could relate to the problem of finding a mate.
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 The developmental biologist Leo Buss has argued, for example, that animal cells, being mobile, are more likely to invade the germline, in a selfish attempt to perpetrate themselves, than plant cells, whose cumbersome cell wall renders them virtually immobile. But is that true of corals and sponges too, which are composed of perfectly mobile animal cells? I doubt it. Yet they have no more of a germline than do plants.




Part IV: Predictions




PART IV


PREDICTIONS




7 The power and the glory



Chapter 2. The redox centres are embedded deep inside the respiratory proteins, their precise positions depending on the structure of the proteins, hence on the sequence of the genes that encode the proteins, and hence on both the mitochondrial and nuclear genomes. As noted, electrons hop by a process known as quantum tunnelling. They appear and disappear from each centre with a probability that depends on several factors – the tugging power of oxygen (more specifically, the reduction potential of the next redox centre), the distance between adjacent redox centres, and the occupancy (whether the next centre is already occupied by an electron). The precise distance between redox centres is critical. Quantum tunnelling will only take place over very short distances, less than about 14 Å (recall that an ångström (Å) is about the diameter of an atom). Redox centres spaced further apart might as well be infinitely distant, as the likelihood of electrons hopping between them falls to zero. Within this critical range, the rate of hopping depends on the distance between centres. And that depends on how the two genomes interact with each other.





Figure 31
 The mosaic respiratory chain


Protein structures for complex I (left), complex III (centre left), complex IV (centre right) and the ATP synthase (right), all embedded in the inner mitochondrial membrane. The darker subunits, mostly buried within the membrane, are encoded by genes that are physically located in the mitochondria, whereas the paler subunits, mostly peripheral or outside the membrane, are encoded by genes that reside in the nucleus. These two genomes evolve in dramatically different ways – the mitochondrial genes are passed on asexually from mother to daughter, whereas nuclear genes are recombined by sex every generation; and mitochondrial genes (in animals) also accumulate mutations at up to fifty times the rate of nuclear genes. Despite this propensity to diverge, natural selection can generally eliminate dysfunctional mitochondria, maintaining nearly perfect function over billions of years.

Chapter 5, is the requirement for genes to control respiration locally. Recall that the electrical potential across the thin inner mitochondrial membrane is 150–200 millivolts, giving a field strength of 30 million volts per metre, equal to a bolt of lightning. Genes are needed to control this colossal membrane potential in response to changes in electron flux, oxygen availability, ADP and ATP ratios, number of respiratory proteins, and more. If a gene that is needed for controlling respiration in this way is transferred to the nucleus, and its protein product fails to make it back to the mitochondria in time to prevent a catastrophe, then the natural ‘experiment’ ends right there. Animals (and plants) which did not transfer that particular gene to the nucleus survive, while those that transferred the wrong gene die, their unfortunately misconfigured genes with them.

Selection is blind and merciless. Genes are continuously transferred from the mitochondria to the nucleus. Either the new arrangement works better, and the gene stays in its new home, or it does not, and some penalty is exacted – probably death. In the end, nearly all the mitochondrial genes were either lost altogether or transferred to the nucleus, leaving a handful of critical genes in the mitochondria. This is the basis of our mosaic respiratory chains – blind selection. It works. I doubt that an intelligent engineer would have designed it that way; but this was, I hazard, the only way that natural selection could fashion a complex cell, given the requirement for an endosymbiosis between bacteria. This preposterous solution was necessary. In this chapter, we’ll examine the consequences of mosaic mitochondria: to what extent does this requirement predict
 the traits of complex cells? I will argue that selection for mosaic mitochondria can indeed explain some of the most puzzling common traits of eukaryotes. All of us. The predicted outcomes of selection include effects on our health, our fitness, fertility and longevity, even our history as a species.


On the origin of species


How and where does selection act? We know that it does. The smoking gun of many gene sequences testifies to a history of selection for coadaptation of mitochondrial and nuclear genes: the two sets of genes change in related ways. We can compare the rates of change of mitochondrial and nuclear genes over time – say, the millions of years that separate chimpanzees from humans or gorillas. We immediately see that the genes which interact directly with each other – those that encode proteins in the respiratory chain, for example – change at about the same speed, whereas other genes in the nucleus generally change (evolve) much more slowly. Plainly a change in a mitochondrial gene tends to elicit a compensatory change in an interacting nuclear gene, or vice versa. So we know that some form of selection has taken place; the question is, what processes fashioned such coadaptation?

The answer lies in the biophysics of the respiratory chain itself. Picture what happens if the nuclear and mitochondrial genomes do not
 match properly. Electrons enter the respiratory chain as normal, but the mismatched genomes encode proteins that do not sit comfortably together. Some electrical interactions between amino acids (hydrogen bonds) are disrupted, meaning that one or two redox centres might now be an ångström further apart than normal. As a result, the electrons flow down the respiratory chain to oxygen at a fraction of their normal speed. They begin to accumulate in the first few redox centres, unable to move on, as the downstream redox centres are already occupied. The respiratory chain becomes highly reduced, meaning that the redox centres fill up with electrons (
Figure 32

 ). The first few redox centres are iron-sulphur clusters. The iron is converted from the Fe

3+


 to the Fe
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 (or reduced) form, which can react directly with oxygen to form the negatively charged superoxide radical O
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 . The dot here symbolises a single unpaired electron, the defining signature of a free radical. And that puts the cat among the pigeons.





Figure 32
 Mitochondria in cell death



A
 shows normal electron flow down the respiratory chain to oxygen (wavy arrow), with the current of electrons powering the extrusion of protons across the membrane, and proton flux through the ATP synthase (right) driving ATP synthesis. The pale grey colour of the three respiratory proteins in the membrane indicates that the complexes are not highly reduced, as electrons do not accumulate in the complexes but are passed on quickly to oxygen. B
 shows the concerted effects of slowing electron flux as the result of an incompatibility between mitochondrial and nuclear genomes. Slow electron flux translates into lower oxygen consumption, limited proton pumping, falling membrane potential (because fewer protons are pumped), and collapsing ATP synthesis. The accumulation of electrons in the respiratory chain is signified by the darker shading of the protein complexes. The highly reduced state of complex I increases its reactivity with oxygen, forming free radicals such as superoxide (O

2
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 ). C
 If this situation is not resolved within minutes, then free radicals react with membrane lipids including cardiolipin, resulting in the release of cytochrome c (the small protein loosely associated with the membrane in A
 and B
 and now released in C
 . Loss of cytochrome c precludes electron flux to oxygen altogether, reducing the respiratory complexes even more (now shown in black), increasing free-radical leak, and collapsing membrane potential and ATP synthesis. These factors together trigger the cell death pathway, resulting in apoptosis.

There are various mechanisms, notably the enzyme superoxide dismutase, which quickly eliminate an accumulation of superoxide radicals. But the abundance of such enzymes is carefully calibrated. Too much would risk inactivating a vitally important local signal, which works a bit like a fire alarm. Free radicals act like smoke: eliminate the smoke and you don’t solve the problem. In this case, the trouble is that the two genomes do not function well together. Electron flow is impaired, and this generates superoxide radicals – a smoke signal.
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 Above some threshold, free radicals oxidise nearby membrane lipids, notably cardiolipin, resulting in release of the respiratory protein cytochrome c, which is normally loosely tethered to cardiolipin. That scuppers the flow of electrons altogether, as they need to hop on to cytochrome c to get to oxygen. Remove cytochrome c and electrons can no longer reach the end of the respiratory chain. With no electron flow there can be no further proton pumping, and that means the electrical membrane potential will soon collapse. Thus we have three alterations to electron flux in respiration: first, electron transfer slows down, and so the rate of ATP synthesis also falls. Second, the highly reduced iron–sulphur clusters react with oxygen to produce a burst of free radicals, resulting in the release of cytochrome c
 from its tethering to the membrane. And third, if nothing is done to compensate for these changes, the membrane potential collapses (
Figure 32

 ).

I have just described a curious set of circumstances first discovered in the mid 1990s and greeted at the time with ‘general stupefaction’. This is the trigger for programmed cell death, or apoptosis. When a cell undergoes apoptosis, it kills itself via a carefully choreographed ballet, the cellular equivalent of the dying swan. Far from simply falling to pieces and decomposing, in apoptosis an army of protein executioners, called caspase enzymes, is set loose from within. These cut up the giant molecules of the cell – DNA, RNA, carbohydrates and proteins – into bits and pieces. The pieces are bound up in little packets of membrane, blebs, and fed to surrounding cells. Within a few hours, all traces of its former existence have gone, airbrushed from history as effectively as a KGB cover-up at the Bolshoi.

Apoptosis makes perfect sense in the context of a multicellular organism. It is necessary for sculpting tissues during embryonic development, and removing and replacing damaged cells. What came as a complete surprise was the central involvement of mitochondria, especially the bona fide
 respiratory protein cytochrome c
 . Why on earth would the loss of cytochrome c
 from the mitochondria act as a signal for cell death? Since the discovery of this mechanism, the mystery has only deepened. It turns out that this same combination of events – falling ATP levels, free-radical leak, loss of cytochrome c
 , and a collapse of membrane potential – is conserved right across eukaryotes. Plant cells and yeast kill themselves in response to exactly the same signal. Nobody expected that. Yet it emerges from first principles, as an inevitable consequence of selection for two genomes – it is predictably
 a universal property of complex life.

Let’s think back to our electrons making their way down a mismatched respiratory chain. If the mitochondrial and nuclear genes don’t work properly together, the natural biophysical outcome is apoptosis. This is a beautiful example of natural selection honing a process that cannot be stopped from happening: a natural tendency is elaborated by selection, ultimately becoming a sophisticated genetic mechanism, which retains at its heart a clue to its origin. Two genomes are needed for large complex cells to exist at all. They must work well together, or respiration will fail. If they don’t work properly together, the cell is eliminated by apoptosis. This can now be seen as a form of functional selection against cells with mismatched genomes. Once again, as the Russian-born geneticist Theodosius Dobzhansky famously observed, nothing in biology makes sense except in the light of evolution.

So we have a mechanism for the elimination of cells with mismatched genomes. Conversely, cells with genomes that do work well together will not be eliminated by selection. Over evolution, the outcome is precisely what we see: the coadaptation of mitochondrial and nuclear genomes, such that sequence changes in one genome are compensated for by sequence changes in the other. As noted in the previous chapter, the existence of two sexes increases the variance between female germ cells – different egg cells contain mainly clonal populations of mitochondria, with different eggs amplifying different clones of mitochondria. Some of these clones will happen to work well against the new nuclear background of the fertilised egg, others less well. Those that don’t work sufficiently well are eliminated by apoptosis; those that do work well together survive.

Survive what exactly? In multicellular organisms, the broad answer is development. From a fertilised egg cell (zygote), cells divide to form a new individual. The process is exquisitely controlled. Cells that die unexpectedly by apoptosis during development jeopardise the entire developmental programme and may result in miscarriage, a failure of embryonic development. That isn’t necessarily a bad thing. Much better, from the dispassionate view of natural selection, to halt development early, before too many resources have been dedicated to the new individual, than to allow development to run to full term. In the latter case, the offspring would be born with incompatibilities between the nuclear and mitochondrial genes, potentially causing a mitochondrial disease, breakdown of health, and an early death. On the other hand, terminating development early – sacrificing an embryo if it shows serious incompatibilities between mitochondrial and nuclear genomes – obviously reduces fertility. If a high proportion of embryos fail to develop to full term, the outcome is infertility. The costs and benefits here are absolutely central to natural selection: fitness versus fertility. Plainly there must be refined controls over which incompatibilities trigger apoptosis and death, and which ones are tolerated.

All this may seem a little dry and theoretical. Does it actually matter? Yes! – at least in a few cases, and these could be the tip of an iceberg. The best example comes from Ron Burton, at the Scripps Marine Research Institute, who has been working on mitochondrial–nuclear incompatibilities in the marine copepod Tigriopus californicus
 for more than a decade. Copepods are small crustaceans, 1–2 mm in length, found in almost all wet environments; in this case in the intertidal pools of Santa Cruz Island in southern California. Burton has been crossing between two different populations of these copepods from opposite sides of the island, which were reproductively isolated for thousands of years, despite living only a few miles apart. Burton and his colleagues catalogue what is known as ‘hybrid breakdown’ in matings between the two populations. Intriguingly, there is little effect in the first generation, the result of a single cross between the two populations; but if the female hybrid offspring are then mated with a male from the original paternal population, her own offspring are terribly sickly, in a ‘sorry state’ to borrow from the title of one of Burton’s papers. While there was quite a spectrum of outcomes, on average the hybrid fitness was substantially lower – their ATP synthesis was reduced by about 40%, and this was reflected in similar decreases in survival, fertility and developmental time (in this case, time to metamorphosis, which depends on body size, hence growth rate).

This entire problem could be ascribed to incompatibilities between mitochondrial and nuclear genes by a simple expedient – backcrossing male hybrid offspring with females from the original maternal population. Their offspring were now restored to full and normal fitness. In the opposite experiment, however – crossing female hybrid offspring with males from the original paternal population – there was no positive effect on fitness. The offspring remained sickly; indeed they were worse than ever. The results are easy enough to understand. The mitochondria always come from the mother, and to function properly need to interact with genes in the nucleus that are similar to those of the mother. By crossing with males from a genetically distinct population, the mother’s mitochondria are paired with nuclear genes that don’t function well with her mitochondria. In the first generation cross, the problem is not too severe, as 50% of nuclear genes still come from the mother, and these work well with her mitochondria. By the second generation of hybrids, though, 75% of nuclear genes are now mismatched to the mitochondria, and we see a serious breakdown in fitness. Crossing hybrid males with females from the original maternal population means that 62.5% of nuclear genes now derive from the maternal population and match
 the mitochondria. Full health is restored. But the reverse cross has the opposite effect: the maternal mitochondria are now mismatched
 with some 87.5% of nuclear genes. No wonder they were a sickly bunch.

Hybrid breakdown. Most of us are familiar with the idea of hybrid vigour. Outcrossing is beneficial, because unrelated individuals are less likely to share the same mutations in the same genes, so the copies inherited from the father and mother are likely to be complementary, improving fitness. But hybrid vigour only goes so far. Crosses between distinct species are likely to produce offspring that are unviable or sterile. This is hybrid breakdown. The sexual barriers between closely related species are far more permeable than the textbooks would have us believe – species that prefer to ignore each other in the wild, for behavioural reasons, will often mate successfully in captivity. The traditional definition of a species – the failure to produce fertile offspring in crosses between populations – is simply not true for many closely related species. Nonetheless, as populations diverge over time, reproductive barriers do build up between them, and ultimately such crosses do indeed fail to produce fertile offspring. These barriers must begin to assert themselves in crosses between populations of the same species that have been reproductively isolated for long periods, as in Ron Burton’s copepods. In this case, the breakdown is entirely attributable to incompatibilities between mitochondrial and nuclear genes. Could similar incompatibilities cause hybrid breakdown in the origin of species more generally?

I suspect so. This is of course only one mechanism among many, but other examples of ‘mitonuclear’ breakdown have been reported across many species, from flies and wasps to wheat, yeast, and even mice. The fact that this mechanism emerges from a requirement
 for two genomes to work properly together implies that speciation follows inevitably in eukaryotes. Even so, the effects are sometimes more pronounced than others. The reason apparently relates to the rate of change of mitochondrial genes. In the case of copepods, the mitochondrial genes evolve up to 50 times faster than genes in the nucleus. In the case of the fruit fly Drosophila
 , however, the mitochondrial genes evolve much more slowly, barely twice the speed of genes in the nucleus. Accordingly, mitonuclear breakdown is more serious in copepods than in fruit flies. The faster rate of change translates into more differences in sequence within a given time, hence a greater likelihood of incompatibilities between genomes in crosses between different populations.

Exactly why the mitochondrial genes of animals evolve much faster than nuclear genes is unknown. Doug Wallace, the inspirational pioneer of mitochondrial genetics, argues that mitochondria are the front line in adaptation. Rapid changes in mitochondrial genes enable animals to adapt swiftly to changing diets and climates, the first steps that precede slower morphological adaptations. I like the idea, although there is as yet little good evidence either for or against it. But if Wallace is right, then adaptation is improved by continually throwing up new variants in mitochondrial sequence on which selection can act. These changes, in being the first to facilitate adaptations to new environments, are also among the first harbingers of speciation. That corresponds to a curious old rule in biology, first laid down by the inimitable J.B.S. Haldane, one of the founding fathers of evolutionary biology. A new interpretation of this rule suggests that mitonuclear coadaptation might indeed play an important role in the origin of species, and in our own health.


Sex determination and Haldane’s rule


Haldane was given to memorable pronouncements, and in 1922 he came up with this remarkable proclamation:

When in the offspring of two different animal races one sex is absent, rare, or sterile, that sex is the heterozygous [heterogametic] sex.

It would have been easier if he had said the ‘male’, but that would actually have been less sweeping. The male is heterozygous or heterogametic in mammals, meaning that the male has two different sex chromosomes – an X and a Y chromosome. Female mammals have two X chromosomes, and are therefore homozygous for their sex chromosomes (homogametic). It’s the other way round for birds and some insects. Here the female is heterogametic, having a W and a Z chromosome, whereas the male is homogametic, with two Z chromosomes. Imagine a cross between a male and female from two closely related species, which produces viable offspring. But now look more carefully at these offspring: they are all male, or all female; or if both sexes are present, then one of the two sexes is sterile or otherwise maimed. Haldane’s rule says that this sex will be the male in mammals and the female in birds. The catalogue of examples that has been pieced together since 1922 is impressive: hundreds of cases conform to the rule, across many phyla, with surprisingly few exceptions for a subject as confounded by exceptions as biology.

There have been various plausible explanations for Haldane’s rule, though none of them can account for all cases, hence none of them is intellectually entirely satisfying. For example, sexual selection is stronger in males, which must compete among themselves for the attentions of females (technically there is greater variance in reproductive success between males than females, making male sexual traits more visible to selection). That in turn makes males more vulnerable to hybrid breakdown in a cross between different populations. The trouble is that this particular explanation does not explain why male birds are less vulnerable to hybrid breakdown than females.

Another difficulty is that Haldane’s rule arguably goes beyond mere sex chromosomes, which look parochial on a wider view of evolution. Many reptiles and amphibians don’t have sex chromosomes at all, but define their sexes on the basis of temperature; eggs incubated at a warmer temperature develop into males, or occasionally vice versa. In fact, given its apparently basic importance, the mechanisms of sex determination are perplexingly variable across species. Sex can be determined by parasites, or by the number of chromosomes, or by hormones, environmental triggers, stress, population density, or even mitochondria. The fact that one of the two sexes tends to be worse affected in crosses between populations, even when sex is not determined by any chromosomes at all, suggests there might be a deeper mechanism afoot. Indeed, the very fact that the detailed mechanisms of sex determination are so variable, yet the development of two sexes is so consistent, implies that there could be some conserved underlying basis to sex determination (the process driving male or female development) which different genes merely embroider.

One possible underlying basis is metabolic rate. Even the ancient Greeks appreciated that males are, literally, hotter than females – the ‘hot male’ hypothesis. In mammals such as humans and mice, the earliest distinction between the two sexes is the growth rate: male embryos grow slightly faster than females, a difference that can be measured within hours of conception, using a ruler (but definitely don’t try that at home). On the Y chromosome, the gene that dictates male development in humans, the SRY
 gene, speeds up the growth rate by turning on a number of growth factors. There is nothing sex specific about these growth factors: they are normally active in both males and females, it’s just that their activity is set at a higher level in males than females. Mutations that increase the activity of these growth factors, speeding growth rate, can induce a sex change, forcing male development on female embryos lacking a Y chromosome (or SRY
 gene). Conversely, mutations that lower their activity can have the opposite effect, converting males with a perfectly functional Y chromosome into females. All this implies that growth rate is the real force behind sexual development, at least in mammals. The genes are just holding the reins, and can easily be replaced over evolution – one gene that sets the growth rate is replaced by a different gene that sets the same growth rate.

The idea that males have a faster growth rate corresponds intriguingly to the fact that temperature determines which sex develops in amphibians and reptiles such as alligators. This is related because metabolic rate also depends in part on temperature. Within limits, raising the body temperature of a reptile by 10°C (by basking in the sun, for example) roughly doubles the metabolic rate, which in turn sustains a faster growth rate. While it’s not always the case that males develop at the higher temperature (for various subtle reasons) the link between sex and growth rate, set either by genes or temperature, is more deeply conserved than any particular mechanism. It does look as if various opportunistic genes have from time to time grabbed the reins of developmental control, setting a developmental rate that induces male or female development. This is one reason, incidentally, why men need not fear the demise of the Y chromosome – its function will probably be taken over by some other factor, possibly a gene on a different chromosome, which sets the faster metabolic rate needed for male development. It might also account for the strange vulnerability of external testicles in mammals; getting the temperature right is much more deeply embedded in our biology than scrota.

These ideas, I must say, came as a revelation to me. The hypothesis that sex is determined ultimately by metabolic rate has been advanced over several decades by Ursula Mittwoch, a colleague at UCL, who is still remarkably active and publishing important papers at the age of 90. Her papers are not as well known as they should be, perhaps because measurements of ‘unsophisticated’ parameters such as growth rate, embryo size, and gonadal DNA and protein content seemed old-fashioned in the era of molecular biology and gene sequencing. Now that we are entering a new era of epigenetics (what factors control gene expression?) her ideas resonate better, and I hope will take their proper place in the history of biology.
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But how does all this relate to Haldane’s rule? Sterility or inviability corresponds to a loss of function. Beyond some threshold, the organ or the organism fails. The limits of function depend on two simple criteria – the metabolic demands required to accomplish the task (making sperm, or whatever) and the metabolic power available. If the power available is lower than that required, then the organ or organism dies. In the subtle world of gene networks, these may seem to be absurdly blunt criteria, but they’re nonetheless important for that. Put a plastic bag over your head, and you cut off your metabolic power in relation to your needs. Function ceases in little more than a minute, at least in the brain. The metabolic requirements of your brain and heart are high; they will be the first to die. Cells in your skin or intestines might survive much longer; they have much lower requirements. The residual oxygen will be sufficient to meet their low metabolic needs for hours or perhaps even days. From the view point of our constituent cells, death is not all or nothing, it is a continuum. We are a constellation of cells, and they do not all die at once. Those with the highest demands generally fail to meet them first.

This is precisely the problem in mitochondrial diseases. Most involve neuromuscular degeneration, affecting the brain and skeletal muscle, essentially the tissues with the highest metabolic rate. Sight is especially vulnerable: the metabolic rate of cells in the retina and optic nerve is the highest in the body, and mitochondrial diseases such as Leber’s hereditary optic neuropathy affect the optic nerve, causing blindness. It is difficult to generalise about mitochondrial diseases, as their severity depends on many factors – the type of mutation, the number of mutants, and also their segregation between tissues. But setting that aside, the fact remains that mitochondrial diseases mostly affect the tissues with the highest metabolic demands.

Imagine that the number and type of mitochondria in two cells are the same, giving them matching capacity to generate ATP. If the metabolic demands imposed on these two cells are different, the outcome will be different (
Figure 33

 ). For the first cell, let’s say its metabolic demands are low: it meets them comfortably, producing more than enough ATP, and spending it on whatever its task may be. Now imagine that the demands on the second cell are much greater – actually higher than its maximal capacity for producing ATP. The cell strains to match its demands, its whole physiology geared to meet this high output. Electrons pour into the respiratory chains, but their capacity is too low: the electrons are entering faster than they can leave again. The redox centres become highly reduced, and react with oxygen to produce free radicals. These oxidise the surrounding membrane lipids, releasing cytochrome c
 . Membrane potential falls. The cell dies by apoptosis. This is still a form of functional selection, even in a tissue setting, as cells that can’t meet their metabolic demands are eliminated, leaving those that can.

Of course, the removal of cells that don’t work well enough only improves overall tissue function if they are replaced with new cells from the stem-cell population. A major problem with neurons and muscle cells is that they cannot be replaced. How could a neuron be replaced? Our life’s experience is written into synaptic networks, each neuron forming as many as 10,000 different synapses. If the neuron dies by apoptosis, those synaptic connections are lost forever, along with all the experience and personality that might have been written into them. That neuron is irreplaceable. In fact, while less obviously necessary, all terminally differentiated tissues are irreplaceable – their very existence is impossible without the deep distinction between germline and soma discussed in the previous chapter. Selection is all about offspring. If organisms with large and irreplaceable brains leave more viable offspring than organisms with small replaceable brains, then they will thrive. Only when there is a distinction between the germline and soma can selection act in this way; but when it does, the body becomes disposable. Lifespan becomes finite. And cells that can’t meet their metabolic requirements will kill us in the end.

That’s why the metabolic rate matters. Cells with a faster metabolic rate are more likely to fail to meet their demands, given the same mitochondrial output. Not only mitochondrial diseases, but also normal ageing and age-related diseases, are most likely to affect the tissues with the highest metabolic demands. And to come full circle – the sex with the highest metabolic demands. Males have a faster metabolic rate than females (in mammals at least). If there is some genetic defect in the mitochondria, that defect will be unmasked largely in the sex with the faster metabolic rate – the male. Some mitochondrial diseases are indeed more common in men than in women; Leber’s hereditary optic neuropathy, for example, is five times more prevalent in men, while Parkinson’s disease, which also has a strong mitochondrial component, is twice as common. Males should also be more seriously affected by mitonuclear incompatibilities. If such incompatibilities are produced by outcrossing between reproductively isolated populations, the result should be hybrid breakdown. Thus hybrid breakdown is most marked in the sex with the highest metabolic rate, and in that sex, within the tissues with the highest metabolic rate. Again, all of this is a predictable
 consequence of the requirement for two genomes in all complex life.





Figure 33
 Fate depends on capacity to meet demand


Two cells with equivalent mitochondrial capacity, facing different demands. In A
 the demand is moderate (signified by the arrows); the mitochondria can meet it comfortably without becoming highly reduced (denoted by the pale grey shading). In B
 the initial demand is moderate, but then increases to a far higher level. Electron input to the mitochondria increases commensurately, but their capacity is insufficient and the respiratory complexes become highly reduced (dark shading). Unless capacity can be increased swiftly, the outcome is cell death by apoptosis (as depicted in Figure 32
 ).

These considerations offer a beautiful and simple explanation of Haldane’s rule: the sex with the fastest metabolic rate is more likely to be sterile or inviable. But is it true, or indeed important? An idea can be true but trivial, and none of this is incompatible with other causes of Haldane’s rule. There is nothing to say that metabolic rate should be the sole cause; but is it a significant contributor? I think so. Temperature is well known to exacerbate hybrid breakdown, for example. When the flour beetle Tribolium castaneum
 is crossed with a closely related species Tribolium freeman
 , the hybrid offspring are healthy at their normal rearing temperature of 29°C – but if they are raised at 34°C, the females (in this case) develop deformities in their legs and antenna. That kind of sensitivity to temperature is widespread, often causing sex-specific sterility, and is most easily understood in terms of metabolic rate. Above a certain threshold of demand, particular tissues will start to break down.

Those particular tissues often include the sex organs, especially in males, where sperm production continues throughout life. A striking example is found in plants, known as cytoplasmic male sterility. Most flowering plants are hermaphrodites, but a large proportion exhibit male sterility, giving them two ‘sexes’ – hermaphrodites and (male-sterilized) females. This mishap is caused by mitochondria and has usually been interpreted in terms of selfish conflict.
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 But molecular data suggest that male sterility may simply reflect metabolic rate. The plant scientist Chris Leaver, in Oxford, has shown that the cause of cytoplasmic male sterility in sunflowers is a gene encoding a single subunit of the ATP synthase enzyme in the mitochondria. The problem in this case is an error in recombination, which affects a relatively small proportion (importantly, not all) of the ATP synthase enzymes. That lowers the maximum rate of ATP synthesis. In most tissues, the effects of this mutation are unnoticeable – only the male sex organs, the anthers, actually degenerate. They degenerate because their constituent cells die by apoptosis, involving the release of cytochrome c
 from their mitochondria in exactly the same way as in ourselves. The anthers seem to be the only tissue in the sunflower with a metabolic rate that is high enough to trigger degeneration: only there do the faulty mitochondria fail to meet their metabolic demands. The outcome is male-specific sterility.

Similar findings have been reported in the fruit fly Drosophila
 . By transferring the nucleus from one cell to another, it’s possible to construct hybrid cells (cybrids) in which the nuclear genome is more or less identical, but the mitochondrial genes differ.
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 Doing this with egg cells produces embryonic flies that are genetically identical in their nuclear background, but which have mitochondrial genes from related species. The outcomes are strikingly different, depending on the mitochondrial genes. In the best cases, there is nothing wrong with the newborn flies. In the worst crosses, the males are sterile, the male being the heterogametic sex in Drosophila
 . Most interesting are the intermediate cases, where the flies seem to be fine. A closer look at the activity of genes in various organs shows that they are troubled in their testes, however. More than 1,000 genes in the testes and accessory sexual organs are up-regulated in male flies. Quite what is going on is not well understood, but the simplest explanation, in my eyes, is that these organs can’t really cope with the metabolic demands placed upon them. Their mitochondria are not wholly compatible with genes in the nucleus. Cells in the testes, with their high metabolic demands, are physiologically stressed, and this stress produces a response that involves a substantial part of the genome. As in cytoplasmic male sterility in plants, only the metabolically challenged sex organs are affected – and only in males.
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If all that’s the case, why are females affected in birds? Roughly the same reasoning holds, but with some intriguing differences. In a few birds, notably birds of prey, the female is larger than the male, and so presumably grows faster. But that is not universal. Ursula Mittwoch’s early work shows that in chickens the ovaries outgrow the testes, after a slow start for the first week or so. In these cases the prediction would be that female birds should suffer from sterility rather than inviability, as only their sex organs grow faster. But that is not true. Most cases of Haldane’s rule in birds in fact seem to be inviability rather than sterility. I was baffled by that until last year when Geoff Hill, a specialist in sexual selection in birds, sent me his paper on Haldane’s rule in birds. Hill pointed out that a few nuclear genes encoding respiratory proteins in birds are found on the Z chromosome (recall that, in birds, males have two Z chromosomes, while females have one Z and one W chromosome, making them the heterogametic sex). Why does that matter? If female birds only inherit one copy of the Z chromosome, they only get one copy of several critical mitochondrial genes and they inherit them from their father. If the mother did not choose the father with care, then her mitochondrial genes might not match the single copy of his nuclear genes. Breakdown could be immediate and serious.

Hill argues that this arrangement places the burden on the female to select her mate with extreme care, or pay the grave penalty (her female offspring die). That in turn could account for the vibrant plumage and coloration of male birds. If Hill is right, the detailed pattern of the plumage signals the mitochondrial type: sharp demarcations in pattern are postulated to reflect sharp demarcations in mitochondrial DNA type. The female therefore uses pattern as a guide to compatibility. But a male of the right type can still be a pretty poor specimen. Hill argues that the vibrancy of colour reflects mitochondrial function, as most pigments are synthesised in the mitochondria. A brightly coloured male must have top-quality mitochondrial genes. There’s little evidence to back this hypothesis at present, but it gives a sense of how pervasive the requirement for mitonuclear coadaptation could turn out to be. It’s a sobering thought that the requirement for two genomes in complex life could explain evolutionary conundrums as disparate as the origin of species, the development of sexes, and the vivid coloration of male birds.

And it may run even deeper. There are penalties for getting mitonuclear incompatibility wrong, but also costs to getting it right, achieving good compatibility. The balance of costs and benefits should differ between different species, depending on their aerobic requirements. The trade-off, we’ll see, is between fitness and fertility.


The threshold of death


Imagine you can fly. Gram per gram, you have more than twice the power of a cheetah in full flight, a remarkable combination of strength, aerobic capacity, and lightness. You have no hope of getting airborne if your mitochondria are not practically perfect. Consider the competition for space in your flight muscles. You need myofibrils, of course, the sliding filaments that produce muscle contraction. The more of these you can pack in, the stronger you will be, as the strength of a muscle depends on its cross-sectional area, like a rope. Unlike a rope, however, muscle contraction has to be powered by ATP. To sustain exertion for much more than a minute requires ATP synthesis on the spot. That means you need mitochondria right there in your muscle. They take up space that could otherwise be occupied by more myofibrils. Mitochondria also need oxygen. That means capillaries, to deliver oxygen and remove waste. The optimal space distribution in aerobic muscle is around a third for myofibrils, a third for mitochondria, and a third for capillaries. That’s true for us, and cheetahs, and humming birds, which have by far the fastest metabolic rates of all vertebrates. The bottom line is we can’t get more power just by accumulating more mitochondria.

All this means that the only way birds can generate enough power to remain airborne for long is to have ‘supercharged’ mitochondria, able to generate more ATP per second per unit of surface area than ‘normal’ mitochondria. The electron flux from food to oxygen must be fast. That translates into fast proton pumping and a fast rate of ATP synthesis, necessary to sustain the high metabolic rate. Selection must act at every step, speeding up the maximum rate at which each respiratory protein operates. We can measure these rates, and we know that the enzymes in the mitochondria of birds do indeed operate faster than those in mammals. But, as we’ve seen, the respiratory proteins are mosaics, composed of subunits encoded by two different genomes. Fast electron flux entails strong selection for the two genomes to work well together, for mitonuclear coadaptation. The greater the aerobic requirements, the stronger this selection for coadaptation must be. Cells with genomes that don’t work well together are eliminated by apoptosis. The most reasonable place for such selection to occur, as we’ve seen, is during embryonic development. From a dispassionately theoretical point of view, it makes more sense to terminate embryonic development very early on if the embryo has incompatible genomes, which don’t work well enough together to sustain flight.

But how incompatible is incompatible, how bad is bad? Presumably, there must be some sort of a threshold, a point at which apoptosis is triggered. Above that threshold, the speed of electron flux through the mosaic respiratory chain is just not good enough – it’s not up to the job. Individual cells, and by extension the whole embryo, die by apoptosis. Conversely, below the threshold, electron flux is fast enough. If so, then it follows that the two genomes must function well together. The cells, and by extension the whole embryo, do not kill themselves. Instead, development continues, and all being well a healthy chick is born, its mitochondria ‘pretested’ and stamped fit for purpose.
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 The crucial point is that ‘fit for purpose’ must vary with the purpose. If the purpose is flight, then the genomes have to match nearly perfectly. The cost of high aerobic capacity is low fertility. More embryos that could have survived some lesser purpose must be sacrificed on the altar of perfection. We can even see the consequences in mitochondrial gene sequences. Their rate of change in birds is lower than in most mammals (except bats, which face the same problem as birds). Flightless birds, which don’t face the same constraints, have a faster rate of change. The reason that most birds have low rates of change is that they have already perfected their mitochondrial sequence for flight. Changes from this ideal sequence are not readily tolerated, so are typically eliminated by selection. If most change is eliminated, then what remains is relatively unchanging.

What if we embrace a lesser purpose? Let’s say I am a rat (as my son’s school song goes, ‘there’s no escaping that’) and I have no interest in flying. It would be stupid to sacrifice most of my prospective offspring on the altar of perfection. We’ve seen that the trigger for apoptosis – functional selection – is free-radical leak. A sluggish flux of electrons in respiration betokens a poor compatibility between the mitochondrial and nuclear genomes. The respiratory chains become highly reduced and leak free radicals. Cytochrome c
 is released and membrane potential falls. If I were a bird, this combination is the trigger for apoptosis. My offspring would die in embryo again and again. But I’m a rat and I don’t want that. What if, by some biochemical sleight of hand, I ‘ignore’ the free-radical signal that heralds the death of my offspring? I raise the death threshold, meaning I can tolerate more free-radical leak before triggering apoptosis. I gain an immeasurable benefit: most of my offspring survive embryonic development. I become more fertile. What price will I pay for my burgeoning fertility?

Certainly I’m never going to fly. And more generally, my aerobic capacity will be limited. The chance of my offspring having an optimal match between mitochondrial and nuclear genes is remote. That leads straight to another important pairing of costs and benefits – adaptability versus disease. Recall Doug Wallace’s hypothesis that the rapid evolution of mitochondrial genes in animals facilitates their adaptation to different diets and climates. We don’t really know how, or indeed if, this really works, but it would be surprising if there were no truth in it at all. The first line of adaptation relates to diet and body temperature (we won’t survive for long if we can’t get the basics right) and mitochondria are absolutely central to both. The performance of mitochondria depends in large measure on their DNA. Different sequences of DNA support different levels of performance. Some will work better in cooler environments than hotter ones, or in greater humidity, or burning up a fatty diet, and so on.

There have been hints from the apparently non-random geographical distribution of different types of mitochondrial DNA in human populations that selection in particular environments might indeed exist, but little more than hints. Yet there is undoubtedly less variation in the mitochondrial DNA of birds, as we’ve just noted. The very fact that most changes from the optimal sequence for flight are eliminated by selection means that less varied mitochondrial DNA remains – so there is less scope for selection to choose some mitochondrial variant that just happens to be particularly good in the cold, or with a fatty diet. It’s curious in this regard that birds frequently migrate rather than suffer a seasonal change in environmental conditions. Could it be that their mitochondria are better able to support the exertion of migration than function in the harsher environment they would face if they stayed put? Conversely, rats have a great deal more variation, and from first principles that should give them the raw material for better adaptation. Does it really? Frankly, I don’t know; though rats are pretty adaptable beasts. There’s no escaping that.

But, of course, mitochondrial variation comes at a cost – disease. To a point, that can be avoided by selection on the germline, in which egg cells with mitochondrial mutations are weeded out before they can mature. There is some evidence for such selection – severe mitochondrial mutations tend to be eliminated over several generations, though less severe mutations persist almost indefinitely in mice and rats. But think about that remark again – several generations! Selection here is pretty weak. If you are born with a serious mitochondrial disease it can be little consolation to think that your grandchildren, if you are lucky enough to have any, may be disease free. Even if selection does act against mitochondrial mutations in the germline, this is still no guarantee against mitochondrial disease. Immature egg cells do not have an established nuclear background. Not only are they held in limbo for many years, paused halfway through meiosis, but at this point the father’s genes have yet to be added to the fray. Selection for mitonuclear coadaptation can only occur after the mature egg cell has been fertilised by the sperm, and a new, genetically unique nucleus has been fashioned. Hybrid breakdown is not caused by mitochondrial mutations, but by incompatibilities between nuclear and mitochondrial genes, all of which are perfectly functional in some other context. We’ve already seen that strong selection against mitonuclear incompatibilities necessarily increases the likelihood of infertility. If we don’t want to be infertile, we have to accept the cost – a greater risk of disease. Again, this equation between fertility and disease is a predictable
 outcome of the requirement for two genomes.

So there is a hypothetical death threshold (
Figure 34

 ). Above the threshold the cell, and by extension the whole organism, dies by apoptosis. Below the threshold the cell and the organism survive. This threshold is necessarily variable between different species. For bats and birds and other creatures with high aerobic requirements, the threshold must be set low – even a modest rate of free-radical leak from mildly dysfunctional mitochondria (with slight incompatibilities between mitochondrial and nuclear genomes) signals apoptosis and termination of the embryo. For rats and sloths and couch potatoes with low aerobic requirements, the threshold is set higher: a modest rate of free-radical leak is now tolerated, dysfunctional mitochondria are good enough, the embryo develops. There are costs and benefits to both sides. A low threshold gives a high aerobic fitness and a low risk of disease, but at the cost of a high rate of infertility and poor adaptability. A high threshold gives a low aerobic capacity and higher risk of disease but with the benefits of greater fertility and better adaptability. These are words to conjure with. Fertility. Adaptability. Aerobic fitness. Disease. We can’t cut much closer to the grain of natural selection than that. I reiterate: all these trade-offs emerge inexorably from the requirement for two genomes.





Figure 34
 The death threshold


The threshold at which free-radical leak triggers cell death (apoptosis) should vary between species, depending on the aerobic capacity. Organisms with high aerobic demands need a very good match between their mitochondrial and nuclear genomes. A poor match is betrayed by a high rate of free-radical leak from the dysfunctional respiratory chain (see Figure 32
 ). If a very good match is required, cells should be more sensitive to free-radical leak; even low leak signals that the match is not good enough, triggering cell death (a low threshold). Conversely, if aerobic demands are low then there is nothing to be gained by killing the cell. Such organisms will tolerate higher levels of free-radical leak without triggering apoptosis (a high threshold). The predictions for high and low death threshold are shown in the side panels. Pigeons are hypothesised to have a low death threshold, rats the opposite. Both have the same body size and basal metabolic rate, but pigeons have a much lower rate of free-radical leak. While the veracity of these predictions is unknown, it is striking rats live for just three or four years, pigeons for up to 30.

I just called this a hypothetical death threshold, and so it is. Does it really exist? If so, is it genuinely important? Just think about ourselves. Apparently 40% of pregnancies end in what is known as ‘early occult miscarriage’. ‘Early’ in this context means very early – within the first weeks of pregnancy, and typically before the first overt signs of pregnancy. You’d never know you were pregnant. And ‘occult’ means ‘hidden’ – not clinically recognised. Generally we don’t know why it happened. It’s not caused by any of the usual suspects – chromosomes that failed to separate, giving a ‘trisomy’ and suchlike. Could the problem be bioenergetic? It is hard to prove that one way or the other, but in this brave new world of fast genome sequencing, it should be possible to find out. The emotional distress of infertility has sanctioned some rather insalubrious research into the factors that promote embryo growth. The shockingly clumsy expedient of injecting ATP into a faltering embryo can prolong its survival. Plainly bioenergetic factors matter. By the same token, perhaps these failures are ‘for the best’. Perhaps they had mitonuclear incompatibilities that triggered apoptosis. It is best not to make any moral judgements from evolution. I can only say that I will not forget my own years of shared anguish (thankfully now over), and I, like most people, want to know why. I suspect that a large number of early occult miscarriages do reflect mitonuclear incompatibilities.

But there’s another reason to think the death threshold is real and important. There is one final, indirect cost to having a high death threshold – a faster rate of ageing and a greater propensity to suffer age-related diseases. That statement will raise hackles in some quarters. A high threshold means a high tolerance for free-radical leak before triggering apoptosis. That means species with a low aerobic capacity, like rats, should leak more free radicals. And conversely, species with a high aerobic capacity, such as pigeons, should leak fewer free radicals. I choose these species with care. They have almost equal body masses and basal metabolic rates. On that basis alone, most biologists would predict that they should have a similar lifespan. Yet according to the exquisite work of Gustavo Barja in Madrid, pigeons leak fewer free radicals from their mitochondria than do rats.
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 The free-radical theory of ageing argues that ageing is caused by free-radical leak: the faster the rate of free-radical leak, the faster we age. The theory has had a bad decade, but in this case makes a clear prediction – pigeons should live much longer than rats. They do. A rat lives three or four years, a pigeon for nearly three decades. A pigeon is assuredly not a flying rat. So is the free-radical theory of ageing correct? In its original formulation, the answer is easy: no. But I still think a more subtle form is true.


The free-radical theory of ageing


The free-radical theory has its roots in radiation biology in the 1950s. Ionising radiation splits water to produce reactive ‘fragments’ with single unpaired electrons: oxygen free radicals. Some of these, like the notorious hydroxyl radical (OH

•


 ), are very reactive indeed; others, like the superoxide radical (O

2


 

•–


 ) are tame in comparison. The pioneers of free-radical biology – Rebeca Gerschman, Denham Harman and others – realised that the same free radicals can be formed from oxygen directly, deep down in the mitochondria, with no need for radiation at all. They saw free radicals as fundamentally destructive, capable of damaging proteins and mutating DNA. All that is true – they can. Worse than that, they can initiate long chain reactions, in which one molecule after another (typically membrane lipids) grabs an electron, wreaking havoc right across the delicate structures of a cell. Free radicals, the theory went, ultimately cause a crescendo of damage. Picture it. The mitochondria leak free radicals, which react with all kinds of neighbouring molecules including nearby mitochondrial DNA. Mutations accumulate in the mitochondrial DNA, some of which undermine its function, producing respiratory proteins that leak even more radicals. They damage more proteins and DNA, and before long the rot spreads to the nucleus culminating in an ‘error catastrophe’. Look at a demographic chart of disease and mortality, and you’ll see that their incidence increases exponentially in the decades between 60 and 100. The idea of an error catastrophe (damage feeding on itself) seems to match that graph. And the idea that the whole process of ageing is driven by oxygen, the very gas we need to live, holds the horrifying fascination of a beautiful killer.

If free radicals are bad, antioxidants are good. Antioxidants interfere with the noxious effects of free radicals, blocking the chain reactions, and so preventing the spread of damage. If free radicals cause ageing, antioxidants should slow it down, delaying the onset of diseases and perhaps prolonging our lives. Some celebrated scientists, notably Linus Pauling, bought into the myth of antioxidants, taking several spoonfuls of vitamin C every day. He did live to the ripe old age of 92, but that’s still squarely in the normal range, including some people who drank and smoked throughout their lives. Plainly it’s not as simple as that.

This black-and-white view of free radicals and antioxidants is still current in many glossy magazines and healthfood stores, even though most researchers in the field realised it was wrong long ago. A favourite quote of mine is from Barry Halliwell and John Gutteridge, authors of the classic textbook Free Radicals in Biology and Medicine
 : ‘By the 1990s it was clear that antioxidants are not a panacea for ageing and disease, and only fringe medicine still peddles this notion.’

The free-radical theory of ageing is one of those beautiful ideas killed by ugly facts. And boy, are the facts ugly. Not one tenet of the theory, as it was originally formulated, has withstood the scrutiny of experimental testing. There are no systematic measurements of an increase in free-radical leak from the mitochondria as we age. There is a small increase in the number of mitochondrial mutations, but with the exception of limited regions of tissue, they are typically found at surprisingly low levels, well below those known to cause mitochondrial diseases. Some tissues show evidence of accumulating damage, but nothing that resembles an error catastrophe, and the chain of causality is questionable. Antioxidants most certainly do not prolong life or prevent disease. Quite the contrary. The idea has been so pervasive that hundreds of thousands of patients have enrolled in clinical trials over the past few decades. The findings are clear. Taking high-dose antioxidant supplements carries a modest but consistent risk. You are more likely to die early if you take antioxidant supplements. Many long-lived animals have low levels of antioxidant enzymes in their tissues, while short-lived animals have much higher levels. Bizarrely, pro
 -oxidants can actually extend the lifespan of animals. Taken together, it’s not surprising that most of the field of gerontology has moved on. I discussed all this at length in my earlier books. I’d like to think I was prescient in dismissing the notion that antioxidants slow ageing as long ago as 2002, in Oxygen
 , but frankly I wasn’t. The writing was on the wall even then. The myth has been perpetrated by a combination of wishful thinking, avarice, and a lack of alternatives.

So why, you may well wonder, do I still think that a more subtle version of the free-radical theory is true? For several reasons. Two critical factors were missing from the original theory: signalling and apoptosis. Free-radical signals are central to cell physiology, including apoptosis, as we’ve already noted. Blocking free-radical signals with antioxidants is hazardous and can suppress
 ATP synthesis in cell culture, as shown by Antonio Enriques and his colleagues in Madrid. It seems most likely that free-radical signals optimise respiration, within individual mitochondria, by raising the number of respiratory complexes, so increasing respiratory capacity. Because mitochondria spend much of their time fusing together and then splitting apart again, making more complexes (and more copies of mitochondrial DNA) translates into making more mitochondria – what’s known as mitochondrial biogenesis.
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 Free-radical leak can therefore increase the number of mitochondria, which between them make more ATP! Conversely, blocking free radicals with antioxidants prevents mitochondrial biogenesis, hence ATP synthesis falls as shown by Enriquez (
Figure 35

 ). Antioxidants can undermine
 energy availability.

But we’ve seen that higher rates of free-radical leak, above the death threshold, trigger apoptosis. So are free radicals optimising respiration or eliminating cells by apoptosis? Actually, that’s not as contradictory as it sounds. Free radicals signal the problem that respiratory capacity is low, relative to demand. If the problem can be fixed by making more respiratory complexes, raising respiratory capacity, then all is well and good. If that does not fix the problem, the cell kills itself, removing its presumably defective DNA from the mix. If the damaged cell is replaced by a nice new cell (from a stem cell), then the problem has been fixed, or rather, eradicated.

This central role of free-radical signalling in optimising respiration explains why antioxidants do not prolong life. They can suppress respiration in cell culture because the normal safeguards imposed by the body are not present in cell culture. In the body, massive doses of antioxidants such as vitamin C are barely absorbed; they tend to cause diarrhoea. Any excess that does get into the blood is swiftly excreted in the urine. Blood levels are stable. That’s not to say you should avoid dietary antioxidants, especially vegetables and fruit – you need them. You might even benefit from taking supplementary antioxidants, if you have a poor diet or a vitamin deficiency. But cramming antioxidant supplements on top of a balanced diet (which includes pro-oxidants as well as antioxidants) is counterproductive. If the body allowed high levels of antioxidants into cells, they would cause havoc and potentially kill us through an energy deficiency. So the body doesn’t let them in. Their levels are carefully regulated both inside and outside cells.





Figure 35
 Antioxidants can be dangerous


Cartoon depicting the results of an experiment using hybrid cells, or cybrids. In each case the genes in the nucleus are nearly identical; the main difference lies in the mitochondrial DNA. There are two types of mitochondrial DNA: one from the same strain of mice as the nuclear genes (top, ‘low ROS’), and the other from a related strain with a number of differences in its mitochondrial DNA (middle, ‘high ROS’). ROS stands for reactive oxygen species and equates to the rate of free-radical leak from the mitochondria. The rate of ATP synthesis is depicted by the large arrows, and is equivalent in the low ROS and high ROS cybrids. However, the low ROS cybrid generates this ATP comfortably, with low free-radical leak (denoted by little ‘explosions’ in the mitochondria) and a low copy number of mitochondrial DNA (squiggles). In contrast, the high-ROS cybrid has more than double the rate of free-radical leak, and double the copy number of mitochondrial DNA. Free-radical leak appears to power-up respiration. That interpretation is supported by the bottom panel: antioxidants lower the rate of free-radical leak, but also reduce the copy number of mitochondrial DNA and, critically, the rate of ATP synthesis. So antioxidants disrupt the free-radical signal that optimises respiration.

And apoptosis, by eradicating damaged cells, eliminates the evidence of damage. The combination of free-radical signals and apoptosis together confound most of the predictions of the original free-radical theory of ageing, which was formulated long before either process was known. We don’t see a sustained increase in free-radical leak, or a large number of mitochondrial mutations, or an accumulation of oxidative damage, or any benefit to antioxidants, or an error catastrophe, for these reasons. It all makes perfectly reasonable sense, explaining why the predictions of the original free-radical theory of ageing are mostly wrong. But it doesn’t give any indication of why the free-radical theory might still be right. Why, if they are so well regulated and beneficial, should free radicals have anything to do with ageing at all?

Well, they can
 explain the variance in lifespan between species. We’ve known since the 1920s that lifespan tends to vary with metabolic rate. The eccentric biometrician Raymond Pearl entitled an early article on the subject, ‘Why lazy people live longer’. They don’t; quite the opposite. But this was Pearl’s introduction to his famous ‘rate-of-living theory’, which does have some basis of truth. Animals with a low metabolic rate (often large species such as elephants) typically live longer than animals with a high metabolic rate, like mice and rats.
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 The rule usually holds within major groups such as reptiles, mammals and birds, but doesn’t hold at all well between these groups; hence the idea has been somewhat discredited, or at least ignored. But in fact there is a simple explanation, which we’ve already noted – free-radical leak.

As originally conceived, the free-radical theory of ageing envisioned free radicals as an unavoidable by-product of respiration; about 1–5% of oxygen was thought to be converted unavoidably into free radicals. But that’s wrong on two counts. First, all the classical measurements were made on cells or tissues exposed to atmospheric levels of oxygen, much greater than anything that cells are exposed to within the body. The actual rates of leak may be orders of magnitude lower. We just don’t know how big a difference this makes in terms of meaningful outcomes. And second, free-radical leak is not
 an unavoidable by-product of respiration – it is a deliberate signal, and the leak rate varies enormously between species, tissues, times of the day, hormonal status, calorie intake, and exercise. When you exercise, you consume more oxygen, so your free-radical leak rises, right? Wrong. It remains similar or even goes down, because the proportion of radicals leaked relative to oxygen consumed falls off considerably. That happens because electron flux speeds up in the respiratory chains, meaning that the respiratory complexes become less reduced, and so are less likely to react directly with oxygen (
Figure 36

 ). The details don’t matter here. The point is that there is no simple relationship between the rate of living and free-radical leak. We’ve noted that birds live far longer than they really ‘ought to’ on the basis of their metabolic rate. They have a fast metabolic rate, but leak relatively few free radicals, and live a long time. The underlying correlation is between free-radical leak and lifespan. Correlations are notorious as a guide to causal relationship, but this is an impressive one. Could it be causal?





Figure 36
 Why rest is bad for you


The traditional view of the free-radical theory of ageing is that a small proportion of electrons ‘leak’ out from the respiratory chain during respiration to react directly with oxygen and form free radicals such as the superoxide radical (O

2


 

•–


 ). Because electrons flow faster and we consume more oxygen in active exercise, the assumption has been that free-radical leak increases during exercise, even if the proportion of electrons leaking out remains constant. That is not so. The upper panel here indicates the actual situation during exercise: electron flow down the respiratory chain is fast because ATP is consumed quickly. That allows protons to flux through the ATP synthase, which lowers membrane potential, which allows the respiratory chain to pump more protons, which draws electrons faster down the respiratory chain to oxygen, which prevents the accumulation of electrons in respiratory complexes, lowering their reduction state (represented by the pale grey shading). That means free-radical leak is modest during exercise. The opposite is true at rest (lower panel), meaning there can be higher rates of free-radical leak during inactivity
 . Low consumption of ATP means there is a high membrane potential, it becomes hard to pump protons, so the respiratory complexes gradually fill up with electrons (darker grey shading) and leak more free radicals. Best go for a run.

Consider the consequences of free-radical signalling in the mitochondria: optimising respiration and eliminating dysfunctional mitochondria. The mitochondria that leak the most free radicals will make the most copies of themselves, precisely because free-radical signals correct the respiratory deficit by increasing capacity. But what if the respiratory deficit did not reflect a shift in supply and demand, but rather an incompatibility with the nucleus? Some mitochondrial mutations do occur with ageing, giving rise to a mixture of different mitochondrial types, some of which work better than others with the genes in the nucleus. Think about the problem here. The most incompatible
 mitochondria will tend to leak the most free radicals, and so make more copies of themselves. That can have one of two effects. Either the cell dies by apoptosis, removing its load of mitochondrial mutations, or it doesn’t. Let’s consider what happens if the cell dies first. Either it’s replaced, or it isn’t. If it is replaced, all is well. But if it’s not replaced, for example in brain or heart muscle, then the tissue will slowly lose mass. Fewer cells remain to do the same job, so they are placed under greater pressure. They become physiologically stressed, with the activity of thousands of genes changing, as in the testes of those fruit flies with mitonuclear incompatibilities. At no stage in this process did free-radical leak necessarily damage proteins or cause an error catastrophe. Everything is driven by subtle free-radical signals within the mitochondria, but the outcome is tissue loss, physiological stress, and changes in gene regulation – all changes associated with ageing.

What happens when the cell doesn’t die by apoptosis? If its energy needs are low, they can be met by deficient mitochondria or fermentation to produce lactic acid (what is often, erroneously, called anaerobic respiration). Here we may see the accumulation of mitochondrial mutations in cells that become ‘senescent’. These no longer grow, but can be an angry presence in tissues, being stressed themselves, and often provoke chronic inflammation and the dysregulation of growth factors. That stimulates cells that like to grow anyway, stem cells, vascular cells, and so on, goading them to grow when they had better not. If you’re unlucky they will develop into cancer, an age-related disease in most cases.

It’s worth emphasising again that this whole process is driven by energetic deficiencies that ultimately derive from free-radical signals within the mitochondria. Incompatibilities that accumulate with age undermine mitochondrial performance. This is totally different from the conventional free-radical theory, as it does not call upon oxidative damage in the mitochondria or anywhere else (though of course that doesn’t rule it out; it is simply not necessary). As we’ve noted, because free radicals act as signals that increase ATP synthesis, the prediction
 is that antioxidants should not work: they will not prolong lifespan, nor protect against disease, because they would undermine energy availability if they did ever gain access to mitochondria. This view can also account for the exponential increase in disease and mortality with age: tissue function may decline gently over many decades, eventually falling below the threshold required for normal function. We become less and less able to cope with exertions, and ultimately not even passive existence. This process is recapitulated in everyone, over our dying decades, giving rise to the exponential decline on morticians’ graphs.

So what can we do about ageing? I said that Raymond Pearl was wrong: lazy people don’t live longer – exercise is beneficial. So, within limits, is calorie restriction and low-carbohydrate diet. All promote a physiological stress response (as do pro-oxidants) which tends to clear out defective cells and bad mitochondria, promoting survival in the short term, but typically at the cost of lowering fertility.
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 Again we see the link between aerobic capacity, fertility and longevity. But there is inevitably a limit to what can be achieved by modulating our own physiology. We have a maximum lifespan set by our own evolutionary history, which ultimately depends on the complexity of synaptic connections in our brains, and the size of stem cell populations in other tissues. Henry Ford is said to have visited a scrap heap to determine which parts of derelict Fords were still operational, then insisting that, in new models, these pointlessly long-lasting parts should be replaced with cheaper versions to save money. Likewise, in evolution, there is no point in maintaining a large and dynamic population of stem cells in the stomach lining if they are never used, because our brains wear out first. In the end, we are optimised by evolution to our expected lifespan. I doubt we will ever find a way of living much beyond 120 by merely fine-tuning our physiology.

But evolution is a different matter. Think back to the variable threshold of death. Species with high aerobic requirements, like bats and birds, have a low threshold: even modest free-radical leak will trigger apoptosis during embryonic development, and only the offspring with low leak will develop to full term. This low rate of free-radical leak corresponds to a long lifespan, for the reasons we’ve just discussed. Conversely, animals with low aerobic requirements – mice, rats, and so on – have a higher death threshold, tolerate higher levels of free-radical leak, and ultimately have shorter lives. There is a straightforward prediction here: selection for greater aerobic capacity, over generations, should prolong lifespan. And so it does. Rats, for example, can be selected for their capacity to run on a treadmill. If the highest-capacity runners in each generation are mated among themselves, and the same is done with the lowest-capacity runners, lifespan increases in the high-capacity group and decreases in the low-capacity group. Over ten generations, the high-capacity runners increase their aerobic capacity by 350% relative to the low-capacity runners, and live nearly a year longer (a large difference, given that rats normally live for about three years). I would argue that similar selection took place during the evolution of bats and birds, and indeed endotherms (warm-blooded animals) more generally, ultimately increasing their lifespan by an order of magnitude.
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We may not wish to select ourselves on such a basis; that smacks far too much of eugenics. Even if it actually worked, such social engineering would produce more problems than it solves. But in fact we might already have done so. We do have a high aerobic capacity relative to other great apes. We do live a lot longer than them – we live nearly twice as long as chimps and gorillas, which have a similar metabolic rate. Perhaps we owe that to our formative years as a species, chasing gazelle across the African savannah. You might not gain enormous pleasure from endurance running, but it sculpted us as a species. There’s no gain without pain. From a simple consideration of the requirements for two genomes, we can predict that our ancestors increased their aerobic capacity, decreased their free-radical leak, gave themselves a problem with fertility, and increased their lifespan. How much truth is there in all that? This is a testable hypothesis that might prove wrong. But it emerges inexorably from the requirement for mosaic mitochondria, a prediction that in turn rests on the origin of the eukaryotic cell, which on one singular occasion, nearly 2 billion years ago, overcame the energetic constraints that keep bacteria bacterial. No wonder the sun setting over the plains of Africa still holds such a strong emotional resonance. It ties us by a wonderful, if contorted, train of causality right back to the very origins of life on our planet.

Footnotes
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 Cefalù cathedral was begun in 1131, 40 years after the Normans completed their conquest of Sicily in 1091 (a campaign that had extended over 30 years, beginning in 1061, before their more celebrated conquest of England). The cathedral was built in thanksgiving after King Roger II survived shipwreck off the coast. The wonderful churches and palaces of Norman Sicily combine archetypal Norman architecture with Byzantine mosaics and Arabic cupolas. The Pantocrator at Cefalù was produced by Byzantine craftsmen, and some say is even finer than the famous Pantocrator in the Hagia Sofia, in what was then Constantinople. Either way, it’s well worth a visit.
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 Most free-radical leak actually derives from complex I. The spacing between the redox centres in complex I suggests that this is deliberate. Recall the principle of quantum tunnelling: electrons ‘hop’ from one centre to another, with a probability that depends on the distance, the occupancy and the ‘tug’ of oxygen (the reduction potential). Within complex I there is an early branch in the path of electron flux. In the main pathway, most centres are spaced within about 11 Å of each other, hence electrons will usually hop rapidly from one to the next. The alternative pathway is a cul-de-sac – electrons can enter, but can’t easily leave again. At the branch point, electrons have a ‘choice’: it is about 8 Å to the next redox centre in the main path, and 12 Å to the alternative centre (
Figure 8

 ). Under normal circumstances, electrons will flux down the main path. But if that pathway clogs up with electrons – if it is highly reduced – the alternative centre now accumulates electrons. This alternative centre is peripheral and easily reacts with oxygen to produce superoxide radicals. Measurements show that this FeS cluster is the main source of free-radical leak from the respiratory chain. I view this as a mechanism to promote
 free-radical leak as a ‘smoke signal’ if electron flux is too slow to meet demand.
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 Mittwoch points out a parallel problem relating to true hermaphrodites – people who are born with both types of sex organ, for example a testis on the right-hand side and an ovary on the left. It’s far more likely to be that way round. Barely a third of people with true hermaphroditism have the testis on the left-hand side and the ovary on the right. The difference can hardly be genetic. Mittwoch shows that at critical periods, the right-hand side grows slightly faster than the left, and so is more likely to develop maleness. Curiously, in mice it is exactly the other way around – the left-hand side grows slightly faster and is more likely to develop testes.
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 The mitochondria pass down the female line, in the egg cells, not sperm. Hermaphrodites are theoretically particularly vulnerable to sex distortion by mitochondria. From their point of view, the male is a genetic dead end – the last place the mitochondria ‘want’ to end up is in the anthers. It is therefore in their interests to sterilise the male sex organs, to ensure their passage in a female plant. Many bacterial parasites in insects, notably Buchnera
 and Wolbachia
 , play a similar game – they can completely distort sex ratios in insects by selectively killing males. The central importance of mitochondria to the host organism means that they have less scope than bacterial parasites to kill males through such selfish conflict, but they might nonetheless cause sterility or selective damage to males. However, I’m inclined to think conflict plays a lesser role in Haldane’s rule, as it cannot explain why females should be worse affected in birds (and flour beetles).
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 Such cybrids are widely used in cell culture experiments, as they allow precise measurements to be made of cell function, notably respiration. Mismatching mitochondrial and nuclear genes between species reduces the rate of respiration, and as noted, increases free-radical leak. The magnitude of functional deficit depends on genetic distance. Cybrids constructed from chimp mitochondrial DNA and human nuclear genes (yes, it has been done, but only in cell culture) show that the rate of ATP synthesis is about half that of normal cells. Cybrids between mice and rats don’t have functional respiration at all.
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 This conjecture might seem a little odd: do the testes really have a higher metabolic rate than other tissues such as the heart, brain or flight muscle? Not necessarily. The problem is the capacity to meet demand. It might be that peak demand is indeed greater in testes, or that the number of mitochondria that are called upon to meet that demand is lower, so that the demand per mitochondrion is greater. This is a simple testable prediction, but to my knowledge it has not been tested.
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 I suspect that the free-radical signal is deliberately amplified at some point during embryonic development. For example, the gas nitric oxide (NO) can bind to cytochrome oxidase, the final complex of the respiratory chain, increasing free-radical leak and the likelihood of apoptosis. If NO were produced in larger amounts at some point during development, the effect would be to amplify the signal above a threshold, terminating embryos with incompatible genomes – a checkpoint.





8



 Gustavo Barja has found that the rate of free-radical leak is up to 10-fold lower in birds such as pigeons and budgerigars than in rats and mice as a proportion of oxygen consumed. The actual rates vary between tissues. Barja also found that the lipid membranes of birds are more resistant to oxidative damage than those of flightless mammals, and this resistance is reflected in less oxidative damage to DNA and proteins. Altogether, it’s hard to interpret Barja’s work in any other terms.

Chapter 5).
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 This looks like a contradiction – larger species typically have a lower metabolic rate, gram per gram, yet I have talked about male mammals being larger and having a higher metabolic rate, the opposite. Within a species the differences in mass are trivial compared with the many orders of magnitude plotted out between species; on that scale the metabolic rates of adults in the same species are practically the same (though children do have a higher metabolic rate than adults). The sexual differences in metabolic rate that I was talking about earlier relate to differences in absolute growth rates at particular stages of development. If Ursula Mittwoch is correct, these differences are so subtle that they can account for developmental differences on the right versus the left side of the body; see footnote 3
 .
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 And worse. The best way to clear out bad mitochondria is to force the body to use them, increasing their turnover rate. For example, a high-fat diet tends to force the use of mitochondria, whereas a high-carbohydrate diet allows us to provide more energy by fermentation, without using our mitochondria as heavily. But if you have a mitochondrial disease (and we all develop faulty mitochondria with age) then the switch can be too much. Some patients with mitochondrial disease who have adopted a ‘ketogenic diet’ have collapsed into a coma because their damaged mitochondria can’t provide the energy needed for normal life without help from fermentation.
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 I discuss the interplay between aerobic capacity and the evolution of endothermy in some detail in Power, Sex, Suicide
 and Life Ascending
 . I can only shamelessly recommend them, if you want to know more about that.




Epilogue: From the deep



EPILOGUE: FROM THE DEEP




More than 1,200 metres deep in the Pacific Ocean off the coast of Japan lies an underwater volcano named Myojin Knoll. A team of Japanese biologists have been trawling these waters for more than a decade, searching for interesting life forms. By their own account, they didn’t find anything terribly surprising until May 2010, when they collected some polychaete worms clinging to a hydrothermal vent. It wasn’t the worms that were interesting but the microbes associated with them. Well, one of the microbes – one cell that looked a lot like a eukaryote, until they looked at it more closely (
Figure 37

 ). Then it became the most teasing enigma.

Eukaryote means ‘true nucleus’, and this cell has a structure that on first glance looks like a normal nucleus. It also has other convoluted internal membranes, and some endosymbionts that could be hydrogenosomes, derived from mitochondria. Like eukaryotic fungi and algae, it has a cell wall; and not surprisingly, for a specimen from the deep black ocean, it lacks chloroplasts. The cell is modestly large, around 10 micrometres in length and 3 micrometres in diameter, giving it a volume about 100 times larger than a typical bacterium such as E. coli
 . The nucleus is large, taking up nearly half of the volume of the cell. On a quick glance, then, this cell isn’t easy to classify into a known group, but it is plainly eukaryotic. It’s only a matter of time and gene sequencing, you might think, before it is safely assigned to its proper home in the tree of life.





Figure 37
 a unique microorganism from the deep sea


Is this a prokaryote or a eukaryote? It has a cell wall (CW), plasma membrane (PM) and a nucleus (N) surrounded by a nuclear membrane (NM). It also has several endosymbionts (E) which look a bit like hydrogenosomes. It’s quite big, about 10 micrometres in length, and the nucleus is large, taking up nearly 40% of the cell volume. Plainly a eukaryote, then. But no! The nuclear membrane is a single layer, not a double membrane. There are no nuclear pore complexes, just occasional gaps. There are ribosomes in the nucleus (mottled grey regions) and outside the nucleus. The nuclear membrane is continuous with other membranes and even the plasma membrane. The DNA is in the form of thin filaments, 2 nanometres in diameter as in bacteria, not eukaryotic chromosomes. Plainly not a eukaryote, then. I suspect this enigma is actually a prokaryote that acquired bacterial endosymbionts, and is now recapitulating eukaryotic evolution, becoming larger, swelling its genome, accumulating the raw material for complexity. But this is the only sample, and without a genome sequence we may never know.

Chapter 6, protein synthesis takes place on ribosomes that are always excluded from the nucleus. This is the very basis of the distinction between the nucleus and cytoplasm. So what about the cell from Myojin Knoll? It has a single nuclear membrane, with a few gaps. No nuclear pores. The DNA is composed of fine fibres as in bacteria, about 2 nanometres in diameter, not thick eukaryotic chromosomes. There are ribosomes in the nucleus. Ribosomes in the nucleus! And ribosomes outside the nucleus too. The nuclear membrane is continuous with the cell membrane in several places. The endosymbionts could be hydrogenosomes, but some of them have a bacterial corkscrew morphology on 3D reconstruction. They look more like relatively recent bacterial acquisitions. While it has internal membranes there is nothing resembling an endoplasmic reticulum, or the Golgi apparatus, or a cytoskeleton, all classic eukaryotic traits. In other words, this cell is actually nothing like a modern eukaryote. It just bears a superficial resemblance.

So what is it, then? The authors didn’t know. They named the beast Parakaryon myojinensis
 , the new term ‘parakaryote’ signifying its intermediate morphology. Their paper, published in the Journal of Electron Microscopy
 , had one of the most tantalising titles I’ve ever seen: ‘Prokaryote or eukaryote? A unique microorganism from the deep sea.’ Having set up the question beautifully, the paper goes nowhere at all in answering it. A genome sequence, or even a ribosomal RNA signature, would give some insight into the true identity of the cell, and turned this largely overlooked scientific footnote into a high-impact Nature
 paper. But they had sectioned their only sample. All they can say for sure is that in 15 years and 10,000 electron microscopy sections, they had never seen anything remotely similar before. They haven’t seen anything similar since, either. Neither has anyone else.

So what is it, then? The unusual traits could be an artefact of preparation – a possibility that is not to be discounted, given the troubled history of electron microscopy. On the other hand, if the traits are just an artefact, why was this sample a unique oddity? And why do the structures look so reasonable in themselves? I’d hazard it’s not an artefact. That leaves three conceivable alternatives. It could be a highly derived eukaryote, which changed its normal structures as it adapted to an unusual lifestyle, clinging to the back of a deep-sea worm on a hydrothermal vent. But that seems unlikely. Plenty of other cells live in similar circumstances, and they have not followed suit. In general, highly derived eukaryotes lose archetypal eukaryotic traits, but those that remain are still recognisably eukaryotic. That’s true of all the archezoa, for example, those purportedly living fossils that were once thought to be primitive intermediates but eventually turned out to be derived from fully fledged eukaryotes. If Parakaryon myojinensis
 really is a highly derived eukaryote, then it’s radically different in its basic plan to anything we’ve seen before. I don’t think that’s what it is.

Alternatively, it could be a real living fossil, a ‘genuine archezoan’ that somehow clung to existence, failing to evolve the modern range of eukaryotic accessories in the unchanging deep oceans. This explanation is favoured by the authors of the paper, but I don’t believe that either. It is not living in an unchanging environment: it is attached to the back of a polychaete worm, a complex multicellular eukaryote that obviously did not exist in the early evolution of eukaryotes. The low population density – just a single cell discovered after many years of trawling – also makes me doubt that it could have survived unchanged for nearly 2 billion years. Small populations are highly prone to extinction. If the population expands, fine; but if not, it’s only a matter of time before random statistical chance pushes it into oblivion. Two billion years is a very long time – about 30 times longer than the period coelacanths are thought to have survived as living fossils in the deep oceans. Any genuine survivors from the early days of the eukaryotes would have to be at least as populous as the real archezoa to survive that long.

That leaves the final possibility. As Sherlock Holmes remarked, ‘When you have eliminated all which is impossible, then whatever remains, however improbable, must be the truth.’ While the other two options are by no means impossible, this third is much the most interesting: it is a prokaryote, which has acquired endosymbionts, and is changing into a cell that resembles a eukaryote, in some kind of evolutionary recapitulation. To my mind, that makes much more sense. It immediately explains why the population density is low; as we’ve seen, endosymbioses between prokaryotes are rare and are beset by logistical difficulties.
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 It’s not at all easy to reconcile selection acting at the level of the host cell and the endosymbiont in a ‘virgin’ endosymbiosis between prokaryotes. The most likely fate for this cell is extinction. An endosymbiosis between prokaryotes also explains why this cell has various traits that look eukaryotic, but on closer inspection are not. It is relatively large, with a genome that looks substantially larger than any other prokaryote, housed in a ‘nucleus’ continuous with internal membranes, and so on. These are all traits that we predicted would evolve, from first principles, in prokaryotes with endosymbionts.

I would wager a small bet that these endosymbionts have already lost a large part of their genome, as I have argued that only the process of endosymbiotic gene loss can support the expansion of the host-cell genome up to eukaryotic levels. That seems to be happening here: an equivalent extreme genomic asymmetry is supporting an independent origin of morphological complexity. Certainly the host-cell genome is large, occupying more than a third of a cell that is already 100 times larger than E. coli
 . This genome is housed in a structure that looks superficially much like a nucleus. Oddly, only some of the ribosomes are excluded from this structure. Does that mean that the intron hypothesis is wrong? It’s hard to say, as the host cell here could be a bacterium, not an archaeon, and so could be less vulnerable to the transfer of bacterial mobile introns. The fact that a nuclear compartment has evolved independently would tend to suggest that similar forces are operating here, and by the same token would tend to operate in large cells with endosymbionts. What about other eukaryotic traits such as sex, and mating types? We simply can’t say, without a genome sequence. As I noted, this really is the most teasing enigma. We’ll just have to wait and see; that’s part and parcel of the never-ending uncertainty of science.

This whole book has been an attempt to predict why life is the way it is. To a first approximation, it looks as if Parakaryon myojinensis
 might be recapitulating a parallel pathway towards complex life, from bacterial ancestors. Whether that same pathway is followed elsewhere in the universe hinges on the starting point – the origin of life itself. I have argued that this starting point might well be recapitulated too.

All life on earth is chemiosmotic, depending on proton gradients across membranes to drive carbon and energy metabolism. We have explored the possible origins and consequences of this peculiar trait. We’ve seen that living requires a continuous driving force, an unceasing chemical reaction that produces reactive intermediates, including molecules like ATP, as byproducts. Such molecules drive the energy-demanding reactions that make up cells. This flux of carbon and energy must have been even greater at the origins of life, before the evolution of biological catalysts, which constrained the flow of metabolism within narrow channels. Very few natural environments meet the requirements for life – a continuous, high flux of carbon and usable energy across mineral catalysts, constrained in a naturally microcompartmentalised system, capable of concentrating products and venting waste. While there may be other environments that meet these criteria, alkaline hydrothermal vents most certainly do, and such vents are likely to be common on wet rocky planets across the universe. The shopping list for life in these vents is just rock (olivine), water and CO
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 , three of the most ubiquitous substances in the universe. Suitable conditions for the origin of life might be present, right now, on some 40 billion planets in the Milky Way alone.
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Alkaline hydrothermal vents come with both a problem and a solution: they are rich in H
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 , but this gas does not react readily with CO
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 . We have seen that natural proton gradients across thin semiconducting mineral barriers could theoretically drive the formation of organics, and ultimately the emergence of cells, within the pores of the vents. If so, life depended from the very beginning on proton gradients (and iron–sulphur minerals) to break down the kinetic barriers to the reaction of H
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 and CO
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 . To grow on natural proton gradients, these early cells required leaky membranes, capable of retaining the molecules needed for life without cutting themselves off from the energising flux of protons. That, in turn, precluded their escape from the vents, except through the strait gates of a strict succession of events (requiring an antiporter), which enabled the coevolution of active ion pumps and modern phospholipid membranes. Only then could cells leave the vents, and colonise the oceans and rocks of the early earth. We saw that this strict succession of events could explain the paradoxical properties of LUCA, the last universal common ancestor of life, as well as the deep divergence of bacteria and archaea. Not least, these strict requirements can explain why all life on earth is chemiosmotic – why this strange trait is as universal as the genetic code itself.

This scenario – an environment that is common in cosmic terms, but with a strict set of constraints governing outcomes – makes it likely that life elsewhere in the universe will also be chemiosmotic, and so will face parallel opportunities and constraints. Chemiosmotic coupling gives life unlimited metabolic versatility, allowing cells to ‘eat’ and ‘breathe’ practically anything. Just as genes can be passed around by lateral gene transfer, because the genetic code is universal, so too the toolkit for metabolic adaptation to very diverse environments can be passed around, as all cells use a common operating system. I would be amazed if we did not find bacteria right across the universe, including our own solar system, all working in much the same way, powered by redox chemistry and proton gradients across membranes. It’s predictable from first principles.

But if that’s true, then complex life elsewhere in the universe will face exactly the same constraints as eukaryotes on earth – aliens should have mitochondria too. We’ve seen that all eukaryotes share a common ancestor which arose just once, through a rare endosymbiosis between prokaryotes. We know of two such endosymbioses between bacteria (
Figure 25

 ) – three, if we include Parakaryon myojinensis
 – so we know that it is possible for bacteria to get inside bacteria without phagocytosis. Presumably there must have been thousands, perhaps millions, of cases over 4 billion years of evolution. It’s a bottleneck, but not a stringent one. In each case, we would expect to see gene loss from the endosymbionts, and a tendency to greater size and genomic complexity in the host cell – exactly what we do see in Parakaryon myojinensis
 . But we’d also expect intimate conflict between the host and the endosymbiont – this is the second part of the bottleneck, a double whammy that makes the evolution of complex life genuinely difficult. We saw that the first eukaryotes most likely evolved quickly in small populations; the very fact that the common ancestor of eukaryotes shares so many traits, none of which are found in bacteria, implies a small, unstable, sexual population. If Parakaryon myojinensis
 is recapitulating eukaryotic evolution, as I suspect, its extremely low population density (just one specimen in 15 years of hunting) is predictable. Its most likely fate is extinction. Perhaps it will die because it has not successfully excluded all its ribosomes from its nuclear compartment, or because it has not yet ‘invented’ sex. Or perhaps, chance in a million, it will succeed, and seed a second coming of eukaryotes on earth.

I think we can reasonably conclude that complex life will be rare in the universe – there is no innate tendency in natural selection to give rise to humans or any other form of complex life. It is far more likely to get stuck at the bacterial level of complexity. I can’t put a statistical probability on that. The existence of Parakaryon myojinensis
 might be encouraging for some – multiple origins of complexity on earth means that complex life might be more common elsewhere in the universe. Maybe. What I would argue with more certainty is that, for energetic reasons, the evolution of complex life requires an endosymbiosis between two prokaryotes, and that is a rare random event, disturbingly close to a freak accident, made all the more difficult by the ensuing intimate conflict between cells. After that, we are back to standard natural selection. We’ve seen that many properties shared by eukaryotes, from the nucleus to sex, are predictable from first principles. We can go much further. The evolution of two sexes, the germline–soma distinction, programmed cell death, mosaic mitochondria, and the trade-offs between aerobic fitness and fertility, adaptability and disease, ageing and death, all these traits emerge, predictably, from the starting point that is a cell within a cell. Would it all happen over again? I think that much of it would. Incorporating energy into evolution is long overdue, and begins to lay a more predictive basis to natural selection.

Energy is far less forgiving than genes. Look around you. This wonderful world reflects the power of mutations and recombination, genetic change – the basis for natural selection. You share some of your genes with the tree through the window, but you and that tree parted company very early in eukaryotic evolution, 1.5 billion years ago, each following a different course permitted by different genes, the product of mutations, recombination, and natural selection. You run around, and I hope still climb trees occasionally; they bend gently in the breeze and convert the air into more trees, the magic trick to end them all. All of those differences are written in the genes, genes that derive from your common ancestor but have now mostly diverged beyond recognition. All those changes were permitted, selected, in the long course of evolution. Genes are almost infinitely permissive: anything that can happen will happen.

But that tree has mitochondria too, which work in much the same way as its chloroplasts, endlessly transferring electrons down its trillions upon trillions of respiratory chains, pumping protons across membranes as they always did. As you always did. These same shuttling electrons and protons have sustained you from the womb: you pump 10
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 protons per second, every second, without pause. Your mitochondria were passed on from your mother, in her egg cell, her most precious gift, the gift of living that goes back unbroken, unceasing, generation on generation, to the first stirrings of life in hydrothermal vents, 4 billion years ago. Tamper with this reaction at your peril. Cyanide will stem the flow of electrons and protons, and bring your life to an abrupt end. Ageing will do the same, but slowly, gently. Death is the ceasing of electron and proton flux, the settling of membrane potential, the end of that unbroken flame. If life is nothing but an electron looking for a place to rest, death is nothing but that electron come to rest.

This energy flux is astonishing and unforgiving. Any change over seconds or minutes could bring the whole experiment to an end. Spores can pull it off, descending into metabolic dormancy from which they must feel lucky to emerge. But for the rest of us … we are sustained by the same processes that powered the first living cells. These processes have never changed in a fundamental way; how could they? Life is for the living. Living needs an unceasing flux of energy. It’s hardly surprising that energy flux puts major constraints on the path of evolution, defining what is possible. It’s not surprising that bacteria keep doing what bacteria do, unable to tinker in any serious way with the flame that keeps them growing, dividing, conquering. It’s not surprising that the one accident that did work out, that singular endosymbiosis between prokaryotes, did not tinker with the flame, but ignited it in many copies in each and every eukaryotic cell, finally giving rise to all complex life. It’s not surprising that keeping this flame alive is vital to our physiology and evolution, explaining many quirks of our past and our lives today. How lucky that our minds, the most improbable biological machines in the universe, are now a conduit for this restless flow of energy, that we can think about why life is the way it is. May the proton-motive force be with you!

Footnotes
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 The endosymbionts in Parakaryon myojinensis
 are found inside what the authors describe as phagosomes (vacuoles in the cell) despite the presence of an intact cell wall. They conclude that the host cell must once have been a phagocyte, but later lost this capacity. That’s not necessarily the case. Look again at 
Figure 25

 . These intracellular bacteria are enclosed by very similar ‘vacuoles’, but in this case the host cell is recognisably a cyanobacterium, and therefore not phagocytic. Dan Wujek ascribes these vacuoles surrounding the endosymbionts to shrinkage during preparation for electron microscopy, and I’d guess the ‘phagosomes’ in Parakaryon myojinensis
 are also an artefact of shrinkage, and have nothing to do with phagocytosis. If so, there’s no reason to think that the ancestral host cell was a more complex phagocyte.
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 Data from the space telescope Kepler suggests that 1 in 5 sun-like stars in the galaxy have an ‘earth-sized’ planet in the habitable zone, giving that projected total of 40 billion suitable planets in the Milky Way.
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aerobic respiration
 – our own form of respiration, in which energy from the reaction between food and oxygen is harnessed to power work; bacteria can also ‘burn’ minerals or gases with oxygen. See also anaerobic respiration
 and respiration
 .


alkaline hydrothermal vent
 – a type of vent, usually on the sea floor, that emits warm alkaline fluids rich in hydrogen gas; probably played a major role in the origin of life.


allele
 – one particular form of a gene in a population.


amino acid
 – one of 20 distinct molecular building blocks that are linked together in a chain to form a protein (often containing hundreds of amino acids).


anaerobic respiration
 – any one of many alternative forms of respiration, common in bacteria, in which molecules other than oxygen (such as nitrate or sulphate) are used to ‘burn’ (oxidise) food, minerals or gases. Anaerobes
 are organisms that live without oxygen. See also aerobic respiration
 and respiration
 .


ångström (Å)
 – a unit of distance, roughly the scale of an atom, technically one ten-billionth of a metre (10

–10


 m); a nanometre
 is 10 times that length, one-billionth of a metre (10

–9


 m).


antiporter
 – a protein ‘turnstile’ that typically exchanges one charged atom (ion) for another across a membrane, for example a proton (H

+


 ) for a sodium ion (Na

+


 ).


apoptosis
 – ‘programmed’ cell death, an energy-consuming process encoded by genes, in which a cell dismantles itself.


archaea
 – one of the three great domains of life, the other two being the bacteria and eukaryotes (such as ourselves); archaea are prokaryotes, lacking a nucleus to store their DNA, and most other elaborate structures found in complex eukaryotes.


archezoa
 – don’t mix these up with archaea! Archezoa are simple, single-celled eukaryotes, once mistaken for evolutionary ‘missing links’ between bacteria and more complex eukaryotic cells.


ATP
 – adenosine triphosphate, the biological energy ‘currency’ used by all known cells. ADP
 (adenosine diphosphate) is the breakdown product formed when ATP is ‘spent’; the energy of respiration is used to join a phosphate (PO

4


 

3–


 ) back on to ADP to reform ATP. Acetyl phosphate
 is a simple (two-carbon) biological energy ‘currency’ that works a bit like ATP, which could have been formed by geological processes on the early earth.


ATP synthase
 – a remarkable rotating motor protein, a nanoturbine that sits in the membrane and uses the flow of protons to power the synthesis of ATP.


bacteria
 – one of the three great domains of life, the other two being the archaea and eukaryotes (like us); along with archaea, bacteria are prokaryotes, which lack a nucleus to store their DNA, as well as most other elaborate structures found in complex eukaryotes.


chemiosmotic coupling
 – the way in which energy from respiration is used to pump protons across a membrane; the flux of protons back through protein turbines in the membrane (ATP synthase) then drives the formation of ATP. So respiration is ‘coupled’ to ATP synthesis by a proton gradient.


chloroplast
 – a specialised compartment in plant cells and algae where photosynthesis takes place; originally derived from photosynthetic bacteria called cyanobacteria.


chromosome
 – a tubular structure composed of DNA tightly wrapped in proteins, visible during cell division; humans have 23 pairs of distinct chromosomes containing two copies of all our genes. A fluid chromosome
 undergoes recombination, giving different combinations of genes (alleles).


cytoplasm
 – the gel-like substance of cells, excluding the nucleus; the cytosol
 is the watery solution surrounding internal compartments such as mitochondria. The cytoskeleton
 is the dynamic protein scaffold inside cells, which can form and reform as cells change shape.


disequilibrium
 – a potentially reactive state in which molecules that ‘want’ to react with each other have yet to do so. Organic matter and oxygen are in disequilibrium – given the opportunity (striking a match) organic matter will burn.


dissipative structure
 – a stable physical structure that takes a characteristic form, as in a whirlpool, hurricane, or the jet stream, sustained by a continuous flux of energy.


DNA
 – deoxyribonucleic acid, the hereditary material, which takes the form of a double helix; parasitic DNA
 is DNA that can copy itself selfishly, at the expense of the individual organism.


electron
 – a subatomic particle that carries a negative electrical charge. An electron acceptor
 is an atom or molecule that gains one or more electrons; an electron donor
 loses electrons.


endergonic
 – a reaction that requires an input of free energy (‘work’, not heat) to proceed. An endothermic
 reaction requires an input of heat to proceed.


endosymbiosis
 – a mutual relationship (usually a trade of metabolic substances) between two cells, in which one partner physically lives inside the other.


entropy
 – a state of molecular disorder tending towards chaos.


enzyme
 – a protein that catalyses a particular chemical reaction, often increasing its rate by millions of times the uncatalysed rate.


eukaryote
 – any organism composed of one or more cells containing a nucleus and other specialised structures like mitochondria; all complex life forms, including plants, animals, fungi, algae, and protists such as the amoeba, are made of eukaryotic cells. Eukaryotes form one of the three great domains of life, the other two being the simpler prokaryotic domains of bacteria and archaea.


exergonic
 – a reaction that releases free energy, which can power work. An exothermic
 reaction releases heat.


fatty acid
 – a long-chain hydrocarbon, typically with 15–20 linked carbon atoms, used in the fatty (lipid) membranes of bacteria and eukaryotes; always has an acid group at one end.


fermentation
 – this is not
 anaerobic respiration! Fermentation is a purely chemical process of generating ATP, which does not involve proton gradients across membranes or the ATP synthase. Different organisms have slightly different pathways; we produce lactic acid as a waste product, yeasts form alcohol.


FeS cluster
 – iron–sulphur cluster, a small mineral-like crystal composed of a lattice of iron and sulphur atoms (usually the compound Fe

2


 S

2


 or Fe

4


 S

4


 ) found at the heart of many important proteins, including some of those used in respiration.


fixation
 – when one particular form of a gene (allele) is found in all individuals in a population.


free energy
 – energy that is free to power work (not heat).


free radical
 – an atom or molecule with an unpaired electron (which tends to make it unstable and reactive); oxygen free radicals escaping from respiration may play a role in ageing and disease.


gene
 – a stretch of DNA encoding a protein (or other product such as regulatory RNA). The genome
 is the total compendium of genes in an organism.


germline
 – the specialised sex cells in animals (such as sperm and egg cells), which alone pass on the genes that give rise to new individuals in each generation.


intron
 – a ‘spacer’ sequence within a gene, which does not code for a protein and is usually removed from the code-script before the protein is made. Mobile introns
 are genetic parasites that can copy themselves repeatedly within a genome; eukaryotic introns apparently derive from a proliferation of mobile bacterial introns early in eukaryotic evolution, followed by mutational decay.


lateral gene transfer
 – the transfer of (usually) a small number of genes from one cell to another or the uptake of naked DNA from the environment. Lateral gene transfer is a trade in genes within the same generation; in vertical inheritance
 , the entire genome is copied and passed on to the daughter cells at cell division.


LUCA
 – the last universal common ancestor of all cells living today, whose hypothetical properties can be reconstructed by comparing the properties of modern cells.


meiosis
 – the process of reductive cell division in sex, to form gametes which have a single complete set of chromosomes (making it haploid) rather than the two sets found in the parent cells (diploid). Mitosis
 is the normal form of cell division in eukaryotes, in which chromosomes are doubled, then separated into two daughter cells on a microtubular spindle.


membrane
 – a very thin fatty layer surrounding cells (also found inside cells); composed of a ‘lipid bilayer’ with a hydrophobic (water-hating) interior and hydrophilic (water-loving) head-groups on either side. Membrane potential
 is the electrical charge (potential difference) between opposite sides of the membrane.


metabolism
 – the set of life-sustaining chemical reactions within living cells.


mitochondria
 – the discrete ‘powerhouses’ in eukaryotic cells, which derive from α-proteobacteria, and which retain a tiny but hugely important genome of their own. Mitochondrial genes
 are those physically located within the mitochondria. Mitochondrial biogenesis
 is the replication, or growth, of new mitochondria, which also requires genes in the nucleus.


monophyletic radiation
 – the divergence of multiple species from a single common ancestor (or a single phylum) like the spokes of a wheel radiating from a central hub.


mutation
 – usually refers to a change in the specific sequence of a gene, but can also include other genetic changes, such as random deletions or duplications of DNA.


nucleus
 – the ‘control centre’ of complex (eukaryotic) cells, which contains most of the cell’s genes (some are found in mitochondria).


nucleotide
 – one of the building blocks linked together in a chain to form RNA and DNA; there are scores of related nucleotides that act as cofactors in enzymes, catalysing specific reactions.


ortholog
 – the same gene with the same function found in different species, all of which inherited it from a common ancestor.


oxidation
 – the removal of one or more electrons from a substance, rendering it oxidised.



paralog
 – a member of a family of genes, formed by gene duplications within the same genome; equivalent gene families can also be found in different species, inherited from a common ancestor.


pH
 – a measure of acidity, specifically the concentration of protons: acids have a high concentration of protons (giving them a low pH, below 7); alkalis have a low concentration of protons, giving them a high pH (7–14); pure water has a neutral pH (7).


phagocytosis
 – the physical engulfing of one cell by another, swallowing it up into a ‘food’ vacuole to be digested internally. Osmotrophy
 is the external digestion of food, followed by absorption of small compounds, as practised by fungi.


photosynthesis
 – the conversion of carbon dioxide into organic matter, using solar energy to extract electrons from water (or other substances) and ultimately attach them on to carbon dioxide.


plasmid
 – a small ring of parasitic DNA that transmits selfishly from one cell to another; plasmids can also provide useful genes for their host cells (such as genes conferring antibiotic resistance).


polyphyletic radiation
 – the divergence of multiple species from a number of evolutionarily distinct ancestors (different phyla) like the spokes of multiple wheels radiating from multiple hubs.


prokaryote
 – a general term connoting simple cells that lack a nucleus (literally ‘before the nucleus’) and including both bacteria and archaea, two of the three domains of life.


protein
 – a chain of amino acids linked together in a precise order specified by the sequence of DNA letters in a gene; a polypeptide
 is a shorter chain of amino acids, whose order need not be specified.


protist
 – any single-celled eukaryote, some of which can be very complex, with as many as 40,000 genes and an average size at least 15,000 times larger than bacteria; protozoa
 is a vivid but defunct term (meaning ‘first animals’) which referred to protists such as the amoeba that behave like animals.


proton
 – a subatomic particle with positive charge; a hydrogen atom is composed of a single proton and a single electron; loss of the electron leaves the hydrogen nucleus, the positively charged proton denoted H

+


 .


proton gradient
 – a difference in the concentration of protons on opposite sides of a membrane; the proton-motive force
 is the electrochemical force resulting from the combined difference in electrical charge and concentration of H

+


 across a membrane.


recombination
 – the exchange of one piece of DNA for an equivalent piece from another source, giving rise to different combinations of genes (specifically alleles) on ‘fluid’ chromosomes.


redox
 – the combined process of reduction and oxidation, which amounts to a transfer of electrons from a donor to an acceptor. A redox couple
 is a specific electron donor with a specific acceptor; a redox centre
 receives an electron before passing it on, making it both an acceptor and a donor.


reduction
 – the addition of one or more electrons to a substance, rendering it reduced.



replication
 – the duplication of a cell or molecule (typically DNA) to give two daughter copies.


respiration
 – the process by which nutrients are ‘burned’ (oxidised) to generate energy in the form of ATP. Electrons are stripped from food or other electron donors (such as hydrogen) and passed on to oxygen or other oxidants (such as nitrate) via a series of steps called the respiratory chain
 . The energy released is used to pump protons across a membrane, generating a proton-motive force that in turn drives ATP synthesis. See also anaerobic respiration
 and aerobic respiration
 .


ribosome
 – protein-building ‘factories’ found in all cells, which convert the RNA code-script (copied from DNA) into a protein with the correct sequence of amino acid building blocks.


RNA
 – ribonucleic acid; a close cousin of DNA, but with two tiny chemical alterations that transform its structure and properties. RNA is found in three main forms: messenger RNA (a code-script copied from DNA); transfer RNA (which delivers amino acids according to the genetic code); and ribosomal RNA (which acts as ‘machine parts’ in ribosomes).


RNA world
 – a hypothetical early stage of evolution in which RNA acts simultaneously as a template for its own replication (in place of DNA) and a catalyst that speeds up reactions (in place of proteins).


selective sweep
 – strong selection for a particular genetic variant (allele), eventually displacing all other variants from a population.


selfish conflict
 – a metaphorical clash between the interests of two distinct entities, for example between endosymbionts or plasmids and a host cell.


serpentinisation
 – a chemical reaction between certain rocks (minerals rich in magnesium and iron, such as olivine) and water, giving rise to strongly alkaline fluids saturated in hydrogen gas.


sex
 – a reproductive cycle, involving the division of cells by meiosis to form gametes, each with half the normal quota of chromosomes, followed by the fusion of gametes to produce a fertilised egg.


sex determination
 – the processes controlling male or female development.


snowball earth
 – a global freeze, with glaciers encroaching to sea level at the equator; thought to have occurred on several occasions in earth’s history.


substrate
 – substances required for cell growth, converted by enzymes into biological molecules.


thermodynamics
 – a branch of physics dealing with heat, energy and work; thermodynamics governs the reactions that could occur under a particular set of conditions; kinetics
 defines the rate at which such reactions actually do take place.


thermophoresis
 – the concentration of organics by thermal gradients or convection currents.


transcription
 – the formation of a short RNA code-script (called messenger RNA) from DNA, as the first step in making a new protein.


translation
 – the physical assembly of a new protein (on a ribosome) in which the precise sequence of amino acids is specified by an RNA code-script (messenger RNA).


uniparental inheritance
 – the systematic inheritance of mitochondria from only one of two parents, typically from the egg but not the sperm; biparental inheritance
 is the inheritance of mitochondria from both parents.


variance
 – a measure of spread in a set of numbers; if variance is zero, all the values are identical; if variance is small, the values all fall close to the mean; high variance indicates a wide range of values.
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This book marks the end of a long personal journey, and the beginning of a new journey. The first journey began as I was writing an earlier book, Power, Sex, Suicide: Mitochondria and the Meaning of Life
 , published by OUP in 2005. That was when I first began to grapple with the questions I deal with here – the origins of complex life. I was strongly influenced by the extraordinary work of Bill Martin on the origin of the eukaryotic cell, and his equally radical work with pioneering geochemist Mike Russell on the origin of life and the very early divergence of archaea and bacteria. Everything in that (and this) book is grounded in the context laid out by these two colossi of evolutionary biology. But some of the ideas developed here are original. Writing books gives one scope to think, and for me this is an unmatchable pleasure of writing for a general audience: I have to think clearly, to try to express myself in a way that, first of all, I can understand myself. That brings me face to face with the things I don’t understand, some of which, thrillingly, turn out to reflect universal ignorance. So Power, Sex, Suicide
 was more or less obliged to put forward a few original ideas, which I have been living with ever since.

I presented these ideas at conferences and universities around the world, and grew used to dealing with astute criticisms. My ideas became refined, as did my overall conception of the importance of energy in evolution; and a few cherished thoughts were thrown away as wrong. But however good an idea may be, it only becomes real science when it is framed and tested as a rigorous hypothesis. That seemed a pipe dream until 2008, when University College London announced a new prize for ‘ambitious thinkers’ to explore paradigm-shifting ideas. The Provost’s Venture Research Prize was the brainchild of Professor Don Braben, a dynamo of a man, who has long fought for ‘scientific freedom’. Science is fundamentally unpredictable, Braben argues, and can’t be constrained to order, however much society might wish to prioritise the spending of tax-payers’ money. Genuinely transformative ideas almost always come from the least expected quarters; that alone can be relied upon. Such ideas are transformative not only in their science, but also to the wider economy, which is fuelled by scientific advances. It’s therefore in the best interests of society to fund scientists on the strength of their ideas alone, however intangible these might seem, rather than trying to target the perceived benefits to humanity. That rarely works because radically new insights usually come from outside a field altogether; nature has no respect for human boundaries.
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Luckily, I was eligible to apply to the UCL scheme. I had a book full of ideas that desperately needed testing, and thankfully, Don Braben was eventually persuaded. While the impetus behind the prize came from Don, to whom I am immensely indebted, I owe as much to the generosity and scientific vision of Professor David Price, Vice Provost for Research at UCL, and the then Provost, Professor Malcolm Grant, for supporting both the scheme and me personally. I’m also extremely grateful to Professor Steve Jones for his support, and for welcoming me to the department he headed at the time: Genetics, Evolution and Environment, natural home for the research I was to undertake.

That was six years ago. Since then, I have been attacking as many of the problems, from as many angles, as I can. The Venture Research funding itself lasted three years, enough to set my direction and give me a fighting chance of winning funding from other sources to continue. In this I am very grateful to the Leverhulme Trust, who have supported my work on the origin of life over the last three years. Not many organisations are willing to back a genuinely new experimental approach, with all the teething problems that entails. Thankfully, our little bench-top origin-of-life reactor is now beginning to produce exciting results, none of which would have been possible without their support. This book is a distillation of the first meaning from these studies, the beginning of a new journey.

Of course, none of this work has been done alone. I have bounced many ideas back and forth with Bill Martin, Professor of Molecular Evolution at the University of Düsseldorf, who is always generous with his time, energy and ideas, while never hesitating to demolish poor reasoning, or ignorance. It has been a genuine privilege to write several papers with Bill, which I’d like to think are noteworthy contributions to the field. Certainly, few experiences in life can match the intensity and pleasure of writing a paper with Bill. I’ve learnt another important lesson from Bill – never clutter the problem with possibilities that can be imagined, but are unknown in the real world; focus always on what life as we know it actually does, and then ask why.

I’m equally grateful to Andrew Pomiankowski, Professor of Genetics at UCL, more commonly known as POM. POM is an evolutionary geneticist steeped in the intellectual traditions of the field, having worked with legendary figures such as John Maynard Smith and Bill Hamilton. POM combines their rigour with an eye for the unsolved problems of biology. If I have succeeded in persuading him that the origin of complex cells is just such a problem, he has introduced me to the abstract but powerful world of population genetics. Approaching the origins of complex life from such contrasting points of view has been a steep learning curve, and great fun.

Another good friend at UCL, with boundless ideas, enthusiasm and expertise to drive these projects forward, is Professor Finn Werner. Finn brings another sharply contrasting background to the same questions, that of structural biology, and specifically the molecular structure of the RNA polymerase enzyme, one of the most ancient and magnificent molecular machines, which in itself gives insights into the early evolution of life. Every conversation and lunch with Finn is invigorating, and I return ready for challenges new.

I’ve also been privileged to work with a number of gifted PhD students and post-docs, who have driven much of this work forward. These fall into two groups, those working on the real down-dirty chemistry of the reactor, and those bringing their mathematical skills to bear on the evolution of eukaryotic traits. In particular, I thank Dr Barry Herschy, Alexandra Whicher and Eloi Camprubi for their skills in making difficult chemistry actually happen in the lab, and for their shared vision; and Dr Lewis Dartnell, who at the outset helped build the prototype reactor and set these experiments in motion. In this endeavour, I’m also grateful to Julian Evans and John Ward, Professors of Materials Chemistry and Microbiology, respectively, who have offered freely their time, skills and laboratory resources to the reactor project and the co-supervision of students. They have been my comrades in arms through this adventure.

The second group of students and post-docs, working on mathematical modelling, have selected themselves from an unparalleled doctoral training programme at UCL, funded until recently by the Engineering and Physical Sciences Research Council. This programme goes by the smart acronym COMPLEX, standing improbably for the Centre for Mathematics and Physics in the Life Sciences and Experimental Biology. COMPLEX students working with POM and me include Dr Zena Hadjivasiliou, Victor Sojo, Arunas Radzvilavicius, Jez Owen, and recently, Drs Bram Kuijper and Laurel Fogarty. All started out with rather vague ideas, and turned them into rigorous mathematical models that give striking insights into how biology really works. It has been an exciting ride, and I’ve given up trying to predict the outcome. This work began with the inspirational Professor Rob Seymour, who knew more biology than most biologists, while being a formidable mathematician. Tragically, Rob died of cancer in 2012 at the age of sixty-seven. He was loved by a generation of students.

While this book is grounded in the work I’ve published over the last six years with this wide array of researchers (some twenty-five papers in all; see Further Reading), it reflects a much longer period of thinking and discussion at conferences and seminars, by email and in the pub, all of which has sculpted my views. In particular, I must thank Professor Mike Russell, whose revolutionary ideas on the origin of life inspired a rising generation, and whose tenacity in adversity is a model to us all. Likewise I thank Professor John Allen, whose hypotheses on evolutionary biochemistry have lit up the way. John has also been an outspoken defender of academic freedom, which has recently cost him dearly. I thank Professor Frank Harold, whose synthesis of bioenergetics, cell structure and evolution is laid out in several wonderful books, and whose open-minded scepticism has constantly challenged me to go a little further; Professor Doug Wallace, whose conception of mitochondrial energetics as the central driver of ageing and disease is visionary and inspirational; and Professor Gustavo Barja, who sees so clearly through the dense thickets of misunderstanding about free radicals and ageing, that I always turn first to his view. Not least, I must thank Dr Graham Goddard, whose encouragement and plain speaking many years ago changed the course of my life.
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 If you want to know more, Braben has framed his arguments in several compelling books, the latest of which is titled Promoting the Planck Club: How Defiant Youth, Irreverent Researchers and Liberated Universities Can Foster Prosperity Indefinitely
 (Wiley, 2014).
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Mitochondria

Clandestine Rulers of the World

Mitochondria are tiny organelles

inside cells that generate almost all

our energy in the form of ATP. On

average there are 300–400 in every

cell, giving ten million billion in the

human body. Essentially all complex

cells contain mitochondria. They look

like bacteria, and appearances are

not deceptive: they were once

free-living bacteria, which adapted to

life inside larger cells some two

billion years ago. They retain a

fragment of a genome as a badge of

former independence. Their tortuous

relations with their host cells have

shaped the whole fabric of life, from

energy, sex, and fertility, to cell

suicide, ageing, and death.

A mitochondrion—one of many tiny

power-houses within cells that control

our lives in surprising ways
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Mitochondria are a badly kept secret. Many people have heard of them for one reason or another. In newspapers and some

textbooks, they are summarily described as the ‘powerhouses’

of life—tiny power generators inside living cells that produce virtually all the energy we need to live. There are usually hundreds or thousands of them in a single cell, where they use oxygen to burn up food. They are so small that one billion of them would fit comfortably in a grain of sand. The evolution of mitochondria fitted life with a turbo-charged engine, revved up and ready for use at any time. All animals, the most slothful included, contain at least some mitochondria. Even sessile plants and algae use them to augment the quiet hum of solar energy in photosynthesis.

Some people are more familiar with the expression ‘Mitochondrial Eve’—she was supposedly the most recent ancestor common to all the peoples living today, if we trace our genetic inheritance back up the maternal line, from child to mother, to maternal grandmother, and so on, back into the deep mists of time. Mitochondrial Eve, the mother of all mothers, is thought to have lived in Africa, perhaps 170 000 years ago, and is also known as ‘African Eve’. We can trace our genetic ancestry in this way because all mitochondria have retained a small quota of their own genes, which are usually passed on to the next generation only in the egg cell, not in the sperm. This means that mitochondrial genes act like a female surname, which enables us to trace our ancestry down the female line in the same way that some families try to trace their descent down the male line from William the Conqueror, or Noah, or Mohammed.

Recently, some of these tenets have been challenged, but by and large the theory stands. Of course, the technique not only gives an idea of our ancestry, but it also helps clarify who were not
 our ancestors. According to mitochondrial gene analysis, Neanderthal man didn’t
 interbreed with modern Homo sapiens
 , but was driven to extinction at the margins of Europe.

Mitochondria have also made the headlines for their use in forensics, to establish the true identity of people or corpses, including several celebrated cases. Again, the technique draws on their small quota of genes. The identity of the last Russian Tzar, Nicholas II, was verified by comparing his mitochondrial genes with those of relatives. A 17-year-old girl rescued from a river in Berlin at the end of the First World War claimed to be the Tzar’s lost daughter Anastasia, and was committed to a mental institution. After 70 years of dispute, her claim was finally disproved by mitochondrial analysis following her death in 1984.

4 Clandestine Rulers of the World

More recently, the unrecognizable remains of many victims of the World Trade Center carnage were identified by means of their mitochondrial genes. Distinguishing the ‘real’ Saddam Hussein from one of his many doubles was achieved by the same technique. The reason that the mitochondrial genes are so useful relates partly to their abundance. Every mitochondrion contains 5 to 10 copies of its genes. Because there are usually hundreds of mitochondria in every cell, there are many thousands of copies of the same genes in each cell, whereas there are only two copies of the genes in the nucleus (the control centre of the cell). Accordingly, it is rare not to be able to extract any mitochondrial genes at all. Once extracted, the fact that all of us share the same mitochondrial genes with our mothers and maternal relatives means that it is usually possible to confirm or disprove postulated relationships.

Then there is the ‘mitochondrial theory of ageing’, which contends that ageing and many of the diseases that go with it are caused by reactive molecules called free radicals leaking from mitochondria during normal cellular respiration. The mitochondria are not completely ‘spark-proof’. As they burn up food using oxygen, the free-radical sparks escape to damage adjacent structures, including the mitochondrial genes themselves, and more distant genes in the cell nucleus. The genes in our cells are attacked by free radicals as often as 10 000 to 100 000 times a day, practically an abuse every second. Much of the damage is put right without more ado, but occasional attacks cause irreversible mutations—enduring alterations in gene sequence—and these can build up over a lifetime. The more seriously compromised cells die, and the steady wastage underpins both ageing and degenerative diseases. Many cruel inherited conditions, too, are linked with mutations caused by free radicals attacking mitochondrial genes. These diseases often have bizarre inheritance patterns, and fluctuate in severity from generation to generation, but in general they all progress inexorably with age. Mitochondrial diseases typically affect metabolically active tissues such as the muscle and brain, producing seizures, some movement disorders, blindness, deafness, and muscular degeneration.

Mitochondria are familiar to others as a controversial fertility treatment, in which the mitochondria are taken from an egg cell (oocyte) of a healthy female donor, and transferred into the egg cell of an infertile woman—a technique known as ‘ooplasmic transfer’. When it first hit the news, one British newspaper ran the story under the colourful heading ‘Babies born with two mothers and one father’. This characteristically vivid product of the press is not totally wrong—while all the genes in the nucleus came from the ‘real’ mother, some of the mitochondrial genes came from the ‘donor’ mother, so the babies did indeed receive some
 genes from two different mothers. Despite the birth of more than 30 apparently healthy babies by this technique, both ethical and practical concerns later had it outlawed in Britain and the US.

Mitochondria 5

Mitochondria even made it into a Star Wars movie, to the anger of some aficionados, as a spuriously scientific explanation of the famous force that may be with you. This was conceived as spiritual, if not religious, in the first films, but was explained as a product of ‘midichlorians’ in a later film. Midichlorians, said a helpful Jedi Knight, are ‘microscopic life forms that reside in all living cells. We are symbionts with them, living together for mutual advantage. Without midichlorians, life could not exist and we would have no knowledge of the force.’ The resemblance to mitochondria in both name and deed was unmis-takeable, and intentional. Mitochondria, too, have a bacterial ancestry and live within our cells as symbionts (organisms that share a mutually beneficial association with other organisms). Like midichlorians, mitochondria have many mysterious properties, and can even form into branching networks, communicating among themselves. Lynn Margulis made this once-controversial thesis famous in the 1970s, and the bacterial ancestry of mitochondria is today accepted as fact by biologists.

All these aspects of mitochondria are familiar to many people through newspapers and popular culture. Other sides of mitochondria have become well known among scientists over the last decade or two, but are perhaps more esoteric for the wider public. One of the most important is apoptosis, or programmed cell death, in which individual cells commit suicide for the greater good—the body as a whole. From around the mid 1990s, researchers discovered that apoptosis is not governed by the genes in the nucleus, as had previously been assumed, but by the mitochondria. The implications are important in medical research, for the failure to commit apoptosis when called upon to do so is a root cause of cancer. Rather than targeting the genes in the nucleus, many researchers are now attempting to manipulate the mitochondria in some way.

But the implications run deeper. In cancer, individual cells bid for freedom, casting off the shackles of responsibility to the organism as a whole. In terms of their early evolution, such shackles must have been hard to impose: why would potentially free-living cells accept a death penalty for the privilege of living in a larger community of cells, when they still retained the alternative of going off and living alone? Without programmed cell death, the bonds that bind cells in complex multicellular organisms might never have evolved. And because programmed cell death depends on mitochondria, it may be that multicellular organisms could not exist without mitochondria. Lest this sound fanciful, it is certainly true that all multicellular plants and animals do
 contain mitochondria.

Another field in which mitochondria figure very prominently today is the origin of the eukaryotic
 cell—those complex cells that have a nucleus, from which all plants, animals, algae, and fungi are constructed. The word eukaryotic
 derives from the Greek for ‘true nucleus’, which refers to the seat of the genes in the cell. But the name is frankly deficient. In fact, eukaryotic cells contain many
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other bits and pieces besides the nucleus, including, notably, the mitochondria. How these first complex cells evolved is a hot topic. Received wisdom says that they evolved step by step until one day a primitive eukaryotic cell engulfed a bacterium, which, after generations of being enslaved, finally became totally dependent and evolved into the mitochondria. The theory predicted that some of the obscure single-celled eukaryotes that don’t
 possess mitochondria would turn out to be the ancestors of us all—they are relics from the days before the mitochondria had been ‘captured’ and put to use. But now, after a decade of careful genetic analysis, it looks as if all known eukaryotic cells either have
 or once had
 (and then lost) mitochondria. The implication is that the origin of complex cells is inseparable from the origin of the mitochondria: the two events were one and the same. If this is true, then not only did the evolution of multicellular organisms require mitochondria, but so too did the origin of their component eukaryotic cells. And if that’s true, then life on earth would not have evolved beyond bacteria had it not been for the mitochondria.

Another more secretive aspect of mitochondria relates to the differences between the two sexes, indeed the requirement for two sexes at all. Sex is a well-known conundrum: reproduction by way of sex requires two parents to produce a single child, whereas clonal or parthenogenic reproduction requires just a mother; the father figure is not only redundant but a waste of space and resources. Worse, having two sexes means that we must seek our mate from just half the population, at least if we see sex as a means of procreation.

Whether for procreation or not, it would be better if everybody was the same sex, or if there were an almost infinite number of sexes: two is the worst of all possible worlds. One answer to the riddle, put forward in the late 1970s and now broadly accepted by scientists, if relatively little known among the wider public, relates to the mitochondria. We need to have two sexes because one sex must specialize to pass on mitochondria in the egg cell, while the other must specialize not
 to pass on its mitochondria in the sperm. We’ll see why in Chapter 6.

All these avenues of research place mitochondria back in a position they haven’t enjoyed since their heyday in the 1950s, when it was first established that mitochondria are the seat of power in cells, generating almost all our energy.

The top journal Science
 acknowledged as much in 1999, when it devoted its cover and a sizeable section of the journal to mitochondria under the heading

‘Mitochondria Make A Comeback’. There had been two principal reasons for the neglect. One was that bioenergetics—the study of energy production in the mitochondria—was considered to be a difficult and obscure field, nicely summed up in the reassuring phrase once whispered around lecture theatres,

‘Don’t worry, nobody understands the mitochondriacs.’ The second reason related to the ascendancy of molecular genetics in the second half of the twentieth century. As one noted mitochondriac, Immo Schaeffler, noted: ‘Molecular
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biologists may have ignored mitochondria because they did not immediately recognize the far-reaching implications and applications of the discovery of the mitochondrial genes. It took time to accumulate a database of sufficient scope and content to address many challenging questions related to anthropology, biogenesis, disease, evolution, and more.’

I said that mitochondria are a badly kept secret. Despite their newfound celebrity, they remain an enigma. Many deep evolutionary questions are barely even posed, let alone discussed regularly in the journals; and the different fields that have grown up around mitochondria tend to be pragmatically isolated in their own expertise. For example, the mechanism by which mitochondria generate energy, by pumping protons across a membrane (chemiosmosis), is found in all forms of life, including the most primitive bacteria. It’s a bizarre way of going about things. In the words of one commentator, ‘Not since Darwin has biology come up with an idea as counterintuitive as those of, say, Einstein, Heisenberg or Schrödinger.’ This idea, however, turned out to be true, and won Peter Mitchell a Nobel Prize in 1978. Yet the question is rarely posed: Why
 did such a peculiar means of generating energy become so central to so many different forms of life? The answer, we shall see, throws light on the origin of life itself.

Another fascinating question, rarely addressed, is the continued existence of mitochondrial genes. Learned articles trace our ancestry back to Mitochondrial Eve, and even use mitochondrial genes to piece together the relationships between different species, but seldom ask why they exist at all. They are just assumed to be a relic of bacterial ancestry. Perhaps. The trouble is that the mitochondrial genes can easily be transferred en bloc
 to the nucleus. Different species have transferred different genes to the nucleus, but all
 species with mitochondria have also retained exactly the same core contingent of mitochondrial genes. What’s so special about these genes? The best answer, we’ll see, helps explain why bacteria never attained the complexity of the eukaryotes.

It explains why life will probably get stuck in a bacterial rut elsewhere in the universe: why we might not be alone, but will almost certainly be lonely.

There are many other such questions, posed by perceptive thinkers in the specialist literature, but rarely troubling a wider audience. On the face of it, these questions seem almost laughably erudite—surely they would hardly exercise even the most pointy-headed boffins. Yet when posed together as a group, the answers impart a seamless account of the whole trajectory of evolution, from the origin of life itself, through the genesis of complex cells and multicellular organisms, to the attainment of larger size, sexes, warm-bloodedness, and into the decline of old age and death. The sweeping picture that emerges gives striking new insights into why we are here at all, whether we are alone in the universe, why we have our sense of individuality, why we should make love,
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where we trace our ancestral roots, why we must age and die—in short, into the meaning of life. The eloquent historian Felipe Fernández-Armesto wrote:

‘Stories help explain themselves; if you know how something happened, you begin to see why it happened.’ So too, the ‘how’ and the ‘why’ are intimately embraced when we reconstruct the story of life.

I have tried to write this book for a wide audience with little background in science or biology, but inevitably, in discussing the implications of very recent research, I have had to introduce a few technical terms, and assume a familiarity with basic cell biology. Even equipped with this vocabulary, some sections may still seem challenging. I believe it’s worth the effort, for the fascination of science, and the thrill of dawning comprehension, comes from wrestling with the questions whose answers are unclear, yet touch upon the meaning of life.

When dealing with events that happened in the remote past, perhaps billions of years ago, it is rarely possible to find definitive answers. Nonetheless, it is possible to use what we know, or think we know, to narrow down the list of possibilities. There are clues scattered throughout life, sometimes in the most unexpected places, and it is these clues that demand familiarity with modern molecular biology, hence the necessary intricacy of a few sections. The clues allow us to eliminate some possibilities, and focus on others, after the method of Sherlock Holmes. As Holmes put it: ‘When you have eliminated the impossible, whatever remains, however improbable, must be the truth.’ While it is dangerous to brandish terms like impossible at evolution, there is sleuthful satisfaction in reconstructing the most likely paths that life might have taken. I hope that something of my own excitement will transmit to you.

For quick reference I have given brief definitions of most technical terms in a glossary, but before continuing, it’s perhaps valuable to give a flavour of cell biology for those who have no background in biology. The living cell is a minute universe, the simplest form of life capable of independent existence, and as such it is the basic unit of biology. Some organisms, like amoeba, or indeed bacteria, are simply single cells, or unicellular organisms. Other organisms are composed of numerous cells, in our own case millions of millions of them: we are multicellular organisms. The study of cells is known as cytology
 , from the Greek cyto
 , meaning cell (originally, hollow receptacle). Many terms incorporate the root cyto-, such as cytochromes (coloured proteins in the cell) and cytoplasm (the living matter of the cell, excluding the nucleus), or cyte
 , as in erythrocyte (red blood cell).

Not all cells are equal, and some are a lot more equal than others. The least equal are bacteria, the simplest of cells. Even when viewed down an electron microscope, bacteria yield few clues to their structure. They are tiny, rarely more than a few thousandths of a millimetre (microns) in diameter, and typically either spherical or rod-like in shape. They are sealed off from their external
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environment by a tough but permeable cell wall, and inside that, almost touch-ing upon it, by a flimsy but relatively impermeable cell membrane, a few millionths of a millimetre (nanometres) thick. This membrane, so vanishingly thin, looms large in this book, for bacteria use it for generating their energy.

The inside of a bacterial cell, indeed any cell, is the cytoplasm, which is of gel-like consistency, and contains all kinds of biological molecules in solution or suspension. Some of these molecules can be made out, faintly, at the highest power magnification we can achieve, an amplification of a million-fold, giving the cytoplasm a coarse look, like a mole-infested field when viewed from the air. First among these molecules is the long, coiled wire of DNA, the stuff of genes, which tracks like the contorted earthworks of a delinquent mole. Its molecular structure, the famous double helix, was revealed by Watson and Crick more than half a century ago. Other ruggosities are large proteins, barely visible even at this magnification, and yet composed of millions of atoms, organized in such precise arrays that their exact molecular structure can be deciphered by the diffraction of X-rays. And that’s it: there is little else to see, even though biochemical analysis shows that bacteria, the simplest of cells, are in fact so complex that we still have almost everything to learn about their invisible organization.

We ourselves are composed of a different type of cell, the most equal in our cellular farmyard. For a start they are much bigger, often a hundred thousand times the volume of a bacterium. You can see much more inside. There are great stacks of convoluted membranes, bristling with ruggosities; there are all kinds of vesicles, large and small, sealed off from the rest of the cytoplasm like freezer bags; and there is a dense, branching network of fibres that give structural support and elasticity to the cell, the cytoskeleton. Then there are the organelles
 —discrete organs within the cell that are dedicated to particular tasks, in the same way that a kidney is dedicated to filtration. But most of all, there is the nucleus, the brooding planet that dominates the little cellular universe. The planet of the nucleus is nearly as pockmarked with holes (in fact, tiny pores) as the moon. The possessors of such nuclei, the eukaryotes, are the most important cells in the world. Without them, our world would not exist, for all plants and animals, all algae and fungi, indeed essentially everything we can see with the naked eye, is composed of eukaryotic cells, each one harbouring its own nucleus.

The nucleus contains the DNA, forming the genes. This DNA is exactly the same in detailed molecular structure as that of bacteria, but it is very different in its large-scale organization. In bacteria, the DNA forms into a long and twisted loop. The contorted tracks of the delinquent mole finally close upon themselves to form a single circular chromosome. In eukaryotic cells, there are usually a number of different chromosomes, in humans 23, and these are linear,
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not circular. That is not to say that the chromosomes are stretched out in a straight line, but rather that each has two separate ends. Under normal working conditions, none of this can be made out down the microscope, but during cell division the chromosomes change their structure and condense into recognizable tubular shapes. Most eukaryotic cells keep two copies of each of their chromosomes—they are said to be diploid, giving humans a total of 46 chromosomes—and these pair up during cell division, remaining joined at the waist.

This gives the chromosomes the simple star shapes that can be seen down the microscope. They are not composed only of DNA, but are coated in specialized proteins, the most important of which are called histones
 . This is an important difference with bacteria, for no bacteria coat their DNA with histones: their DNA is naked. The histones not only protect eukaryotic DNA from chemical attack, but also guard access to the genes.

When he discovered the structure of DNA, Francis Crick immediately understood how genetic inheritance works, announcing in the pub that evening that he understood the secret of life. DNA is a template, both for itself and for proteins. The two entwined strands of the double helix each act as a template for the other, so that when they are prized apart, during cell division, each strand provides the information necessary for reconstituting the full double helix, giving two identical copies. The information encoded in DNA spells out the molecular structure of proteins. This, said Crick, is the ‘central dogma’ of all biology: genes code for proteins. The long ticker tape of DNA is a seemingly endless sequence of just four molecular ‘letters’, just as all our words, all our books, are a sequence of only 26 letters. In DNA, the sequence of letters stipulates the structure of proteins. The genome
 is the full library of genes possessed by an organism, and may run to billions of letters. A gene is essentially the code for a single protein, which usually takes thousands of letters. Each protein is a string of subunits called amino acids
 , and the precise order of these dictates the functional properties of the protein. The sequence of letters in a gene specifies the sequence of amino acids in a protein. If the sequence of letters is changed

—a ‘mutation’—this may change the structure of the protein (but not always, as there is some redundancy, or technically degeneracy, in the code—several different combinations of letters can code for the same amino acid).

Proteins are the crowning glory of life. Their forms, and their functions, are almost endless, and the rich variety of life is almost entirely attributable to the rich variety of proteins. Proteins make possible all the physical attainments of life, from metabolism to movement, from flight to sight, from immunity to signalling. They fall into several broad groups, according to their function.

Perhaps the most important group are the enzymes, which are biological catalysts that speed up the rate of biochemical reactions by many orders of magnitude, with an astonishing degree of selectivity for their raw materials.

Mitochondria 11

Some enzymes can even distinguish between different forms of the same atom (isotopes). Other important groups of proteins include hormones and their receptors, immune proteins like antibodies, DNA-binding proteins like histones, and structural proteins, such as the fibres of the cytoskeleton.

The DNA code is inert, a vast repository of information housed out of the way in the nucleus, in the same way that valuable encyclopaedias are stored safely in libraries, rather than being consulted in factories. For daily use the cell relies on disposable photocopies. These are made of RNA, a molecule composed of similar building blocks to DNA, but spun-out in a single strand rather than the two strands of the double helix. There are several types of RNA, which fulfil distinct tasks. The first of these is messenger RNA, which equates in length, more or less, to a single gene. Like DNA, it, too, forms a string of letters, and their sequence is an exact replica of the gene sequence in the DNA. The gene sequence is transcribed
 into the slightly different calligraphy of messenger RNA, converted from one font into another without losing any meaning. This RNA is a winged messenger, and passes physically from the DNA in the nucleus, through the pores that pockmark its surface like the moon, and out into the cytoplasm. There it docks onto one of the many thousands of protein-building factories in the cytoplasm, the ribosomes
 . As molecular structures these are enormous; as visible entities they are miniscule. They can be seen studding some of the cell’s internal membranes, giving them a rough impression on the electron microscope, and dotting through the cytoplasm. They are composed of a mixture of other types of RNA, and protein, and their job is to translate
 the message encoded in messenger RNA into the different language of proteins—

the sequence of amino acids. The whole process of transcription and translation is controlled and regulated by numerous specialized proteins, the most important of which are called transcription factors
 . These regulate the expression of genes. When a gene is expressed, it is converted from the somnolent code into an active protein, with business about the cell or elsewhere.

Armed with this basic cell biology, let’s now return to the mitochondria. They are organelles in the cell—one of the tiny organs dedicated to a specific task, in this case energy production. I mentioned that mitochondria were once bacteria, and in appearance they still look a bit like bacteria (Figure 1). Typically depicted as sausages or worms, they’re able to take many twisted and contorted shapes, including corkscrews. They’re usually of bacterial size, a few thousandths of a millimetre in length (1 to 4 microns), and perhaps half a micron in diameter. The cells that make up our bodies typically contain numerous mitochondria, the exact number depending on the metabolic demand of that particular cell. Metabolically active cells, such as those of the liver, kidneys, muscles, and brain, have hundreds or thousands of mitochondria, making up some 40 per cent of the cytoplasm. The egg cell, or oocyte, is exceptional: it
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1
 Schematic representation of a single mitochondrion, showing the outer and inner membranes; the inner membrane is convoluted into numerous folds known as cristae, which are the seat of respiration in the cell.

passes on around 100 000 mitochondria to the next generation. In contrast, blood cells and skin cells have very few, or none at all; sperm usually have fewer than 100. All in all, there are said to be 10 million billion mitochondria in an adult human, which together constitute about 10 per cent of our body weight.

Mitochondria are separated from the rest of the cell by two membranes, the outer being smooth and continuous, and the inner convoluted into extravagant folds or tubules, called cristae
 . Mitochondria don’t lie still, but frequently move around the cell to the places they are needed, often quite vigorously. They divide in two like bacteria, with apparent independence, and even fuse together into great branching networks. Mitochondria were first detected using light microscopy, as granules, rods, and filaments in the cell, but their provenance was debated from the beginning. Among the first to recognize their importance was the German Richard Altmann, who argued that the tiny granules were in truth the fundamental particles of life, and accordingly named them bioblasts
 in 1886. For Altmann, the bioblasts were the only living components of the cell, which he held to be little more than a fortified community of bioblasts living together for mutual protection, like the people of an iron-age fortification. Other structures, such as the cell membrane and the nucleus, were constructed by the community of bioblasts for their own ends, while the cytosol (the watery part of cytoplasm), was just that: a reservoir of nutrients enclosed in the microscopic fortress.

Altmann’s ideas never caught on, and he was ridiculed by some. Others claimed that bioblasts were a figment of his imagination—merely artefacts
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of his elaborate microscopic preparation. These disputes were aggravated by the fact that cytologists had become entranced by the stately dance of the chromosomes during cell division. To visualize this dance, the transparent components of the cell had to be coloured using a stain. As it happened, the stains that were best able to colour the chromosomes were acidic. Unfortunately, these stains tended to dissolve the mitochondria; their obsession with the nucleus meant that cytologists were simply dissolving the evidence. Other stains were ambivalent, colouring mitochondria only transiently, for the mitochondria themselves rendered the stain colourless. Their rather ghostly appearance and disappearance was scarcely conducive to firm belief. Finally Carl Benda demonstrated, in 1897, that mitochondria do have a corporeal existence in cells. He defined them as ‘granules, rods, or filaments in the cytoplasm of nearly all cells . . . which are destroyed by acids or fat solvents.’ His term, mitochondria
 (pronounced ‘my-toe-con-dree-uh’), was derived from the Greek mitos
 , meaning thread, and chondrin
 , meaning small grain. Although his name alone stood the test of time, it was then but one among many.

Mitochondria have revelled in more than thirty magnificently obscure names, including chondriosomes, chromidia, chondriokonts, eclectosomes, histomeres, microsomes, plastosomes, polioplasma, and vibrioden.

While the real existence of mitochondria was at last ceded, their function remained unknown. Few ascribed to them the elementary life-building properties claimed by Altmann; a more circumscribed role was sought. Some considered mitochondria to be the centre of protein or fat synthesis; others thought they were the residence of genes. In fact, the ghostly disappearance of mitochondrial stains finally gave the game away: the stains were rendered colourless because they had been oxidized
 by the mitochondria—a process analogous to the oxidation of food in cell respiration. Accordingly, in 1912, B. F.

Kingbury proposed that mitochondria might be the respiratory centres of the cell. His suggestion was demonstrated to be correct only in 1949, when Eugene Kennedy and Albert Lehninger showed that the respiratory enzymes were indeed located in the mitochondria.

Though Altmann’s ideas about bioblasts fell into disrepute, a number of other researchers also argued that mitochondria were independent entities related to bacteria, symbionts
 that lived in the cell for mutual advantage. A symbiont is a partner in a symbiosis, a relationship in which both partners benefit in some way from the presence of the other. The classic example is the Egyptian plover, which picks the teeth of Nile crocodiles, providing dental hygiene for the crocodile while gaining an easy lunch for itself. Similar mutual relationships can exist among cells such as bacteria, which sometimes live inside larger cells as endosymbionts
 . In the first decades of the twentieth century, virtually all parts of the cell were considered as possible endosymbionts, perhaps modified
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by their mutual coexistence, including the nucleus, the mitochondria, the chloroplasts (responsible for photosynthesis in plants), and the centrioles (the cell bodies that organize the cytoskeleton). All these theories were based on appearance and behaviour, like movement and apparently autonomous division, and so could never be more than suggestive. What’s more, their protagonists were all too often divided by struggles over priority, by war and language, and rarely agreed among themselves. As the science historian Jan Sapp put it, in his fine book Evolution by Association
 : ‘Thus unfolds an ironic tale of the fierce individualism of many personalities who pointed to the creative power of associations in evolutionary change.’

Matters came to a head after 1918, when the French scientist Paul Portier published his rhetorical masterpiece Les Symbiotes
 . He was nothing if not bold, claiming that: ‘All living beings, all animals from Amoeba to Man, all plants from Cryptogams to Dicotyledons are constituted by an association, the emboîtement
 of two different beings. Each living cell contains in its protoplasm formations, which histologists designate by the name of mitochondria. These organelles are, for me, nothing other than symbiotic bacteria, which I call symbiotes.’

Portier’s work attracted high praise and harsh criticism in France, though it was largely ignored in the English-speaking world. For the first time, however, the case did not stand on the morphological similarities between mitochondria and bacteria, but turned on attempts to cultivate mitochondria as a cell culture.

Portier claimed to have done so, at least with ‘proto-mitochondria’, which he argued had not yet become fully adapted to their life inside cells. His findings were publicly contested by a panel of bacteriologists at the Pasteur Institute, who were unable to replicate them. And sadly, once he had secured his chair at the Sorbonne, Portier abandoned the field, and his work was quietly forgotten.

A few years later, in 1925, the American Ivan Wallin independently put forward his own ideas on the bacterial nature of mitochondria, claiming that such intimate symbioses were the driving force behind the origin of new species. His arguments again turned on culturing mitochondria, and he, too, believed that he had succeeded. But for a second time interest waned with the failure to replicate his work. This time symbiosis was not ruled out with quite the same venom, but the American cell biologist E. B. Wilson summed up the prevailing attitude in his famous remark: ‘To many, no doubt, such speculations may appear too fantastic for present mention in polite biological society; nevertheless it is within the range of possibility that they may some day call for some serious consideration.’

That day turned out to be half a century later: aptly enough for the tale of an intimate symbiotic union, in the summer of love. In June 1967, Lynn Margulis submitted her famous paper to the Journal of Theoretical Biology
 , in which she
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resurrected the ‘entertaining fantasies’ of previous generations and cloaked them in newly scientific apparel. By then the case was much stronger: the existence of DNA and RNA in mitochondria had been proved, and examples of ‘cytoplasmic heredity’ catalogued (in which inherited traits were shown to be independent of the nuclear genes). Margulis was then married to the cosmologist Carl Sagan, and she took a similarly cosmic view of the evolution of life, considering not just the biology, but also the geological evidence of atmospheric evolution, and fossils of bacteria and early eukaryotes. She brought to the task a consummate discernment of microbial anatomy and chemistry, and applied systematic criteria to determine the likelihood of symbiosis. Even so, her work was rejected. Her seminal paper was turned down by 15 different journals before James Danielli, the far-seeing editor of the Journal of TheoreticalBiology
 , finally accepted it. Once published, there were an unprecedented 800

reprint requests for the paper within a year. Her book, The Origin of EukaryoticCells
 , was rejected by Academic Press, despite having been written to contract, and was eventually published by Yale University Press in 1970. It was to become one of the most influential biological texts of the century. Margulis marshalled the evidence so convincingly that biologists now accept her once-heterodox view as fact, at least when applied to mitochondria and chloroplasts.

Bitter arguments persisted for well over a decade, and were arcane but vital.

Without them, the final agreement would have been less secure. Everyone accepted that there are indeed parallels between mitochondria and bacteria, but not everyone agreed about what these really meant. Certainly the mitochondrial genes are bacterial in nature: they sit on a single circular chromosome (unlike the linear chromosomes of the nucleus) and are ‘naked’—they’re not wrapped up in histone proteins. Likewise, the transcription and translation of DNA into proteins is similar in bacteria and mitochondria. The physical assembly of proteins is also managed along similar lines, and differs in many details from standard eukaryotic practice. Mitochondria even have their own ribosomes, the protein-building factories, which are bacterial in appearance.

Various antibiotics work by blocking protein assembly in bacteria, and also block protein synthesis in the mitochondria, but not from the nuclear genes in eukaryotes.

Taken together, these parallels might sound compelling, but in fact there are possible alternative interpretations, and it was these that underpinned the long dispute. In essence, the bacterial properties of mitochondria could be explained if the speed of evolution was slower in the mitochondria than in the nucleus. If so, then the mitochondria would have more in common with bacteria simply because they had not evolved as fast, and so as far. They would retain more atavistic traits. Because the mitochondrial genes are not recombined by sex, this position was sustainable, if somewhat unsatisfying. It could
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only be refuted when the actual rate of evolution was known, which in turn required the direct sequencing of mitochondrial genes, and the comparison of sequences. Only after Fred Sanger’s group in Cambridge had sequenced the human mitochondrial genome in 1981 did it transpire that the evolution rate of mitochondrial genes was faster
 than that of the nuclear genes. Their atavistic properties could only be explained by a direct relationship; and this relationship was ultimately shown to be with a very specific group of bacteria, the

-proteobacteria.

Even the visionary Margulis was not correct about everything, luckily for the rest of us. Aligning herself with the earlier advocates of symbiosis, Margulis had argued that it would one day prove possible to grow mitochondria in culture—

it was only a matter of finding the right growth factors. Today, we know that this is not possible. The reason was also made clear by the detailed sequence of the mitochondrial genome: the mitochondrial genes only encode a handful of proteins (13 to be exact), along with all the genetic machinery needed to make them. The great majority of mitochondrial proteins (some 800) are encoded by the genes in the nucleus, of which there are 30 000 to 40 000 in total. The apparent independence of mitochondria is therefore truly apparent, and not genuine.

Their reliance on two genomes, the mitochondrial and the nuclear, is evident even at the level of a few proteins that are composed of multiple subunits, some of which are encoded by the mitochondrial genes, and others by the nuclear genes. Because they rely on both genomes, mitochondria can only be cultured within their host cells, and are correctly designated ‘organelles’, rather than symbionts. Nonetheless, the word ‘organelle’ gives no hint of their extraordinary past, and affords no insight into their profound influence on evolution.

There is another sense in which many biologists today still disagree with Lynn Margulis, and that relates to the evolutionary power of symbiosis in general. For Margulis, the eukaryotic cell is the product of multiple symbiotic mergers, in which the component cells have been subsumed into the greater whole to varying degrees. Her theory has been dubbed the ‘serial endosymbiosis theory’, meaning that eukaryotic cells were formed by a succession of such mergers between cells, giving rise to a community of cells living within one another. Besides chloroplasts and mitochondria, Margulis cites the cell skeleton with its organizing centre, the centriole, as the contribution of another type of bacteria, the Spirochaetes
 . In fact, according to Margulis the whole organic world is an elaboration of collaborative bacteria—the microcosm. The idea goes back to Darwin himself, who wrote in a celebrated passage: ‘Each living being is a microcosm—a little universe formed of self-propagating organisms inconceivably minute and numerous as the stars in the heavens.’

The idea of a microcosm is beautiful and inspiring, but raises a number of difficulties. Cooperation is not an alternative to competition. A collaboration
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between different bacteria to form new cells and organisms merely raises the bar for competition, which is now between the more complex organisms rather than their collaborative subunits—many of which, including the mitochondria, turn out to have retained plenty of selfish interests of their own. But the biggest difficulty with an all-embracing view of symbiosis is the mitochondria themselves, which wag a cautionary finger at the power of microscopic collaboration. It seems that all eukaryotic cells either have, or once had (and then lost), mitochondria. In other words, possession of mitochondria is a sine qua non
 of the eukaryotic condition.

Why on earth should this be? If collaboration between bacteria were so commonplace, we might expect to find all sorts of distinct ‘eukaryotic’ cells, each composed of a different set of collaborative microorganisms. Of course, we do—there is a great range of eukaryotic collaboration, especially in the more obscure microscopic communities living in inaccessible places, such as the mud of the sea floor. But the astonishing finding is that all these far-flung eukaryotes share the same ancestry—and they all
 either have or once had mitochondria. This is not true of any other collaboration between microorganisms in eukaryotes. In other words, the collaborations that attained fulfilment in eukaryotic organisms are contingent on the existence of mitochondria. If the original merger had not taken place, then neither would any of the others. We can say this with near certainty, because the bacteria have been collaborating and competing among themselves for nearly four billion years, and yet only came up with the eukaryotic cell once. The acquisition of mitochondria was the pivotal moment in the history of life.

We are discovering new habitats and relationships all the time. They are a fabulously rich testing ground of ideas. To give just a single example, one of the more surprising discoveries at the turn of the millennium was the abundance of tiny, so-called pico-eukaryotes
 , which live among the micro-plankton in extreme environments, such as the bottom of the Antarctic oceans, and in acidic, iron-rich rivers, like the Rio Tinto in southern Spain (known by the ancient Phoenicians as the ‘river of fire’ because of its deep red colour). In general, such environments were considered to be the domain of hardy, ‘extremophile’ bacteria, and the last place one might expect to find fragile eukaryotes.

The pico-eukaryotes are about the same size as bacteria and favour similar environments, and so generated a lot of interest as possible intermediates between bacteria and eukaryotes. Yet despite their small size and unusual predilection for extreme conditions, all turned out to fit into known groups of eukaryotes: genetic analysis showed they don’t challenge the existing classification system at all. Astonishingly, this new bubbling fountain of variations on a eukaryotic theme adds up to no more than subgroups
 to existing groups, all of which we have known about for many years.
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In these unsuspected environments, the very places we would expect to find a tapestry of unique collaborations, we do not. Instead, we find more of the same. Take the smallest known eukaryotic cell, for example, Ostreococcustauri
 . It is less than a thousandth of a millimetre (1 micron) in diameter, rather smaller than most bacteria, yet it is a perfectly formed eukaryote. It has a nucleus with 14 linear chromosomes, one chloroplast—and, most remarkably of all, several tiny mitochondria. It is not alone. The unexpected fountain of eukaryotic variation in extreme conditions has thrown up perhaps 20 or 30 new subgroups of eukaryotes. It seems that all of them have, or once had, mitochondria, despite their small size, unusual lifestyles, and hostile surroundings.

What does all this mean? It means that mitochondria are not just another collaborative player: they hold the key to the evolution of complexity. This book is about what the mitochondria did for us. I ignore many of the technical aspects that are discussed in textbooks—incidental details like porphyrin synthesis and even the Krebs cycle, which could in principle take place anywhere else in the cell, and merely found a convenient location in the mitochondria.

Instead, we’ll see why mitochondria made such a difference to life, and to our own lives. We’ll see why mitochondria are the clandestine rulers of our world, masters of power, sex, and suicide.
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The Origin of the Eukaryotic Cell

All true multicellular life on earth is

made up of eukaryotic cells—cells

with a nucleus. The evolution of

these complex cells is shrouded in

mystery, and may have been one of

the most unlikely events in the entire

history of life. The critical moment

was not the formation of a nucleus,

but rather the union of two cells, in

which one cell physically engulfed

another, giving rise to a chimeric cell

containing mitochondria. Yet one cell

engulfing another is commonplace;

what was so special about the

eukaryotic merger that it happened

only once?

The first eukaryote—one cell engulfed

another to form an extraordinary chimera

two billion years ago
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Are we alone in the universe? Ever since Copernicus showed

that the earth and planets orbit the sun, science has marched us away from a deeply held anthropocentric view of the universe to a humbling and insignificant outpost. From a statistical point of view, the existence of life elsewhere in the universe seems to be overwhelmingly probable, but on the same basis it must be so distant as to be meaningless to us.

The chances of meeting it would be infinitesimal.

In recent decades, the tide has begun to turn. The shift coincides with the mounting scientific respectability afforded to studies on the origin of life. Once a taboo subject, dismissed as ungodly and unscientific speculation, the origin of life is now seen as a solvable scientific conundrum, and is being inched in upon from both the past and the future. Starting at the beginning of time and moving forwards, cosmologists and geologists are trying to infer the likely conditions on the early earth that might have given rise to life, from the vaporizing impacts of asteroids and the hell-fire forces of vulcanism, to the chemistry of inorganic molecules and the self-organizing properties of matter. Starting in the present and moving backwards in time, molecular biologists are comparing the detailed genetic sequences of microbes in an attempt to construct a universal tree of life, right down to its roots. Despite continuing controversies about exactly how and when life began on earth, it no longer seems as improbable as we once imagined, and probably happened much faster than we thought. The estimates of ‘molecular clocks’ push back the origin of life to a time uncomfortably close to the period of heavy bombardment that cratered the moon and earth 4000 million years ago. If it really did happen so quickly in our boiling and battered cauldron, why not everywhere else?

This picture of life evolving amidst the fire and brimstone of primordial earth gains credence from the remarkable capacity of bacteria to thrive, or at least survive, in excessively hostile conditions today. The discovery, in the late 1970s, of vibrant bacterial colonies in the high pressures and searing temperatures of sulphurous hydrothermal vents at the bottom of the oceans (known as ‘black smokers’) came as a shock. The complacent belief that all life on earth ultimately depended on the energy of the sun, channelled through the photosynthesis of organic compounds by bacteria, algae, and plants, was overturned at a stroke. Since then, a series of shocking discoveries has revolutionized our perception of life’s orbit. Self-sufficient (autotrophic) bacteria live in countless numbers in the ‘deep-hot biosphere’, buried up to several miles deep in the
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rocks of the earth’s crust. There they scrape a living from the minerals themselves, growing so slowly that a single generation may take a million years to reproduce—but they are undoubtedly alive (rather than dead or latent). Their total biomass is calculated to be similar to the total bacterial biomass of the entire sunlit surface world. Other bacteria survive radiation at the genetically crippling doses found in outer space, and thrive in nuclear power stations or sterilized tins of meat. Still others flourish in the dry valleys of Antarctica, or freeze for millions of years in the Siberian permafrost, or tolerate acid baths and alkaline lakes strong enough to dissolve rubber boots. It is hard to imagine that such tough bacteria would fail to survive on Mars if seeded there, or could not hitch a lift on comets blasted across deep space. And if they could survive there, why should they not evolve there? When handled with the adept publicity of NASA, ever eager to scrutinize Mars and the deepest reaches of space for signs of life, the remarkable feats of bacteria have fostered the rise and rise of the nascent science of astrobiology.

The success of life in hostile conditions has tempted some astrobiologists to view living organisms as an emergent property of the universal laws of physics.

These laws seem to favour the evolution of life in the universe that we see around us: had the constants of nature been ever-so-slightly different, the stars could not have formed, or would have burnt out long ago, or never generated the nurturing warmth of the sun’s rays. Perhaps we live in a multiverse, in which each universe is subject to different constants and we, inevitably, live in what Astronomer Royal Martin Rees calls a biophilic
 universe, one of a small set in which the fundamental constants favour life. Or perhaps, by an unknown quirk of particle physics, or a breathtaking freak of chance, or by the hand of a benevolent Creator, who put in place the biophilic laws, we are lucky enough to live in a true universe that does favour life. Either way, our universe apparently kindles life. Some thinkers go even further, and see the eventual evolution of humanity, and in particular of human consciousness, as an inevitable outcome of the universal laws, which is to say the precise weightings of the fundamental constants of physics. This amounts to a modern version of the clockwork universe of Leibniz and Newton, parodied by Voltaire as ‘All is for the best in the best of all possible worlds.’ Some physicists and cosmologists with a leaning towards biology find a spiritual grandeur in this view of the universe as the midwife of intelligence. Such insights into the innermost workings of nature are celebrated as a ‘window’ into the mind of God.

Most biologists are more cautious, or less religious. Evolutionary biology holds more cautionary tales than just about any other science, and the erratic meanderings of life, throwing up weird and improbable successes, and demol-ishing whole phyla by turns, seems to owe more to the contingencies of history than to the laws of physics. In his famous book Wonderful Life
 , Stephen Jay
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Gould wondered what might happen if the film of life were to be replayed over and over again from the beginning: would history repeat itself, leading inexorably each time to the evolutionary pinnacle of mankind, or would we be faced with a new, strange, and exotic world each time? In the latter case, of course, ‘we’ would not have evolved to see it. Gould has been criticized for not paying due respect to the power of convergent evolution, which is the tendency of organisms to develop similarities in physical appearance and performance, regardless of their ancestry, so that anything which flies will develop similar-looking wings; anything that sees will develop similar-looking eyes. This criticism was propounded most passionately and persuasively by Simon Conway Morris, in his book Life’s Solution
 . Conway Morris, ironically, was one of the heroes of Gould’s book, Wonderful Life
 , but he opposes that book’s sweeping conclusion. Play back the film of life, says Conway Morris, and life will flow down the same channels time and time again. It will do so because there are only so many possible engineering solutions to the same problems, and natural selection means that life will always tend to find the same solutions, whatever they may be. All of this boils down to a tension between contingency and convergence. To what extent is evolution ruled by the chance of contingency, versus the necessity of convergence? For Gould all is contingent; for Conway Morris, the question is, would an intelligent biped still have four fingers and a thumb?

Conway Morris’s point about convergent evolution is important in terms of the evolution of intelligence here or anywhere else in the universe. It would be disappointing to discover that no form of higher intelligence had ever managed to evolve elsewhere in the universe. Why? Because very different organisms should converge on intelligence as a good solution to a common problem.

Intelligence is a valuable evolutionary commodity, opening new niches for those clever enough to occupy them. We should not think only of ourselves in this sense: some degree of intelligence, and in my view conscious self-awareness, is widespread among animals, from dolphins to bears to gorillas.

Humanity evolved quickly to fill the ‘highest’ niche, and a number of contingent factors no doubt facilitated this rise; but who is to say that, given a vacated niche and a few tens of millions of years, the kind of foraging bears that break into cars and dustbins could not evolve to fill it? Or why not the majestic and intelligent giant squid? Perhaps it was little more than chance and contingency that led to the rise of Homo sapiens
 , rather than any of the other extinct lines of Homo
 , but the power of convergence always favours the niche. While we are the proud possessors of uniquely well-developed minds, there is nothing particularly improbable about the evolution of intelligence itself. Higher intelligence could evolve here again, and by the same token anywhere else in the universe.

Life will keep converging on the best solutions.
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The power of convergence is illustrated by the evolution of ‘good tricks’ like flight and sight. Life has converged on the same solutions repeatedly. While repeated evolution does not imply inevitability, it does change our perception of probability. Despite the obviously difficult engineering challenges involved, flight evolved independently no less than four times, in the insects, the ptero-saurs (such as pterodactyls), the birds, and the bats. In each case, regardless of their different ancestries, flying creatures developed rather similar-looking wings, which act as aerofoils—and we too have paralleled this design feature in aeroplanes. Similarly, eyes have evolved independently as many as forty times, each time following a limited set of design specifications: the familiar

‘camera eye’ of mammals and (independently) the squid; and the compound eyes of insects and extinct groups such as trilobites. Again, we too have invented cameras that work along similar principles. Dolphins and bats developed sonar navigation systems independently, and we invented our own sonar system before we knew that dolphins and bats took soundings in this way. All these systems are exquisitely complex and beautifully adapted to needs, but the fact that each has evolved independently on several occasions implies that the odds against their evolution were not so very great.

If so, then convergence outweighs contingency, or necessity overcomes chance. As Richard Dawkins concluded, in The Ancestors Tale
 : ‘I am tempted by Conway Morris’s belief that we should stop thinking of convergent evolution as a colourful rarity to be remarked and marvelled at when we find it. Perhaps we should come to see it as the norm, exceptions to which are occasions for surprise.’ So if the film of life is played back over and over again, we may not be here to see it ourselves, but intelligent bipeds ought to be able to gaze up at flying creatures, and ponder the meaning of the heavens.

If the origin of life amidst the fire and brimstone of early Earth was not as improbable as we once thought (more on this in Part 2), and most of the major innovations of life on Earth all evolved repeatedly, then it is reasonable to believe that enlightened intelligent beings will evolve elsewhere in our universe. This sounds reasonable enough, but there is a nagging doubt. On Earth, all of this engineering flamboyance evolved in the last 600 million years, barely a sixth of the time in which life has existed. Before that, stretching back for perhaps more than 3000 million years, there was little to see but bacteria and a few primitive eukaryotic organisms like algae. Was there some other brake on evolution, some other contingency that needed to be overcome before life could really get going?

The most obvious brake, in a world dominated by simple single-celled organisms, is the evolution of large multicellular creatures, in which lots of cells collaborate together to form a single body. But if we apply the same yardstick of repeatability, then the odds against multicellularity do not seem particularly high. Multicellular organisms probably evolved independently quite a few
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times. Animals and plants certainly evolved large size independently; so too (probably) did the fungi. Similarly, multicellular colonies may have evolved more than once among the algae—the red, brown, and green algae are ancient lineages, which diverged more than a billion years ago, at a time when single-celled forms were predominant. There is nothing about their organization or genetic ancestry to suggest that multicellularity arose only once among the algae. Indeed, many are so simple that they are better viewed as large colonies of similar cells, rather than true multicellular organisms.

At its most basic level a multicellular colony is simply a group of cells that divided but failed to separate properly. The difference between a colony and a true multicellular organism is the degree of specialization (differentiation) among genetically identical cells. In ourselves, for example, brain cells and kidney cells share the same genes but are specialized for different tasks, switching on and off whichever genes are necessary. At a simpler level, there are numerous examples of colonies, even bacterial colonies, in which some differentiation between cells is normal. Such a hazy boundary between a colony and a multicellular organism can confound our interpretation of bacterial colonies, which some specialists argue are better interpreted as multicellular organisms, even if most ordinary people would view them as little more than slime. But the important point is that the evolution of multicellular organisms does not appear to have presented a serious obstacle to the inventive flow of life. If life got stuck in a rut, it wasn’t because it was so hard to get cells to cooperate together.

In Part 1, I shall argue that there was one event in the history of life that was genuinely unlikely, which was responsible for the long delay before life took off in all its extravagance. If the film of life were played back over and over again, it seems to me likely that it would get stuck in the same rut virtually every time: we would be faced with a planet full of bacteria and little else. The event that made all the difference here was the evolution of the eukaryotic cell
 , the first complex cells that harbour a nucleus. An esoteric term like ‘eukaryotic cell’

might seem a quibbling exception, but the fact is that all true multicellular organisms on earth, including ourselves, are built only from eukaryotic cells: all plants, animals, fungi, and algae are eukaryotes. Most specialists agree the eukaryotic cell evolved only once. Certainly, all known eukaryotes are related—

all of us share exactly the same genetic ancestry. If we apply the same rules of probability, then the origin of the eukaryotic cell looks far more improbable than the evolution of multicellular organisms, or flight, sight, and intelligence.

It looks like genuine contingency, as unpredictable as an asteroid impact.

What has all this to do with mitochondria, you may be wondering? The answer stems from the surprising finding that all eukaryotes either have, or once had, mitochondria. Until quite recently, mitochondria had seemed
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almost incidental to the evolution of eukaryotes, a nicety rather than a necessity. The really important development, after which eukaryotes are named, was the evolution of the nucleus. But now this is perceived differently. Recent research suggests that the acquisition of mitochondria was far more important than simply plugging an efficient power-supply into an already complicated cell, with a nucleus brimming with genes—it was the single event that made the evolution of complex eukaryotic cells possible at all. If the mitochondrial merger had not happened then we would not be here today, nor would any other form of intelligent or genuinely multicellular life. So the question of contingency boils down to a practical matter: how did mitochondria evolve?




1. The Deepest Evolutionary Chasm




1


The Deepest Evolutionary Chasm

The void between bacterial and eukaryotic cells is greater than any other in biology. Even if we begrudgingly accept bacterial colonies as true multicellular organisms, they never got beyond a very basic level of organization. This is hardly for lack of time or opportunity—bacteria dominated the world for two billion years, have colonized all thinkable environments and more than a few unthinkable ones, and in terms of biomass still outweigh all multicellular life put together. Yet for some reason, bacteria never evolved into the kind of multicellular organism that a man on the street might recognize. In contrast, the eukaryotic cell appeared much later (according to the mainstream view) and in the space of just a few hundred million years—a fraction of the time available to bacteria—gave rise to the great fountain of life we see all around us.

The Nobel laureate Christian de Duve has long been interested in the origin and history of life. He suggests in a wise final testament, Life Evolving,
 that the origin of the eukaryotes may have been a bottleneck rather than an improbable event—in other words, their evolution was an almost inevitable consequence of a relatively sudden change in the environmental conditions, such as a rise in the amount of oxygen in the atmosphere and oceans. Of all the populations of proto-eukaryotes living at the time, one form simply happened to be better adapted and expanded rapidly through the bottleneck to take advantage of the changing circumstances: it prospered, while less well-adapted competing forms died out, giving a misleading impression of chance. This possibility depends on the actual sequence of events and selection pressures involved, and can’t be ruled out until these are known with certainty. And of course, when we are talking of selection pressures exerted two billion years ago, it is unlikely that we can ever be certain; nonetheless, as I mentioned in the Introduction, it is possible to exclude some of the possibilities by considering modern molecular biology, and to narrow down a list of the most likely possibilities.

Despite my enormous respect for de Duve, I don’t find his bottleneck thesis very convincing. It is too monolithic, and the sheer variety of life weighs against it—there seems to be a place for almost everything. The whole world did not change at once, and many varied niche environments persisted. Perhaps most

28 The Origin of the Eukaryotic Cell

importantly, environments lacking in oxygen (anoxic or hypoxic environments) persisted on a large scale, and do so to this day. To survive in such environments calls for a very different set of biochemical skills from those needed to survive in the new oxygenated surroundings. The fact that some eukaryotes already existed should not have precluded the evolution of a variety of different ‘eukaryotes’ in different environments, such as the stagnant sludge at the bottom of the oceans. Yet this is not what happened. The astonishing fact is that all the single-celled eukaryotes that live there are related to the oxygen-breathing organisms living in fresh air. I find it highly improbable that the first eukaryotes were so competitive that they annihilated all competition from every environment, even those most unsuited to their own character. Certainly the eukaryotes are not so competitive that they annihilated the competition of bacteria: they took their place alongside them, and opened up new niches for themselves. Nor can I think of any parallels elsewhere in life, on any scale. The fact that the eukaryotes became the masters of oxygen respiration did not lead to its disappearance among the bacteria. And more generally, many types of bacteria persisted for billions of years despite unceasing and unforgiving competition for the same resources.

Let’s consider a single example, the methanogens. These bacteria (more technically, Archaea) scratch a living by generating methane gas from hydrogen and carbon dioxide. We’ll consider this briefly as the methanogens are important to our story later on. The problem for methanogens is that, though carbon dioxide is plentiful, hydrogen is not: it quickly reacts with oxygen to form water, and so is not found in oxygenated environments for any long period. The methanogens can therefore only survive in environments where they have access to hydrogen gas—usually environments totally lacking in oxygen, or with constant volcanic activity, replenishing the source of hydrogen faster than it is used up. But the methanogens are not the only type of bacteria that use hydrogen—and they are not particularly efficient at extracting hydrogen from the environment. Another type of bacteria, so-called sulphate-reducingbacteria
 , makes a living by converting (or reducing) sulphate into hydrogen sulphide—the gas that stinks of rotten eggs (in fact rotten eggs reek of hydrogen sulphide). To do so, they too can use hydrogen gas, and they usually out-compete the methanogens for this scarce resource. Even so, the methanogens have survived for three billion years in niche environments, where the sulphate-reducing bacteria are penalized in some other respect—usually for the lack of sulphate. For example, because freshwater lakes are impoverished in sulphate, the sulphate-reducing bacteria can’t establish themselves; and in the sludge at the bottom of such lakes, or in stagnant marshes, the methanogens live on. The methane gas they emit is known as swamp gas, and at times it sets alight with a mysterious blue flame that plays over the marshes, a phenomenon known as
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‘will-o-the-wisp’, which explains many ‘sightings’ of ghosts and UFOs. But the productions of the methanogens are far from insubstantial. Anyone who advocates switching from exploiting oil reserves to natural gas can thank the methanogens—they are responsible for essentially our entire supply. Methanogens are also found in the guts of cattle and even people, as the hindgut is exceedingly low in oxygen. The methanogens thrive in vegetarians because grass, and vegetation in general, is low in sulphur compounds. Meat is much richer in sulphur; so sulphate-reducing bacteria usually displace methanogens in carnivores. Change your diet, and you will notice the difference in polite company.

The point I want to make about methanogens is that they were the losers in the race through a bottleneck, yet nonetheless survived in niche environments.

Similarly, on a larger scale, it is rare for the loser to disappear completely, or for the latecomers never to gain at least a precarious foothold. The fact that flight had already evolved among birds did not preclude its later evolution in bats, which became the most numerous mammalian species. The evolution of plants did not lead to the disappearance of algae, or indeed the evolution of vascular plants to the disappearance of mosses. Even mass extinctions rarely lead to the disappearance of whole classes. If the dinosaurs disappeared, the reptiles are nevertheless still among us, despite stiff competition from birds and mammals. It seems to me that the only bottleneck in evolution comparable to that which de Duve postulates for the eukaryotic cell is the origin of life itself, which may have happened once, or perhaps numerous times with only one form ultimately surviving—in which case this, too, was a bottleneck. Perhaps, but this is not a good example, for we simply don’t know. All we can say for sure is that all life living today ultimately shares the same ancestor, and so sprang from the same progenitor. Incidentally, this rules out the view, expressed by some, that our planet has been populated by successive waves of invasions from outer space—such a view is not compatible with the deep biochemical relatedness of all known life on earth.

If the origin of the eukaryotic cell was not a bottleneck, then it was probably a genuinely unlikely sequence of events, for it happened only once. Speaking as a multicellular eukaryote, I might be biased, but I do not believe that bacteria will ever ascend the smooth ramp to sentience, or anywhere much beyond slime, here or anywhere else in the universe. No, the secret of complex life lies in the chimeric nature of the eukaryotic cell—a hopeful monster, born in an improbable merger 2000 million years ago, an event still frozen in our innermost constitution and dominating our lives today.

Richard Goldschmidt first advanced the concept of a hopeful monster in 1940—the year that Oswald Avery showed that the genes are composed of DNA.

Goldschmidt’s name has since been derided by some writers, and held up as an
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anti-Darwinian hero by others. He deserves neither epitaph as his theory is neither impossible nor anti-Darwinian. Goldschmidt argued that the gradual accumulation of small genetic changes, mutations
 , was important, but could only account for the variation within a species: it wasn’t a sufficiently powerful source of evolutionary novelty to explain the origin of a new species. Goldschmidt believed that the big genetic differences between species could not be mounted by a succession of tiny mutations, but required more profound

‘macro-mutations’—monster leaps across ‘genetic space’, which is to say the gulf between two different genetic sequences (the number of changes required to get from one to another). He appreciated that random macro-mutations, sudden large changes in gene sequence, were far more likely to produce an unworkable mutant, and so he christened his one-in-a-million success a ‘hopeful monster’. For Goldschmidt, a hopeful monster was the lucky outcome of a large and sudden genetic change, rather than a succession of tiny mutations—

the kind of thing an archetypal mad scientist might produce in the laboratory after a lifetime of dedicated and deranging failure. With our modern understanding of genetics, we now know that macro-mutations don’t account for speciation, at least not in multicellular creatures (though they may in bacteria, as argued by Lynn Margulis). However, it seems to me that the fusion of two whole genomes to create the first eukaryotic cell is better viewed as a macro-mutation to create a ‘hopeful monster’ than purely as a succession of small genetic changes.

So what kind of a monster was the first eukaryote, and why was its origin so improbable? To understand the answers, we need to think first about the nature of eukaryotic cells, and the many striking ways in which they differ from bacteria. We have already touched on this in the Introduction; here, we need to focus on the magnitude of the differences, the wide yawn of the chasm.

Differences between bacteria and eukaryotes

Compared with bacteria, most eukaryotic cells are enormous. Bacteria are rarely larger than a few thousandths of a millimetre (a few microns) or so in length. In contrast, although some eukaryotes, known as the pico-eukaryotes
 , are of bacterial size, the majority are ten to a hundred times those dimensions, giving them a cell volume about 10 000 to 100 000 times that of bacteria.

Size is not the only thing that matters. The cardinal feature of eukaryotes, from which their Greek name derives, is the possession of a ‘true’ nucleus.

This nucleus is typically a spherical, dense mass of DNA (the genetic matter) wrapped up in proteins and enveloped in a double membrane. Here, already, are three big differences with bacteria. First, the bacteria lack a nucleus at all, or else have a primitive version that is not enclosed by a membrane. For this
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reason bacteria are also termed ‘prokaryotes’, from the Greek ‘before the nucleus’. While this is potentially a prejudgement—some researchers argue that cells with a nucleus are just as ancient as those without—most specialists agree that prokaryotes are well named: they really did evolve before cells with a nucleus (the eukaryotes).

The second big difference between bacteria and eukaryotes is the size of their genomes as a whole—the total number of genes. Bacteria generally have far less DNA than even simple single-celled eukaryotes such as yeast. This difference can be measured either in terms of the total number of genes—usually adding up to hundreds or thousands—or the total DNA content. This latter value is known as the C-value, and is measured in ‘letters’ of DNA. It includes not only the genes, but also the stretches of so-called non-coding
 DNA—DNA that does not code for proteins, and so can’t really be called ‘genes’. The differences in both the number of genes and the C-value are revealing. Single-celled eukaryotes like yeasts have several times as many genes as most bacteria, whereas humans have perhaps twenty times as many. The difference in the C-value, or total DNA content, is even more striking, as eukaryotes contain far more non-coding DNA than bacteria. The total DNA content of eukaryotes spans an extraordinary five orders of magnitude. The genome of a large amoeba, Amoeba
 dubia
 , is more than 200 000 times larger than that of the tiny eukaryotic cell, Encephalitozoon cuniculi
 . This enormous range is unrelated to complexity, or the total number of genes. Amoebae dubia
 actually has 200 times more DNA than do humans, even though it has far fewer genes and is obviously less complex.

This odd discrepancy is known as the C-value paradox. Whether all this non-coding DNA has any evolutionary purpose is debated. Some of it certainly does, but a large part remains puzzling, and it is hard to see why an amoeba should need so much (we will return to this in Part 4). Nonetheless, it is a fact, requiring an explanation, that eukaryotes generally have orders of magnitude more DNA than prokaryotes. This is not without a cost. The energy required to copy all this extra DNA, and to ensure it is copied faithfully, affects the rate and circumstances of cell division, with implications that we will explore later.

The third big difference lies in the packing and organization of DNA. As we noted in the Introduction, most bacteria possess a single circular chromosome.

This is anchored to the cell wall, but otherwise floats freely around the cell, ready for quick replication. Bacteria also carry genetic ‘loose change’ in the form of tiny rings of DNA called plasmids, which replicate independently and can be passed from one bacterium to another. The daily exchange of loose plasmids in this way is equivalent to shopping with loose change, and explains how the genes for drug resistance spread so quickly in a population of bacteria—

just as a coin may find itself in twenty different pockets in a day. Returning to their main gene bank, few bacteria wrap their main chromosome in proteins—
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rather, their genes are ‘naked’, making them easily accessible—a current account rather than a savings account. Bacterial genes tend to be ordered in groups that serve a similar purpose, and act as a functional unit, which are known as operons
 . In contrast, eukaryotic genes give no semblance of order.

Eukaryotic cells possess quite a number of disparate, straight chromosomes, which are usually doubled up to give pairs of equivalent chromosomes, such as the 23 pairs of chromosomes found in humans. In eukaryotes, the genes are strung along these chromosomes in virtually a random order, and to make matters worse they are often fragmented into short sections with long stretches of non-coding DNA breaking up the flow. To build a protein, a great tract of DNA often needs to be read off, before it is spliced up and melded together to form a coherent transcript that codes for the protein.

Eukaryotic genes are not just randomized and fragmented, they are also tricky to get at. The chromosomes are tightly wrapped in proteins called histones, which block access to the genes. When the genes are being replicated during cell division, or copied to make transcripts for building proteins, the configuration of the histones must be altered to allow access to the DNA itself.

This in turn has to be controlled by proteins called transcription factors.

Altogether, the organization of the eukaryotic genome is a complicated business that fills library after library with footnotes. We’ll come to another aspect of this complicated set-up in Part 5 (sex, which is not found in bacteria). For now, though, the most important take-home point is that there is an energetic cost to all of this complexity. Where bacteria are almost always ruthlessly streamlined and efficient, most eukaryotes are lumbering and labyrinthine.

A skeleton and many closets

Outside the nucleus, eukaryotic cells are also very different to bacteria. Eukaryotic cells have been described as cells with ‘things inside’ (Figure 2). Most of the things inside are membrane structures, made of a vanishingly thin sandwich of fatty molecules called lipids. The membranes form into vesicles, tubes, cisterns, and stacks, enclosing spaces—closets—that are physically separated, by the lipid barrier, from the watery cytosol. Different membrane systems are specialized for various tasks, such as building the components of the cell, or breaking down food to generate energy, or for transport, storage, and degrad-ation. Interestingly, for all their variety of size and shape, most of the eukaryotic closets are variations on the simple vesicle: some are elongated and flattened, others are tubular, and some are simply bubbles. The most unexpected is the nuclear membrane, which looks like a continuous double membrane enclosing the nucleus, but is in fact a series of large flattened vesicles welded together, and rather surprisingly, continuous with other membrane compartments in
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2
 Schematic illustrations of a bacterial cell (a) compared with a eukaryotic cell (b). The illustrations are not drawn to scale; bacteria are about the same size as the mitochondria in (b). The membrane structures are in fact sparsely depicted in the eukaryotic cell, for clarity, and in reality the differences in internal structure are even more marked. Bacteria are remarkable for their inscrutability, even by electron microscopy.

the rest of the cell. The nuclear membrane is therefore distinct in structure from the external membranes of any cell, which are always a continuous single (or double) layer.

Then there are the tiny organs within cells, the so-called organelles, such as the mitochondria and the chloroplasts in plants and algae. The chloroplasts are worth a special mention. They are responsible for photosynthesis, the process by which solar energy is converted into the currency of biological molecules, which possess their own chemical energy. Like the mitochondria, the chloro-
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plasts derive from bacteria, in this case the cyanobacteria
 , the only group of bacteria capable of true photosynthesis (to generate oxygen). It is notable that both mitochondria and chloroplasts were once free-living bacteria, and still retain a number of partially independent traits, including a contingent of their own genes. Both are involved in energy generation for their host cells. Both these organelles are tangibly different from the other membrane systems of eukaryotic cells, and these differences set them apart. Like the nucleus, the mitochondria and chloroplasts are enclosed in a double membrane, but unlike the nucleus their membranes form a true continuous barrier. Along with their own DNA, their own ribosomes and protein assembly, and their semi-autonomous manner of division, the double membranes of the mitochondria and chloroplasts are among the features that point an incriminating finger at their bacterial ancestry.

If eukaryotic cells have things inside, bacteria are inscrutable. They have little of the eukaryotic riot of internal membrane systems, apart from their single external cell membrane, which is occasionally folded in upon itself to give some texture to the cell. Even so, the flourishing eukaryotic membranes share the same basic composition with the sparse membranes of bacteria. Both are composed of a water-soluble ‘head’ of glycerol phosphate, to which are bound several long fatty chains, which are soluble only in oils. Just as detergents form naturally into tiny droplets, so too the chemical structure of lipids enables them to coalesce naturally into membranes, in which the fatty chains are buried inside the membrane, while the water-soluble heads protrude from either side.

This kind of consistency in the bacteria and eukaryotes helps to convince biochemists that both ultimately share a common inheritance.

Before we move on to consider the meaning of all these similarities and differences, let’s just complete our whistlestop tour of the eukaryotic cell. There are two remaining differences with bacteria that I’d like to touch on. First, besides their membrane structures and organelles, eukaryotic cells contain a dense internal scaffolding of protein fibres known as the cytoskeleton. Second, unlike bacteria, eukaryotes do not have a cell wall, or at least not a bacterial-style cell wall (plant cells, and some algae and fungi, do actually possess cell walls, but these are very different from bacterial walls, and evolved much later).

The internal cytoskeleton and the external cell wall are utterly different conceptions, but nonetheless have equivalent functions—both provide structural support, in the same way that the external cuticle of an insect and own internal skeleton both provide structural support. Bacterial cell walls vary in structure and composition, but in general they provide a rigid skeleton that maintains the shape of the bacterium, preventing it from swelling to bursting point, or collapsing, if its environment suddenly changes. In addition, the bacterial cell
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wall provides a solid surface for anchoring the chromosome (containing its genes), along with various locomotive devices, such as whip-like threads, or flagellae. In contrast, eukaryotic cells usually have a flexible outer membrane, which is stabilized by the internal cytoskeleton. This is not at all a fixed structure but is constantly being remodelled—a highly energetic process—giving the cytoskeleton a dynamism unattainable by a cell wall. This means that eukaryotic cells (or protozoa at least) are not as robust as bacteria, but they have the immeasurable advantage that they can change shape, often quite vigorously. The classic example is the amoeba, which crawls around and engulfs its food by phagocytosis
 : temporary cellular projections, known as pseudopodia (literally, false feet) flow around the prey and meld together again, forming a food vacuole inside the cell. The pseudopodia are stabilized by dynamic changes in the cytoskeleton. They meld together again so easily because the lipid membranes are as fluid as soap bubbles, and can easily bud off into vesicles, then meld back together. Their ability to change shape and engulf food by phagocytosis enables single-celled eukaryotic organisms to become true predators, setting them apart from bacteria.

The road less travelled—from bacteria to eukaryotes

Eukaryotic cells and bacteria are constructed from essentially the same building materials (nucleic acids, proteins, lipids, and carbohydrates). They have exactly the same genetic codes, and very similar membrane lipids. Clearly they share a common inheritance. On the other hand, the eukaryotes are different from bacteria in virtually every aspect of their structure. Eukaryotic cells are, on average, 10 000 to 100 000 times the volume of bacteria, and contain a nucleus and many membranes and organelles. They generally carry orders of magnitude more genetic material and fragment their genes into short sections, in no particular order. Their chromosomes are straight rather than circular, and are wrapped in histone proteins. Most reproduce by sex, at least occasionally. They are supported internally by a dynamic cytoskeleton and may lack an external cell wall, which enables them to scavenge food and ingest whole bacteria.

The mitochondria are only one element in this catalogue of differences, and might seem to be just another added extra. They are not, as we shall see. But we are left with the question: why did the eukaryotes make such a complicated evolutionary pilgrimage while bacteria barely changed in nearly four billion years?

The origin of the eukaryotic cell is one of the hottest topics in biology, what Richard Dawkins has termed the ‘Great Historic Rendezvous’. It furnishes exactly the right balance of science and speculation to generate violent pas-
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sions among supposedly dispassionate scientists. Indeed, it sometimes feels as if each new piece of evidence throws up a new hypothesis to explain the evolutionary roots of the eukaryotic cell. Such hypotheses have traditionally fallen into two groups, those which try to explain the eukaryotes on the basis of mergers between a variety of bacterial cells, and those which try to derive most eukaryotic features from within the group, without recourse to so many mergers. As we saw in the Introduction, Lynn Margulis argued that both mitochondria and chloroplasts are derived from free-living bacteria. She also argued that several other features of eukaryotic cells, including the cytoskeleton, along with its organizing centres, the centrioles, are derived from bacterial mergers, but she has been less successful at drawing the field with her. The problem is that resemblances in cellular structures may derive from a direct evolutionary relationship, in which the endosymbiont has degenerated to the point that its ancestry can only just be made out. Alternatively, similarities in structure may be the result of convergent evolution, in which similar selection pressures inevitably generate similar structures, as there are only a few possible engineering solutions to a particular problem, as discussed earlier.

In the case of cellular objects like the cytoskeleton, which, unlike the chloroplasts and the mitochondria, do not have a genome of their own, it’s difficult to establish provenance. If genealogy can’t be traced directly, it is not easy to prove whether an organelle is symbiotic or an invention of the eukaryotes.

Most biologists lean towards the simplest view, that most eukaryotic traits, including the nucleus and the organelles, except for the mitochondria and chloroplasts, are purely eukaryotic inventions.

To trace a path through this maze of contradictions we’ll consider just two of the competing theories on the origin of the eukaryotic cell, which seem to me to be the most likely possibilities—the ‘mainstream’ view and the ‘hydrogen hypothesis’. The mainstream view has superseded Lynn Margulis’ original ideas in many details, and in its present form is largely attributable to Oxford biologist Tom Cavalier-Smith. Few researchers have quite as detailed an understanding of the molecular structures of cells and their evolutionary relationships as Cavalier-Smith, and he has put forward numerous important and contentious theories on cellular evolution. The hydrogen hypothesis is an utterly different theory, argued forcefully by Bill Martin, an American biochemist at Heinrich-Heine University in Düsseldorf, Germany. Martin is a geneticist by background, and tends to prefer biochemical, rather than structural, insights into the origins of the eukaryotes. His ideas are counter-intuitive, and have generated a heated, even vitriolic, response in some quarters, but they are underpinned by a crisp ecological logic that cannot be ignored. The pair often clash at conferences, and their views seem to hang over such meetings with an almost Victorian sense of melodrama, reminiscent of Conan Doyle’s Professor
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Challenger. At a splendid discussion meeting on the origin of eukaryotic cells at the Royal Society of London in 2002, Cavalier-Smith and Martin contested each other’s views throughout the meeting, and I was impressed to find them still embroiled in debate hours afterwards in the local pub.




2. Quest for a Progenitor




2


Quest for a Progenitor

How did the eukaryotic cell evolve from bacteria? The mainstream view assumes that it was by way of a sequence of tiny steps, through which a bacterium was gradually transformed into a primitive eukaryotic cell, possessing everything that characterises the modern eukaryotes, except for mitochondria. But what were these steps? And how did they get started down a path that in the end found a way across the deep chasm separating the eukaryotes from bacteria?

Tom Cavalier-Smith has argued that the key step forcing the evolution of the eukaryotes was the catastrophic loss of the cell wall. According to the Oxford English Dictionary, the word ‘catastrophe’ means ‘a calamitous fate’ or ‘an event producing a subversion of the order of things’. For any bacteria that lose their cell wall, either definition may easily come true. Most wall-less bacteria are extremely fragile, and unlikely to survive long outside the cosy laboratory environment. This does not mean that such calamities are rare events, though.

In the wild, bacterial cell walls might be lost quite often, either by mutation or active sabotage. For example, some antibiotics (such as penicillin) work by blocking the formation of the cell wall. Bacteria engaged in chemical warfare may well have produced such antibiotics. This is not at all improbable—most new antibiotics are isolated from bacteria and fungi engaged in exactly this kind of struggle. So, the first step, the calamitous loss of the cell wall, might not have posed any problem. What of the second step: survival and subversion of the order of things?

As we noted in the previous chapter, there are potentially big advantages to getting rid of the unwieldy cell wall, not least being able to change shape and engulf food whole by phagocytosis. According to Cavalier-Smith, phagocytosis is the defining feature that set the eukaryotes apart from bacteria. Any bacterium that solved the problem of structural support and movement could certainly subvert the established order of things. Yet, for a long time, it looked as if surviving without a cell wall was a magic trick equivalent to pulling a rabbit out of a hat. Bacteria were believed to lack an internal cytoskeleton, and if that was the case, the eukaryotes must have evolved their complex skeleton in a single generation, or faced extinction. In fact this assumption turns out to be ground-less. In two seminal papers, published in the journals Cell
 and Nature
 in 2001,
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Laura Jones and her colleagues at Oxford, and Fusinita van den Ent and her colleagues in Cambridge, showed that some bacteria do indeed have a cytoskeleton as well as a cell wall—they wear a belt and braces, as Henry Fonda put it in Once Upon a Time in the West
 (‘never trust a man who can’t even trust his own trousers’). Unlike Fonda’s risk-averse cowboy, however, bacteria do need both to maintain their shape.

Many bacteria are spherical ( cocci
 ) while others are rod-shaped ( bacilli
 ), filamentous, or helical. Some oddballs have been found that even have triangular or square shapes. Quite what advantages these different shapes might confer is an interesting question, but it seems that the default bacterial shape is spherical, and any other shape requires internal support. Non-spherical bacteria possess protein filaments very similar in microscopic structure to those found in eukaryotes like yeast, as well as in humans and plants. In each case, the cytoskeleton filaments are composed of a protein akin to actin, best known for its role in muscle contraction. In non-spherical bacteria, these filaments form into a helical swirl underneath the cell membrane, which apparently provides structural support. What is clear is that if the genes encoding the filaments are deleted then bacteria that are normally rod-like in shape (bacilli) develop as spherical cocci instead. Impressions resembling bacilli have been found in rocks 3500 million years old, so it is conceivable that the cytoskeleton evolved not long after the appearance of the earliest cells. This reverses the problem. If a cytoskeleton was there all along, then why do so few bacteria survive the loss of the cell wall? We’ll return to this theme in Part 3. For now, let’s satisfy ourselves with the possible consequences.

‘Discovery’ of the archaea—a missing link?

Only two groups of cells have thrived in the absence of a cell wall—the eukaryotes themselves, and the Archaea
 , a remarkable group of prokaryotes (cells that lack a nucleus, like bacteria). The Archaea
 were discovered by Carl Woese and George Fox at the University of Illinois in 1977, and named from the Greek for

‘ancient’. Most archaea do, in fact, have a cell wall, but their walls are rather different in chemical composition from those of bacteria, and some groups (such as the boiling-acid loving Thermoplasma
 ) do not have a cell wall at all.

Curiously, antibiotics like penicillin don’t affect the synthesis of archaeal cell walls, lending support to the idea that cell walls might have been the target of bacterial chemical warfare. Like bacteria, archaea are tiny, typically measuring a few thousandths of a millimetre (microns) across, and they do not have a nucleus. Like bacteria, they have a single circular chromosome. Again, like bacteria, the archaea take on many shapes and forms, and so presumably have some sort of cytoskeleton. One reason why they were discovered so recently is
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that archaea are mostly ‘extremophiles’, that is, they thrive in the most extreme and arcane of environments, from boiling acid-baths beloved of Thermoplasma
 , to putrid marshes (inhabited by marsh-gas producing methanogens) and even buried oilfields. In the latter case, the archaea responsible have attracted commercial interest, or rather annoyance, as they ‘sour’ the wells—

they raise the sulphur content of oil, which corrodes the well-casings and metal pipelines. Greenpeace could hardly conceive a more wily sabotage.

The ‘discovery’ of the archaea is a relative term, as some of them had been known about for decades (particularly the oil-souring archaea and swamp-gas producing methanogens), but their small size and lack of nucleus meant that they were invariably mistaken for bacteria. In other words, they were not so much discovered as reclassified; and even now, some researchers prefer to classify them with the bacteria, as just another diverse group of inventive prokaryotes. But the painstaking genetic studies of Woese and others have convinced most impartial observers that the archaea really do differ in profound ways from bacteria, ways that go well beyond the construction of their cell walls. We now know that about 30 per cent of archaeal genes are unique to the group. These unique genes code for forms of energy metabolism (such as the generation of methane gas) and cell structures (such as membrane lipids) that are not found in any other bacteria. The differences are important enough for most scientists to regard the archaea as a separate ‘domain’ of life. This means that we now classify all living things into three great domains—the bacteria, the archaea, and the eukaryotes (which, as we have seen, includes all multicellular plants, animals, and fungi). The bacteria and the archaea are both prokaryotic (lacking a cell nucleus) while the eukaryotes all do have a nucleus.

Despite their love of extreme environments and unique characteristics, the archaea also share a mosaic of traits with both bacteria and eukaryotes. I say

‘mosaic’ advisedly, as many of these traits are self-contained modules, encoded by groups of genes that work together as a unit (such as the genes for protein synthesis, or for energy metabolism). These individual modules fit together like the pieces of a mosaic, to construct the overall pattern of an organism. In the case of the archaea, some pieces are similar to those used by eukaryotes, while others are more reminiscent of bacteria. It is almost as if they were selected at random from a lucky dip of cell characteristics. So, for example, even though the archaea are prokaryotes, easily mistaken for bacteria when viewed down the microscope, some of them nonetheless wrap their chromosome in histone proteins, in a very similar manner to eukaryotes.

The parallels between archaea and eukaryotes go further. The presence of histones means that archaeal DNA is not easily accessible, so, like the eukaryotes, archaea need complicated transcription factors to copy or to transcribe their DNA (reading off the genetic code to construct a protein). The detailed
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mechanism of genetic transcription in the archaea parallels that in eukaryotes, albeit in a simpler fashion. There are also similarities in the way that the two groups construct their proteins. As we saw in the Introduction, all cells assemble their proteins using the tiny molecular factories called ribosomes.

The ribosomes are broadly similar in all three domains of life, implying that they share a common ancestry, but they differ in many details. Interestingly, there are more differences between the bacterial and archaeal ribosomes than there are between archaeal and eukaryotic ribosomes. For example, toxins like diphtheria toxin block protein assembly on ribosomes in both the archaea and eukaryotes, but not in bacteria. Antibiotics like chloramphenicol, strepto-mycin, and kanamycin block protein synthesis in the bacteria, but not in the archaea or eukaryotes. These patterns are explained by differences in the way that protein synthesis is initiated, and in the detailed structure of the ribosome factories themselves. The ribosomes of eukaryotes and archaea have more in common with each other than either do with bacteria.

All this means the archaea are about as close to a missing link between the bacteria and the eukaryotes as we are ever likely to find. The archaea and the eukaryotes probably share a relatively recent common ancestor, and are best seen as ‘sister’ groups. This seems to back up Cavalier-Smith’s view that the loss of the cell wall, possibly in the common ancestor of the archaea and the eukaryotes, was the catastrophic step that later propelled the evolution of eukaryotes. The earliest eukaryotes may have looked a little like modern archaea. Intriguingly, though, no archaea ever learnt to change shape to scavenge a living by engulfing food in the eukaryotic fashion. On the contrary, instead of developing a flexible cytoskeleton as the eukaryotes did, the archaea developed quite a stiff membrane system, and remained nearly as rigid as bacterial cells. So there is more to being ‘eukaryotic’ than just lacking a cell wall; but might it be no more complex than lifestyle? Were the ancestral eukaryotes simply wall-less archaea, which modified their existing cytoskeleton into a more dynamic scaffolding that enabled them to change shape and eat food in lumps, by phagocytosis? Might this alone account for how they came by their mitochondria—they simply ate them? And if so, might there still be a few living fossils from the age before mitochondria lurking in hidden corners, relics of those primitive eukaryotes that shared more traits with the archaea?

The archezoa—eukaryotes without mitochondria

According to the theory put forward by Cavalier-Smith as long ago as 1983, some of the simple single-celled eukaryotes living today do
 still resemble the earliest eukaryotes. More than a thousand species of primitive eukaryotes do not possess mitochondria. While many of these probably lost their mitochon-
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dria later, simply because they didn’t need them (evolution is always quick to jettison unnecessary traits), Cavalier-Smith argued that at least a few of these species were probably ‘primitively amitochondriate’—in other words, they never did have any mitochondria, but were instead primitive relics of the age before the eukaryotic merger. To generate their energy, most of these cells depend on fermentations in the same way as yeast. While a few of them tolerate the presence of oxygen, most grow best at very low levels or even in the complete absence of the gas, and thrive today in low-oxygen environments.

Cavalier-Smith named this hypothetical group the ‘archezoa’ in deference to their ancient roots and their animal-like, scavenging mode of living, as well as their similarities to the archaea. The name ‘archezoa’ is unfortunate, in that it is confusingly similar to ‘archaea’. I can only apologize for this confusion. The archaea are prokaryotes (without a nucleus), one of the three domains of life, while the archezoa are eukaryotes (with a nucleus) that never had any mitochondria.

Like any good hypothesis, Cavalier-Smith’s was eminently testable by the genetic sequencing technologies then reaching fruition—the capacity to work out the precise sequence of letters in the code of genes. By comparing the gene sequences of different eukaryotes, it is possible to determine how closely related different species are to each other—or conversely, how remote the archezoa are from more ‘modern’ eukaryotes. The reasoning is simple. Gene sequences consist of thousands of ‘letters’. For any gene, the sequence of these letters drifts slowly over time as a result of mutations, in which particular letters are lost or gained, or substituted one for another. Thus, if two different species have copies of the same gene, then the exact sequence of letters is likely to be slightly different in the two different species. These changes accumulate very slowly over millions of years. Other factors need to be considered, but to a point the number of changes in the sequence of letters gives an indication of the time elapsed since the two versions diverged from a common ancestor. These data can be used to build a branching tree of evolutionary relationships—the universal tree of life.

If the archezoa really could be shown to be among the oldest of eukaryotes, then Cavalier-Smith would have found his missing link—a primitive eukaryotic cell, that had never possessed any mitochondria, but which did have a nucleus and a dynamic cytoskeleton, enabling it to change shape and feed by phagocytosis. The first answers became available within a few years of Cavalier-Smith’s hypothesis, and apparently satisfied his predictions in full. Four groups of primitive-looking eukaryotes, which not only lacked mitochondria but also most other organelles, were confirmed by genetic analysis to be amongst the oldest of the eukaryotes.

The first genes to be sequenced, by Woese’s group in 1987, belonged to a tiny
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parasite, no larger than a bacterium, which lives inside other cells—indeed, can only
 live inside other cells. This was the microsporidium V. necatrix
 . As a group, the microsporidia are named after their infective spores, all of which come replete with a projecting coiled tube, through which spores extrude their contents into a host cell, then multiply to begin their life cycle afresh, ultimately producing more infective spores. Perhaps the best-known representative of the microsporidia is Nosema
 , which is notorious for causing epidemics in honeybees and silkworms. When feeding inside the host cell, Nosema
 behaves like a minute amoeba, moving around and engulfing food by phagocytosis. It has a nucleus, a cytoskeleton and small bacterial-style ribosomes, but has no mitochondria or any other organelles. As a group, the microsporidia infect a wide variety of cells from many branches of the eukaryote tree-of-life, including vertebrates, insects, worms, and even single-celled ciliates (cells named after their tiny hair-like

‘cilia’, used for feeding and locomotion). As all microsporidia are parasites that can survive only inside other eukaryotic cells, they can’t truly represent the first eukaryotes (because they would have had nothing to infect) but the diverse range of organisms that they do infect suggests that they have ancient origins, going back to the roots of the eukaryotic tree. This assumption seemed to be confirmed by genetic analysis, but there was a catch, as we shall see in a moment.

Over the next few years, the ancient status of the three other groups of primitive eukaryotes was confirmed by genetic analyses—the archamoebae, the metamonads, and the parabasalia. All three groups are best known as parasites, but free-living forms do also exist, perhaps fitting them better than the microsporidia as the earliest eukaryotes. As parasites, these three groups occasion much misery, illness, and death; how ironic that these repellent and life-threatening cells should be singled out as our own early ancestors. The archamoeba are best represented by Entamoeba histolytica
 , which causes amoebic dysentery, with symptoms ranging from diarrhoea to intestinal bleed-ing and peritonitis. The parasites burrow through the wall of the intestine to gain access to the bloodstream, from where they infect other organs, including the liver, lungs, and brain. In the long term, they may form enormous cysts on these organs, especially the liver, causing up to 100 000 deaths worldwide each year. The other two groups are less deadly but no less smelly. The best-known metamonad is Giardia lamblia
 , another intestinal parasite. Giardia
 does not invade the intestinal walls or enter the bloodstream, but the infection is still thoroughly unpleasant, as any travellers who have incautiously drunk water from infected streams know to their cost. Watery diarrhoea and ‘eggy’ flatu-lence may persist for weeks or months. Turning to the third group, the parabasalia, the best known is Trichomonas vaginalis
 , which is among the most prevalent, albeit least menacing, of the microbes that cause sexually transmitted diseases (though the inflammation it produces may increase the risk of
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contracting other diseases such as AIDS). T. vaginalis
 is transmitted mainly by vaginal intercourse but can also infect the urethra in men. In women, it causes vaginal inflammation and the discharge of a malodorous yellowish-green fluid.

All in all, this portfolio of foul ancestors just goes to prove that we can choose our friends but not our relatives.

The eukaryote’s progress

For all their unpleasantness, the archezoa nonetheless fitted the bill as primitive eukaryotes, survivors from the earliest days before the acquisition of mitochondria. Genetic analysis confirmed that they did branch away from more modern eukaryotes at an early stage of evolution, some two thousand million years ago, while their uncluttered morphology was compatible with a simple early lifestyle as scavengers that engulfed their food whole by phagocytosis.

Presumably, one fine morning, two thousand million years ago, a cousin of these simple cells engulfed a bacterium, and for some reason failed to digest it. The bacterium lived on and divided inside the archezoon. Whatever the original benefit might have been to either party the intimate association was eventually so successful that the chimeric cell gave rise to all modern eukaryotes with mitochondria—all the familiar plants, animals, and fungi.

According to this reconstruction, the original benefit of the merger was probably related to oxygen. Presumably it was not a coincidence that the merger took place at a time when oxygen levels were rising in the air and the oceans. A great surge in atmospheric oxygen levels certainly occurred around two billion years ago, probably in the wake of a global glaciation, or ‘snowball earth’. This timing corresponds closely to that of the eukaryotic merger. Modern mitochondria make use of oxygen to burn sugars and fats in cell respiration, so it is not surprising that mitochondria should have become established at a time when oxygen levels were rising. As a form of energy-generation, oxygen respiration is much more efficient than other forms of respiration, which generate energy in the absence of oxygen (anaerobic respiration). All that said, it is unlikely that superior energy generation could have been the original advantage. There is no reason why a bacterium living inside another cell should pass on its energy to the host. Modern bacteria keep all their energy for themselves, and the last thing they do is export it benevolently to their neighbouring cells. Thus while there is a clear advantage for the ancestors of the mitochondria, which had intimate access to any of the host’s nutrients, there is no apparent advantage to the host cell itself.

Perhaps the initial relationship was actually parasitic—a possibility first suggested by Lynn Margulis. Important work from Siv Andersson’s laboratory at the University of Uppsala in Sweden, published in Nature
 in 1998, showed that
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the genes of the parasitic bacterium Rickettsia prowazekii
 , the cause of typhus, correspond closely with those of human mitochondria, raising the possibility that the original bacterium might have been a parasite not unlike Rickettsia
 .

Even if the original invading bacterium was a parasite, the unbalanced ‘partnership’ may have survived, as long as its unwelcome guest did not fatally weaken the host cell. Many infections today become less virulent over time, as parasites also benefit from keeping their host alive—they do not have to search for a new home every time their host dies. Diseases like syphilis have become much less virulent over the centuries, and there are hints that a similar attenuation is already underway with AIDS. Interestingly, such attenuation over generations also takes place in amoebae such as proteus. In this case, the infecting bacteria initially often kill the host amoebae, but eventually become necessary for their survival. The nuclei of infected amoebae become incompatible with the original amoebae, and ultimately lethal to them, effectively forcing the origin of a new species.

In the case of the eukaryotic cell, the host is good at ‘eating’ and through its predatory lifestyle provides its guest with a continuous supply of food. We are told that there is no such thing as a free lunch, but the parasite might simply burn up the metabolic waste-products of the host without weakening it much at all, which is not far short of a free lunch. Over time the host learned to tap into the energy-generating capacity of its guest, by inserting membrane channels, or ‘taps’. The relationship reversed. The guest had been the parasite of the host, but now it became the slave, its energy drained off to serve the host.

This scenario is only one of several possibilities, and perhaps the timing holds the key. Even if energy was not the basis of the relationship, the rise in oxygen levels might still explain the initial benefits. Oxygen is toxic to anaerobic (oxygen-hating) organisms—it ‘corrodes’ unprotected cells in the same way that it rusts iron nails. If the guest was an aerobic bacterium, using oxygen to generate its energy, while the host was an anaerobic cell (generating energy by fermentation), then the aerobic bacterium may have protected its host against toxic oxygen—it could have worked as an internally fitted ‘catalytic converter’, guzzling up oxygen from the surroundings and converting it into harmless water. Siv Andersson calls this the ‘Ox-Tox’ hypothesis.

Let’s recapitulate the argument. A bacterium loses its cell wall but survives because it has an internal cytoskeleton, which it had made use of before to keep in shape. It now resembles a modern archaeon. With a few modifications to its cytoskeleton, the wall-less archaeon learns to eat food by phagocytosis. As it grows larger it wraps its genes in a membrane and develops a nucleus. It has now turned into an archezoon, perhaps resembling cells like Giardia
 . One such hungry archezoon happens to engulf a smaller aerobic bacterium but fails to digest it, let’s say because the bacterium is a parasite like the modern Rickettsia
 ,
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and has learned to evade the defences of its host. The two get along together in a benign parasitic relationship, but as atmospheric oxygen levels rise, the relationship begins to pay dividends to both the host and parasite: the parasite still gets its free lunch, but the host is now getting a better deal—it’s protected from toxic oxygen from within by its catalytic converter. Then, finally, in an act of breathtaking ingratitude, the host plugs a ‘tap’ into the membrane of its guest and drains off its energy. The modern eukaryotic cell is born, and never looks back.

This long chain of reasoning is a good example of how science can piece together a plausible story and back it up with evidence at almost every point. To me there is a feeling of inevitability about the whole process: it could happen here and it could happen anywhere else in the universe—no single step is particularly improbable. There is simply a bottleneck, as postulated by Christian de Duve, in which the evolution of the eukaryotes is unlikely when there is not much oxygen around, but almost inevitable as soon as the oxygen levels rise.

While everybody agrees this story is broadly speculative, it was widely believed to be plausible, and made use of most of the known facts. Nothing prepared the field for the reversal that was to follow in the late 1990s. As sometimes happens to the ‘good’ stories in science, virtually the entire edifice collapsed in the space of just five years. Nearly every point has now been contradicted. But perhaps the writing was on the wall. If the eukaryotes only evolved once, then a plausible story may be exactly the wrong kind of story.

Reversal of a paradigm

The first stone to crumble was the ‘primitively amitochondriate’ status of the archezoa. This term, if you recall, means that the archezoa never did have any mitochondria. But when more genes from different archezoa were sequenced, it began to look as if postulated progenitors of eukaryotic cells, such as Entamoeba histolytica
 (the cause of amoebic dysentery), were not the earliest representatives of their group after all. Other types of cell in the same group appeared to be even older—but did have mitochondria. Unfortunately, the genetic dating techniques were approximate and liable to error, and so the results were controversial. But if the estimated dates were correct, then the results could only mean that Entamoeba histolytica
 did have ancestors that had once possessed mitochondria, and so must have lost its own, rather than never having had any at all. If the archezoa are defined as a group of primitive eukaryotes that never had mitochondria, then E. histolytica
 could not be an archezoon.

In 1995, Graham Clark at the National Institutes of Health in the United States, and Andrew Roger at Dalhousie University in Canada, went back to look
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more closely at E. histolytica
 to see if there were any traces that it had formerly possessed mitochondria. There were. Hidden away in the nuclear genome were two genes that, from their DNA sequences, almost certainly derived from the original mitochondrial merger. They were presumably transferred from the early mitochondria to the host cell nucleus, and the cell later lost all physical traces that it had ever had any mitochondria. We should note that the transfer of genes from the mitochondria to the host is quite normal, for reasons that we’ll consider in Part 3. Modern mitochondria have retained only a handful of genes, and the rest were either lost altogether or transferred across to the nucleus. The proteins encoded by these nuclear genes are often targeted back to the mitochondria. Interestingly E. histolytica
 does actually possess some oval organelles that might be the corrupt remains of mitochondria; they resemble mitochondria in their size and shape, and several of the proteins that have been isolated from them have also been found in the mitochondria in other organisms.

Not surprisingly, the burning question transferred to the other supposedly primitively amitochondriate groups. Had they, too, once possessed mitochondria? Similar studies were carried out, and so far all the ‘archezoa’ that have been tested turn out to have once possessed mitochondria, and lost them later on. For example, not only did Giardia
 apparently once have mitochondria, but it, too, may still preserve relics, in the form of tiny organelles called mitosomes, which continue to carry out some of the functions of mitochondria (if not the best known, aerobic respiration). Perhaps the most surprising results concerned the microsporidia. This supposedly ancient group not only did
 possess mitochondria in the past, but now turns out not
 to be an ancient group at all—

they are most closely related to the higher fungi, a relatively recent group of eukaryotes. The apparent antiquity of the microsporidia is merely an artefact of their parasitic lifestyle inside other cells. And the fact that they infect so many different groups is but a testament to their success.

While it remains possible that the real archezoa are still out there, just waiting to be found, the consensus view today is that the entire group is a mirage—

every single eukaryote that has ever been examined either has, or once had, mitochondria. If we believe the evidence, then there never were any primitive archezoa. And if this is true, then the mitochondrial merger took place at the very beginning of the eukaryotic line, and was perhaps inseparable from it: the merger was
 the unique event that gave rise to the eukaryotes.

If the prototype eukaryote was not an archezoon—in other words, not a simple cell that made its living by engulfing its food by phagocytosis—then what did
 it look like? The answer might possibly lie in the detailed DNA sequences of eukaryotes living today. We have seen it is possible to identify ex-mitochondrial genes by comparing their gene sequences; perhaps we can
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do the same with those genes inherited from the original host. The idea is simple. Because we know that mitochondria are related to a particular group of bacteria, the -proteobacteria, we can exclude any genes that seem to derive from this source, and look to see where the rest come from. Of the rest, we can assume that some are unique to eukaryotes—they evolved in the last two thousand million years since the merger—while some might have been transferred from elsewhere. Even so, at least a few ought to line up with the original host.

These genes should have been inherited by all the descendents of the original merger, and gradually accumulated modifications ever since; but they should still bear some
 resemblance to the original host cell.

This was the approach employed by Maria Rivera and her colleagues at the University of California, Los Angeles, published in 1998 and in more detail in Nature
 in 2004. This team compared complete genome sequences from representatives of each of the three domains of life, and found that eukaryotes possess two distinct classes of genes, which they referred to as informational
 and operational
 genes. The informational
 genes encoded all the fundamental inheritance machinery of the cell, enabling it to copy and transcribe DNA, to replicate itself, and to build proteins. The operational
 genes encoded the workaday proteins involved in cellular metabolism—in other words, the proteins responsible for generating energy and manufacturing the basic building blocks of life, such as lipids and amino acids. Interestingly, almost all the operational genes came from the -proteobacteria, presumably by way of the mitochondria, and the only real surprise was how many more of these genes there were than expected—it seems the genetic contribution of the ancestor of the mitochondria was greater than anticipated. But the biggest surprise was the allegiance of the informational
 genes. These genes lined up with the archaea, as anticipated, but they bore a strong resemblance to the genes in a completely unexpected group of archaea: they were most similar to methanogens
 , those swamp lovers that shun oxygen and produce the marsh gas methane.

This is not the only piece of evidence to point a suspicious finger at the methanogens. John Reeve and his colleagues at Ohio State University, Columbus, have shown that the structure of eukaryotic histones (the proteins that wrap DNA) is closely related to methanogen histones. This similarity is surely no coincidence. Not only are the structures of the histones themselves closely related, but also the three-dimensional conformation of the whole DNA-protein package is amazingly similar. The chances of finding exactly the same structure in two organisms that are supposedly unrelated, like the methanogens and the eukaryotes, is equivalent to finding the same jet engine in two aeroplanes produced independently by two competing companies. Of course, we might well find the same engine, but we’d be incredulous if told that
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it had been ‘invented’ twice, without any knowledge of the rival company’s version, or of the prototype: we would assume that the engine had been bought or stolen from another company. In the same way, the packaging of DNA with histones is so similar in the methanogens and the eukaryotes that the most likely explanation is that they derived the full package from a common ancestor—both were developed from the same prototype.

All this adds up to quite a package. Two tell-tale wisps of smoke curl out of the same smoking gun. If these wisps are believable, it seems we inherited both our informational genes and our histone proteins from the methanogens.

Suddenly our most venerable ancestor is no longer the vile parasite that we suspected, but an even more alien entity, which survives today in stagnant swamps and the intestinal tract of animals. The original host in the eukaryotic merger was a methanogen.

We are now in a position to see what kind of a hopeful monster the first eukaryotic cell might have been—the product of a merger between a methanogen (which gained its energy by generating methane gas) and an -proteobacterium, for example a parasite like Rickettsia
 . This is a startling paradox.

Few organisms hate oxygen more than the methanogens do—they can only be found living in the stagnant, oxygen-free pits of the world. Conversely, few organisms depend more on oxygen than Rickettsia
 —they are tiny parasites living inside other cells, and have streamlined themselves to their specialist niche by throwing away redundant genes, leaving them with only the genes needed to reproduce themselves—and the genes needed for oxygen respiration. Everything else has gone. So the paradox is this: if the eukaryotic cell was supposedly born of a symbiosis between an oxygen-hating methanogen and an oxygen-loving bacterium, how could the methanogen possibly benefit from having -proteobacteria inside it? For that matter, how did the -proteobacteria benefit from being inside? Indeed, if the host was incapable of phagocytosis—and methanogens are certainly not able to change shape and eat other cells—how on earth did it get inside?

It is possible that Siv Andersson’s Ox-Tox hypothesis still applies—in other words, the oxygen-guzzling bacterium protected its host from toxic oxygen, enabling the methanogen to venture into pastures new. But there is a big difficulty with this scenario now. Such a relationship makes sense for a primitive archezoon that lives by fermenting organic remains. This will prosper if it is able to migrate to any environment where such remains can be found. Such scavenging cells are the single-celled equivalent of jackals prowling Africa, covering vast distances in the search for a fresh carcass. But this roving existence would kill a methanogen. A methanogen is as tied to a low-oxygen environment as a hippo is to waterholes. The methanogens can tolerate
 the presence of oxygen, but they can’t generate any energy in its presence, because
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they depend on hydrogen for fuel, and this is very rarely found in the same environment as oxygen. So if a methanogen does leave its watering hole, it must starve until it gets back: festering organic remains mean nothing to a methanogen—it would do better never to leave. Thus there is a deep tension between the interests of the methanogen, which gains nothing from venturing to pastures new, and those of an oxygen-guzzling parasite, which can’t generate any energy at all in the anoxic environment favoured by methanogens.

This paradox is heightened because, as we have seen, their relationship could not have depended on energy in the form of exchangeable ATP—bacteria do not have ATP exporters, and never benevolently ‘feed’ each other. The tryst could still have been a parasitic relationship, in which the bacteria consumed the organic products of the methanogen from within—but again, there are problems with this, as an oxygen-dependent bacterium could not generate any energy from the innards of a methanogen unless it could persuade the methanogen to leave its waterhole, those comfortable oxygen-free surroundings. One might picture the -proteobacteria herding the methanogens and driving them like cattle to an oxygen-rich slaughter field, but for bacteria this is nonsense. In short, the methanogens would starve if they left their waterhole; the oxygen-dependent bacteria would starve if they lived in the waterhole, and the middle ground, a little oxygen, must have been equally disadvantageous to both parties. Such a relationship seems to be mutually insufferable—is this really how the stable symbiotic relationship of the eukaryotic cell began? It is not just improbable, but downright preposterous. Luckily there is another possibility, which until recently seemed fanciful, but is now looking far more persuasive.
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The Hydrogen Hypothesis

The quest to find the progenitor of the eukaryotic cell has run into dire straits.

The idea that there might have been a primitive intermediate, a missing link with a nucleus but no mitochondria, has not been rigorously disproved, but looks more and more unlikely. Every promising example has turned out not
 to be a missing link at all, but rather to have adapted to a simpler lifestyle at a later date. The ancestors of all these apparently primitive groups did
 possess mitochondria, and their descendents eventually lost them while adapting to new niches, often as parasites. It seems possible to be
 a eukaryote without having mitochondria—there are a thousand such species among the protozoa—but it does not seem possible to be a eukaryote without once having had
 mitochondria, deep in the past. If the only way to be a eukaryotic cell is via the possession of mitochondria, then it might be that the eukaryotic cell itself was originally crafted from a symbiosis between the bacterial ancestors of the mitochondria and their host cells.

If the eukaryotic cell was born of a merger between two types of cell, the question becomes more pressing—what types of cell? According to the textbook view, the host cell was a primitive eukaryotic cell, without mitochondria, but this obviously can’t be true if there never was a primitive eukaryotic cell that lacked mitochondria. In her endosymbiosis theory, Lynn Margulis had in fact proposed a union between two different types of bacteria, and her hypothesis looked set for a return to prominence after the demise of the missing link.

Even so, Margulis and everyone else were thinking along the same lines—the host, they imagined, must have relied on fermentation to produce its energy, in the same way that yeasts do today, and the advantage that the mitochondria brought with them was an ability to deal with oxygen, giving their hosts a more efficient way of generating energy. The exact identity of the host could potentially be traced by comparing the gene sequences of modern eukaryotes with various groups of bacteria and archaea—and modern sequencing technology was just beginning to make that possible. But, as we have just seen, the apparent answer came as another shock: the genes of eukaryotic cells seem to be related most closely to methanogens
 , those obscure methane-producing archaea that live in swamps and intestines.
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Methanogens! This answer is an enigma. In Chapter 1, we noted that the methanogens live by reacting hydrogen gas with carbon dioxide, and evanesc-ing methane gas as a waste product. Free hydrogen gas only exists in the absence of oxygen, so the methanogens are restricted to anoxic
 environments—any marginal places where oxygen is excluded. It’s actually worse than that. Methanogens can tolerate some oxygen in their surroundings, just as we can survive underwater for a short time by holding our breath. The trouble is that methanogens can’t generate any energy in these circumstances—they have to ‘hold their breath’ until they get back to their preferred anoxic surroundings, because the processes by which they generate their energy can only
 work in the strict absence of oxygen. So if the host cell really was a methanogen, this raises a serious question about the nature of the symbiosis—why on earth would a methanogen form a relationship with any kind of bacteria that relied upon oxygen to live? Today, modern mitochondria certainly depend on oxygen, and if it was ever thus, neither party could make a living in the land of the other. This is a serious paradox and did not seem possible to reconcile in conventional terms.

Then in 1998, Bill Martin, whom we met in Chapter 1, stepped into the frame, presenting a radical hypothesis in Nature
 with his long-term collaborator Miklós Müller, from the Rockefeller University in New York. They called their theory the

‘hydrogen hypothesis’, and as the name implies it has little to do with oxygen and much to do with hydrogen. The key, said Martin and Müller, is that hydrogen gas can be generated as a waste product by some strange mitochondria-like organelles called hydrogenosomes
 . These are found mostly among primitive single-celled eukaryotes, including parasites such as Trichomonas vaginalis
 , one of the discredited ‘archezoa’. Like mitochondria, hydrogenosomes are responsible for energy generation, but they do this in bizarre fashion by releasing hydrogen gas into their surroundings.

For a long time the evolutionary origin of hydrogenosomes was shrouded in mystery, but a number of structural similarities prompted Müller and others, notably Martin Embley and colleagues at the Natural History Museum in London, to propose that hydrogenosomes are actually related to mitochondria—they share a common ancestor. This was difficult to prove as most hydrogenosomes have lost their entire genome, but it is now established with some certainty.1 In other words, whatever bacteria entered into a symbiotic 1 In 1998, Johannes Hackstein and his colleagues at the University of Nijmegen in Holland discovered a hydrogenosome that had retained its genome, albeit a small one. The isolation of this genome deserved a medal: the hydrogenosome belonged to a parasite that could not be grown in culture and so had to be ‘micro-manipulated’ from its comfortable home in the hind-gut of cockroaches. Having achieved the unthinkable, Hackstein’s group published the complete gene sequence in Nature
 in 2005, and confirmed that hydrogenosomes and mitochondria do have a common -proteobacterial ancestor.
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relationship in the first eukaryotic cell, its descendents numbered among them both mitochondria and
 hydrogenosomes. Presumably, said Martin—and this is the crux of the dilemma faced today—the original bacterial ancestor of the mitochondria and
 hydrogenosomes was able to carry out the metabolic functions of both. If so, then it must have been a versatile bacterium, capable of oxygen respiration as well as hydrogen production. We’ll return to this question in a moment. For now, lets simply note that the ‘hydrogen hypothesis’ of Martin and Müller argues that it was the hydrogen metabolism of this common ancestor, not its oxygen metabolism, which gave the first eukaryote its evolutionary edge.

Martin and Müller were struck by the fact that eukaryotes containing hydrogenosomes sometimes play host to a number of tiny methanogens, which have gained entry to the cell and live happily inside. The methanogens align themselves with the hydrogenosomes, almost as if feeding (Figure 3).

Martin and Müller realized that this was exactly what they were doing—the two entities live together in a kind of metabolic wedlock. Methanogens are unique in that they can generate all the organic compounds they need, as well as all their energy, from nothing more than carbon dioxide and hydrogen. They do this by attaching hydrogen atoms (H) onto carbon dioxide (CO2) to produce the basic building blocks needed to make carbohydrates like glucose (C6H12O6), and from these they can construct the entire repertoire of nucleic acids, proteins, and lipids. They also use hydrogen and carbon dioxide to generate energy, releasing methane in the process.

While methanogens are uniquely resourceful in their metabolic powers, they nonetheless face a serious obstacle, and we have already noted the reason in Chapter 1. The trouble is that, while carbon dioxide is plentiful, hydrogen is hard to come by in any environment containing oxygen, as hydrogen and oxygen react together to form water. From the point of view of a methanogen, then, anything that provides a little hydrogen is a blessing. Hydrogenosomes are a double boon, because they release both hydrogen gas and carbon dioxide, the very substances that methanogens crave, in the process of generating their own energy. Even more importantly, they don’t need oxygen to do this—quite the contrary, they prefer to avoid oxygen—and so they function in the very low-oxygen conditions required by methanogens. No wonder the methanogens suckle up to hydrogenosomes like greedy piglets! The insight of Martin and Müller was to appreciate that this kind of intimate metabolic union might have been the basis of the original eukaryotic merger.

Bill Martin argues that the hydrogenosomes and the mitochondria stand at opposite ends of a little-known spectrum. Rather surprisingly, to anyone who is most familiar with textbook mitochondria, many simple single-celled eukaryotes have mitochondria that operate in the absence of oxygen. Instead of using
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3
 The image shows methanogens (light grey) and hydrogenosomes (dark grey). All are living inside the cytoplasm of a much larger eukaryotic cell, specifically the marine ciliate Plagiopyla frontata
 . According to the hydrogen hypothesis, such a close metabolic relationship between methanogens (which need hydrogen to live) and hydrogen-producing bacteria (the ancestor of the mitochondria as well as hydrogenosomes) may have ultimately given rise to the eukaryotic cell itself: the methanogens became larger, to physically engulf the hydrogen-producing bacteria.

oxygen to burn up food, these ‘anaerobic’ mitochondria use other simple compounds like nitrate or nitrite. In most other respects, they operate in a very similar fashion to our own mitochondria, and are unquestionably related. So the spectrum stretches from aerobic mitochondria like our own, which are dependent on oxygen, through ‘anaerobic’ mitochondria, which prefer to use other molecules like nitrates, to the hydrogenosomes, which work rather
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differently but are still related. The existence of such a spectrum focuses attention on the identity of the ancestor that eventually gave rise to the entire spectrum. What, asks Martin, might this common ancestor have looked like?

This question has profound significance for the origin of the eukaryotes, and so for all complex life on earth or anywhere else in the universe. The common ancestor could have taken one of two forms. It could have been a sophisticated bacterium with a large bag of metabolic tricks, which were later distributed to its descendents, as they adapted to their own particular niches. If that were the case, then the descendents could be said to have ‘devolved’, rather than

‘evolved’, for they became simpler and more streamlined as they grew specialized. The second possibility is that the common ancestor was a simple oxygen-respiring bacterium, perhaps the free-living ancestor of Rickettsia
 we discussed in the previous chapter. If that were the case, then its descendents must have become more diverse over evolution—they ‘evolved’ rather than ‘devolved’.

The two possibilities generate specific predictions. In the first case, if the ancestral bacterium was metabolically sophisticated, then it was in a position to hand down specialized genes directly to its ancestors, such as those for hydrogen production. Any eukaryotes adapting to hydrogen production could have inherited its genes from this common ancestor, regardless of how diverse they were to become later. Hydrogenosomes are found in diverse groups of eukaryotes. If they inherited their hydrogen-producing genes from the same ancestor, then these genes should be closely related to each other, regardless of how diverse their host cells became later. On the other hand, if all the diverse groups had originally inherited simple, oxygen-respiring mitochondria, they had to invent all the different forms of anaerobic metabolism independently, whenever they happened to adapt to a low-oxygen environment. In the case of the hydrogenosomes, the hydrogen-producing genes would necessarily have evolved independently in each case (or transferred randomly by lateral gene transfer), and so their evolutionary history would be just as varied as that of their host cells.

These possibilities give a plain choice. If the ancestor was metabolically sophisticated, then all the hydrogen-producing genes should be related, or at least could
 be related. On the other hand, if it was metabolically simple, then all these genes should be unrelated. So which is it? The answer is as yet unproved, but with a few exceptions, most evidence seems to favour the former prop-osition. Several studies published in the first years of the millennium attest to a single origin for at least a few genes in the anaerobic mitochondria and hydrogenosomes, as predicted by the hydrogen hypothesis. For example, the enzyme used by hydrogenosomes to generate hydrogen gas (the pyruvate: ferredoxin oxidoreductase, or PFOR), was almost certainly inherited from a common ancestor. Likewise the membrane pump that transports ATP out of
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both mitochondria and hydrogenosomes seems to share a similar ancestry; and an enzyme required for the synthesis of a respiratory iron-sulphur protein also appears to derive from a common ancestor. These studies imply that the common ancestor was indeed metabolically versatile and could respire using oxygen or other molecules, or generate hydrogen gas, as the circumstances dictated. Critically, such versatility (which might otherwise sound somewhat hypothetical) does exist today in some groups of -proteobacteria such as Rhodobacter
 , which might therefore resemble the ancestral mitochondria better than does Rickettsia
 .

If so, why is the Rickettsia
 genome so similar to modern mitochondria?

Martin and Müller argue that the parallels between Rickettsia
 and mitochondria derive from two factors. First, Rickettsia
 are -proteobacteria, so their genes for aerobic
 (oxygen-dependent) respiration should indeed be related to the genes of aerobic
 mitochondria, as well as to those of other free-living oxygen-dependent -proteobacteria. In other words, the mitochondrial genes are similar to those of Rickettsia
 not because they are necessarily derived
 from Rickettsia
 , but because Rickettsia
 and mitochondria both derived their genes for aerobic respiration from a common ancestor that might have been very different to Rickettsia
 . If that is the case, it begs the question: why, if they derived from a very different ancestor, did they eventually become so similar? This brings us to the second point postulated by Martin and Müller—they did so by convergent evolution
 , as discussed at the beginning of Part 1. Both Rickettsia
 and mitochondria share a similar lifestyle and environment: both generate energy by aerobic respiration inside other cells. Their genes are subject to similar selection pressures, which might easily bring about convergent changes in both the spectrum of surviving genes, and in their detailed DNA sequence. If convergence is responsible for the similarities, then the genes of Rickettsia
 should only be similar to the mammalian oxygen-dependent
 mitochondria, and not to the other types of anaerobic
 mitochondria that we have been discussing in the last few pages. If the common ancestor was very different to Rickettsia
 —if it was actually a versatile bacterium like Rhodobacter
 , with a bag of metabolic tricks—we wouldn’t expect to find parallels between Rickettsia
 and these anaerobic mitochondria; and for the most part we do not.

From addict to world-beater

At present, evidence suggests that the two protagonists of the eukaryotic merger were a methanogen and a metabolically versatile -proteobacterium, like Rhodobacter
 . The hydrogen hypothesis reconciles the apparently discordant ecological requirements of these protagonists by arguing that the deal revolved around the methanogen’s metabolic addiction to hydrogen, and the bacterium’s
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ability to provide it. But for many people this simple solution raises as many questions as it answers. How did a merger that could only
 work under anaerobic conditions (or low oxygen levels) bring about the glorious flowering of the eukaryotes, and especially multicellular eukaryotes, virtually all of which are now totally dependent
 on oxygen? Why did it happen at a time when oxygen levels were rising in the atmosphere and oceans—are we to believe that this was merely coincidence? If the first eukaryote lived in strictly anaerobic conditions, why did it not lose all its oxygen-respiring genes by evolutionary attrition, as anaerobic eukaryotes living today have done? And if the host was not a primitive eukaryotic cell, capable of changing shape and engulfing whole bacteria, how did the -proteobacteria gain entrance at all?

Along with more recent evidence, the hydrogen hypothesis can explain each of these difficult questions, and remarkably, without even calling for a single evolutionary innovation (the evolution of new traits). Having struggled with these ideas myself, from a position, I should confess, of initial hostility, I believe that something of the sort almost certainly did happen. The chain of events proposed by Martin and Müller has an inexorable evolutionary logic about it, but critically, is dependent on the environment—on evolutionary selection pressures provided by a set of contingent circumstances, which we know happened on Earth at this time. The question is, if the film of life were to be replayed over and over again, as advocated by Stephen Jay Gould, would the same chain of events be repeated? I doubt it, for it seems to me unlikely that the particular train of events proposed by Martin and Müller would repeat itself in a hurry, if at all. My doubts are stronger still for an alien planet, with a different set of contingent circumstances. This is why I suspect that the evolution of the eukaryotic cell was fundamentally a chance event, and happened but once on Earth. Let’s consider what might have happened. I’ll narrate it as a ‘just-so’

story, for clarity, and omit the many ‘may haves’ that clutter the essential meaning (see also Figure 4).

Once upon a time, a methanogen and an -proteobacterium lived side-by-side, deep in the ocean where oxygen was scarce. The -proteobacterium was a scavenger, which plied its living in many ways, but often generated energy by way of fermenting food (the remains of other bacteria), excreting hydrogen and carbon dioxide as waste. The methanogen lived happily on these waste products, for it could use them to build everything it needed. The arrangement was so cosy and convenient that the two partners grew closer every day, and the methanogen gradually changed its shape (it has a cytoskeleton and shape can be selected for) to embrace its benefactor. Such shape changes can be seen in Figure 3.

As time passed, the embrace became quite suffocating, and the poor

-proteobacterium didn’t have much surface left to absorb its food. It would
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die of starvation unless a compromise could be found, but by now it was tightly bound to the methanogen and couldn’t just leave. One possibility would have been for it to physically move inside the methanogen. The methanogen could then use its own surface to absorb all the food needed, and the two could continue their cosy arrangement. So the -proteobacterium moved in.

Before we continue with our just-so story, let’s just note that there are several examples of bacteria living inside other bacteria; it’s not necessary to be phagocytosed. The best-known example is Bdellovibrio
 , a fearsome bacterial predator that moves quickly, at about 100 cell-lengths per second, until it collides with a host bacterium. Just before colliding it spins rapidly and penetrates the cell wall. Once inside, it breaks down the host’s cellular constituents and multiplies, completing its life cycle within 1–3 hours. How many non-predatory bacteria gain access to other bacteria or archaea is a moot question, but the basic postulate of hydrogen hypothesis, that phagocytosis is not necessary to breech another cell, does not sound unreasonable. Indeed, a discovery in 2001

makes it seem more reasonable: mealybugs, the small, white, cotton ball-like insects found living on many house plants, contain -proteobacteria living within some of their cells as endosymbionts (collaborative bacteria living inside other cells). Incredibly, these endosymbiotic bacteria contain even smaller

-proteobacteria living inside them. Thus one bacterium lives in another, which in turn lives inside an insect cell, showing that bacteria can indeed live peacefully inside one another. The discovery smacks of the old verse: ‘big fleas have little fleas upon their backs to bite ’em; and little fleas have smaller fleas, and so ad infinitum.’

Let’s resume our story. The -proteobacterium has now found itself inside a methanogen; so far so good. But there was a new problem. The methanogen wasn’t practiced at absorbing its food—it normally made its own from hydrogen and carbon dioxide, and so it couldn’t feed its benefactor after all. Luckily, the -proteobacterium came to the rescue. It had all the genes necessary for absorbing food, so it could hand them over to the methanogen and all would 4 Hydrogen hypothesis. Simplified schematic showing the relationship between a versatile bacterium and a methanogen. (a) The bacterium is capable of different forms of aerobic and anaerobic respiration, as well as fermentation to generate hydrogen; under anaerobic conditions the methanogen makes use of the hydrogen and carbon dioxide given off by the bacterium. (b) The symbiosis becomes closer as the methanogen is now dependent on hydrogen produced by the bacterium, which is gradually engulfed. (c) The bacterium is now completely engulfed. Gene transfer from the bacterium to the host enables the host to import and ferment organics in the same way as the bacterium, free-ing it from its commitment to methanogenesis. The dashed line indicates that the cell is chimeric.
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be well. The methanogen could now absorb food from outside, and this should have enabled the -proteobacterium to continue supplying it with hydrogen and carbon dioxide. But the problem was not so easily resolved. The methanogen was now absorbing food, and converting this into glucose on behalf of the -proteobacterium. The trouble was that methanogens normally use glucose to build up complex organic molecules, whereas the -proteobacteria break it down for energy. The glucose was subject to a tug of war: instead of passing it on to the greedy bacteria living inside it, which in turn would feed it, the methanogen was inadvertently diverting the food supply to construction projects. If this persisted, both would starve. The -proteobacterium could solve the problem by handing over more of its genes, which would enable the methanogen to ferment some glucose into breakdown products that the

-proteobacterium could then use. So it handed over the genes.

How, you may be wondering, do unthinking bacteria come to hand over all the genes needed to make such a deal work? This kind of question troubles any discussion of natural selection, but it is answered, as most of them are, simply by thinking about the problem in terms of a population. In this case, we are thinking about a population of cells, some of which thrive, some die, and some continue as they are. Consider a population of methanogens, all of which have many small -proteobacteria living with them in close proximity. Some individual relationships are relatively ‘distant’, in that the -proteobacteria are not physically enveloped by the methanogen; they get along fine, but quite a lot of hydrogen is lost to the surroundings, or to other methanogens. These

‘loose’ relationships may lose out to closer relationships, in which the -proteobacteria are being enveloped, and less hydrogen is lost. Of course, each methanogen is likely to harbour a number of -proteobacteria, a few of which are probably more enveloped than others. So while the overall assemblage might function happily, a few particular -proteobacteria might be suffocating from the closeness of the embrace. What happens if they die of suffocation?

Assuming there are others to take their place, the overall union of the symbiosis might not be affected at all, but the dying -proteobacterium spills its genes into the environment. Some of these will be taken up by the methanogen in the usual manner by lateral gene transfer, and some will become incorporated into the methanogen’s chromosome. Let’s assume that this process is happening simultaneously in hordes of many millions, perhaps many billions, of symbiotic methanogens. By the law of averages, some at least will happen to transfer all the right genes (which are in any case grouped together as a single functional unit, or an operon
 ). If so, then the methanogen will be able to absorb organic compounds from the surroundings. Exactly the same process would account for the transfer of genes for fermentation to the methanogen; and indeed there is no reason why both sets of genes should not be transferred
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simultaneously. It’s all down to population dynamics: if the beneficiary happens to be more successful than its brethren, then the power of natural selection will soon amplify the fruit of the successful union.

But there is a startling ending to this story. Having acquired two sets of genes by lateral gene transfer, the methanogen could now do everything. It could absorb food from the surroundings, and ferment it to produce energy. Like an ugly duckling transforming into a swan it suddenly didn’t need to be a methanogen any more. It was free to roam and no longer needed to avoid oxygenated surroundings, which, once upon a time, would have blocked its only source of energy—methane production. What’s more, when roaming in aerobic conditions, the internalized -proteobacteria could use the oxygen to generate energy much more efficiently, so they too benefited. All that the host (we can’t reasonably call it a methanogen any more) needed was a tap, an ATP pump, which it could plug into the membrane of its -proteobacterial guest to drain off its ATP, and the entire world would be its stage. The ATP pumps are indeed a eukaryotic invention, and if we are to believe the gene sequences of different groups of eukaryotes, they evolved very early in the history of the eukaryotic union.

So the answer to the question of life, the universe, and everything, or the origin of the eukaryotic cell, was simply gene transfer. Through a series of small and realistic steps, the hydrogen hypothesis explains how a chemical dependency between two cells evolved to become a single chimeric cell containing organelles that function as mitochondria. This cell is able to import organic molecules, like sugars, across its external membrane and to ferment them in its cytoplasm, in the same fashion as yeast. It is able to pass the fermentation products onwards to the mitochondria, which can then oxidize them using oxygen, or for that matter other molecules such as nitrate. This chimeric cell does not yet have a nucleus. It may or may not have lost its cell wall. It does have a cytoskeleton, but has probably not adapted it for changing shape like an amoeba; it merely provides rigid structural support. In short, we have derived a ‘prototype’ eukaryote without a nucleus. We’ll return in Part 3 to how this prototype might have gone on to become a fully-fledged eukaryote. To end this chapter, though, let’s consider the play of chance in the hydrogen hypothesis.

Chance and necessity

Each step of the hydrogen hypothesis depends on selection pressures that may or may not have been strong enough to force that particular adaptation, and each step depends utterly on the last—hence the deep uncertainty about whether exactly the same sequence of steps would be repeated if the film of life
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were to be played again. For opponents of the theory, the greatest problem lies in the last few steps, the transition from a chemical dependency that only works in the absence of oxygen, to the flowering of the eukaryotic cell as an oxygen-dependent cell which thrives in aerobic conditions. For this to happen, all the genes needed for oxygen respiration must have survived intact throughout the early chimera years, despite falling into prolonged disuse. If the theory is correct then obviously they did; but if the transition had taken just a little longer, then the genes for oxygen respiration may easily have been lost by mutation, and so the oxygen-dependent multicellular eukaryotes would never have been born; and neither would we, nor anything else beyond bacterial slime.

The fact that these genes were not lost sounds like an outrageous fluke, and perhaps this alone accounts for why the eukaryotes only evolved once. But perhaps there was also something about the environment that gave our ancestor a nudge in the right direction. In Science
 , in 2002, Ariel Anbar at the University of Rochester, and Andrew Knoll at Harvard, suggested that the changing chemistry of the oceans might explain why the eukaryotes evolved when they did, at a time of rising oxygen levels, despite their strictly anaerobic lifestyle. As atmospheric oxygen levels rose, so too did the sulphate concentration of the oceans (because the formation of sulphate, SO 2–

4

, requires oxygen). This in turn

led to a massive rise in the population of another type of bacteria, the sulphate-reducing bacteria, which we met briefly in Chapter 1. There, we noted that the sulphate-reducing bacteria almost invariably out-compete the methanogens for hydrogen in today’s ecosystems, so the two species are rarely found living together in the oceans.

When we think of a rise in oxygen levels, we tend to think of more fresh air, but the effects can actually be startlingly counterintuitive. As I discussed in an earlier book, Oxygen: The Molecule that Made the World
 , what actually happens is this. The foul sulphurous fumes emanating from volcanoes contain sulphur in forms such as elemental sulphur and hydrogen sulphide. When this sulphur reacts with oxygen, it is oxidized to produce sulphates. This is the same problem we face today with acid rain—the sulphur compounds released into the atmosphere from factories become oxidized by oxygen to form sulphuric acid, H2SO4. The ‘SO4’ is the sulphate group, and it is this group that the sulphate-reducing bacteria need to oxidize hydrogen—which in chemical terms is exactly the same thing as reducing the sulphate, hence the name of the bacteria. Here is the rub. When oxygen levels rise, sulphur is oxidized to form sulphates, which accumulate in the oceans—the more oxygen, the more sulphate.

This is the raw material needed by the sulphate-reducing bacteria, which convert sulphate into hydrogen sulphide. Although a gas, hydrogen sulphide is actually heavier than water, and so it sinks down towards the bottom of the
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oceans. What happens next depends on the dynamic balance in the concentrations of sulphate, oxygen, and so on. However, if hydrogen sulphide is formed more rapidly than oxygen in the deep oceans (where photosynthesis is less active because sunlight does not permeate down) then the outcome is a

‘stratified’ ocean. The best example today is the Black Sea. In general, in stratified oceans the depths become stagnant, reeking of hydrogen sulphide (or technically, ‘euxinic’), whereas the sunlit surface waters fill up with oxygen.

Geological evidence shows that this is exactly what happened in the oceans throughout the world two billion years ago, and the stagnant conditions apparently persisted for at least a billion years, and probably longer.

Now to my point. When the oxygen levels rose, so too did the population of sulphate-reducing bacteria. If, like today, the methanogens couldn’t compete with these voracious bacteria, then they would have faced a pressing shortage of hydrogen. This would have given the methanogens a good reason to enter into an intimate partnership with a hydrogen-producing bacterium, such as Rhodobacter
 . So far, so good. But what forced the prototype eukaryote up into the oxygenated surface waters before it lost its genes for oxygen respiration?

Again, it may have been the sulphate-reducing bacteria. This time, the competition could have been for nutrients like nitrates, phosphates, and some metals, which are more plentiful in the sunlit surface waters. If the prototype eukaryote were no longer tied to its waterhole, then it would benefit from moving up in the world. If so, competition may have pressed the first eukaryotic cells up into the oxygenated surface waters long before they lost their genes for oxygen respiration, where they would have found good use for them. What an ironic turn of events! It seems the majestic rise of the eukaryotes was contingent on unequal competition between incompatible tribes of bacteria, the glories of nature upon the flight of the weak. The Bible was right: the meek really did inherit the Earth.

Is this truly what happened? It’s too early to say for sure. I’m reminded of that amiably cynical Italian turn of phrase, which translates roughly as ‘It may not be true, but it is well contrived’. In my view, the hydrogen hypothesis is a radical hypothesis, which makes better use of the known evidence than any other theory; and it has about the right combination of probability and improbability to explain the fact that the eukaryotes arose only once.

Beyond that there is another consideration, which makes me believe the hydrogen hypothesis, or something like it, is basically correct—and this relates to a more profound advantage provided by mitochondria. It explains why all
 known eukaryotes either have, or once had (then lost) mitochondria. As we noted earlier, the eukaryotic lifestyle is energetically profligate. Changing shape and engulfing food is highly energetic. The only eukaryotes that can do it without mitochondria are parasites that live in the lap of luxury, and they
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barely need to do anything but
 change their shape. In the next few chapters, we’ll see that virtually every aspect of the eukaryotic lifestyle—changing shape with a dynamic cytoskeleton, becoming large, building a nucleus, hoarding reams of DNA, sex, multicellularity—all these depend on the existence of mitochondria, and so can’t, or are at least highly unlikely to, happen in bacteria.

The reason relates to the precise mechanism of energy production across a membrane. Energy is generated in essentially the same way in both bacteria and mitochondria, but the mitochondria are internalized within cells, whereas bacteria use their cell membrane. Such internalization not only explains the success of the eukaryotes, but it even throws light on the origin of life itself. In Part 2, we’ll consider how the mechanism of energy-generation in bacteria and mitochondria shows how life might have originated on earth, and why it gave the eukaryotes, and only the eukaryotes, the opportunity to inherit the world.




Part 2 The Vital Force: Proton Power and the Origin of Life
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Energy and life go hand in hand. If you stop breathing, you will not be able to generate the energy you need for staying alive and you’ll be dead in a few minutes. Keep breathing. Now the oxygen in your breath is being transported to virtually every one of the 15 trillion cells in your body, where it is used to burn glucose in cellular respiration. You are a fantastically energetic machine. Gram per gram, even when sitting comfortably, you are converting 10 000 times more energy than the sun
 every second.

This sounds improbable, to put it mildly, so let’s consider the numbers. The sun’s luminosity is about 4 1026 watts and its total mass is 2 1030 kg. Over its projected lifetime, about 10 billion years, each gram of solar material will produce about 60 million kilojoules of energy. The generation of this energy is not explosive, however, but slow and steady, providing a uniform and long-lived rate of energy production. At any one moment, only a small proportion of the sun’s vast mass is involved in nuclear fusions, and these reactions take place only in the dense core. This is why the sun can burn for so long. If you divide the luminosity of the sun by its mass, each gram of solar mass yields about 0.0002 milliwatts of energy, which is 0.0000002 joules of energy per gram per second (0.2 J/g/sec). Now let’s assume that you weigh 70 kg, and if you are anything like me you will eat about 12 600 kilojoules (about 3000 calories) per day. Assuming barely 30 per cent efficiency, converting this amount of energy (into heat or work or fat deposits) averages 2 millijoules per gram per second (2 mJ/g/sec) or about 2 milliwatts per gram—a factor of 10 000 greater than the sun. Some energetic bacteria, such as Azotobacter
 , generate as much as 10

joules per gram per second, out-performing the sun by a factor of 50 million.

At the microscopic level of cells, all life is animated, even the apparently sessile plants, fungi and bacteria. Cells whirr along, machine-like in the way that they channel energy into particular tasks, whether these are locomotion, replication, constructing cellular materials, or pumping molecules in and out of the cell. Like machines, cells are full of moving parts, and to move they need energy. Any form of life that can’t generate its own energy is hard to distinguish from inanimate matter, at least in philosophical terms. Viruses only ‘look’ alive because they are organized in a way that suggests the hand of a designer, but they occupy a shadowy landscape between the living and the nonliving. They have all the information they need to replicate themselves, but must remain inert until they infect a cell, as they can only replicate themselves using the
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energy and cellular machinery of the infected cell. This means that viruses could not have been the first living things on Earth, nor could they have delivered life from outer space to our planet: they depend utterly on other living organisms and cannot exist without them. Their simplicity is not primitive, but a refined, pared-down complexity.

Despite its obvious importance to life, biological energy receives far less attention than it deserves. According to molecular biologists, life is all about information. Information is encoded in the genes, which spell out the instructions for building proteins, cells, and bodies. The double helix of DNA, the stuff of genes, is an icon of our information age, and the discoverers of its structure, Watson and Crick, are household names. The reasons for this status are a mixture of the personal, the practical, and the symbolic. Crick and Watson were brilliant and flamboyant, and unveiled the structure of DNA with the aplomb of conjurors. Watson’s famous book narrating the discovery, The Double Helix
 , defined a generation and changed the way that science is perceived by the general public; and he has been an outspoken and passionate advocate of genetic research ever since. In practical terms, sequencing the codes of genes enables us to compare ourselves with other organisms and to peer into our own past, as well as the story of life. The human genome project is set to reveal untold secrets of the human condition, and gene therapy holds a candle of hope for people with crippling genetic diseases. But most of all, the gene is a potent symbol. We may argue over nature versus nurture, and rebel against the power of the genes; we may worry about genetically modified crops and the evils of cloning or designer babies; but whatever the rights and wrongs, we worry because we know deep down, viscerally, that genes are important.

Perhaps because molecular biology is so central to modern biology we pay lip service to the energy of life in the same way that we acknowledge the industrial revolution as a necessary precursor of the modern information age. Electrical power is so obviously essential for a computer to function that the point is almost too banal to be worth making. Computers are important because of their data-processing capacity, not because they are electronic. We may only appreciate the importance of a power supply when the batteries run out, and there’s no plug to be seen. In the same way, energy is important to supply the needs of cells, but is plainly secondary to the information systems that control it and draw on it. Life without energy is dead, but energy without information to control it might seem as destructive as a volcano, an earthquake, or an explosion. Or is it? The flood of life-giving rays from the sun suggests an uncontrolled flow of energy is not inevitably destructive.

In contrast to our worries over genetics, I wonder how many people exercise themselves over the sinister implications of bioenergetics. Its terminology is what the Soviets used to call obscurantist, as full of mysterious symbols as a
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wizard’s robes. Even willing students of biochemistry are wary of terms like

‘chemiosmotics’ and ‘proton-motive force’. Although the implications of these ideas may turn out to be as important as those of genetics, they are little known.

The hero of bioenergetics, Peter Mitchell, who won the Nobel Prize for chemistry in 1978, is hardly a household name, even though he ought to be as well known as Watson and Crick. Unlike Watson and Crick, Mitchell was an eccen-tric and reclusive genius, who set up his own laboratory in an old country house in Cornwall, which he had renovated himself, following his own designs. At one time, his research was funded in part by the proceeds from a herd of dairy cows, and he even won a prize for the quality of his cream. His writings did not compete with Watson’s Double Helix
 —besides the usual run of dry academic papers (even more obscure than usual in Mitchell’s own case), he expounded his theories in two ‘little grey books’, published privately and circulated among a few interested professionals. His ideas can’t be encapsulated in a visually arresting emblem like the double helix, redolent of the standing of science in society. Yet Mitchell was largely responsible for articulating and proving one of the very greatest insights in biology, a genuine and bizarre revolution that overturned long-cherished ideas. As the eminent molecular biologist Leslie Orgel put it: ‘Not since Darwin has biology come up with an idea as counterintuitive as those of, say, Einstein, Heisenberg or Schrödinger. . . his contemporaries might well have asked “Are you serious, Dr Mitchell?”’

Part 2 of this book is broadly about Mitchell’s discovery of the way that life generates its energy, and the implications of his ideas for the origin of life. In later chapters, these ideas will enable us to see what the mitochondria did for us: why they are essential for the evolution of all higher forms of life. We’ll see that the precise mechanism of energy generation is vital: it constrains the opportunities open to life, and it does so very differently in bacteria and eukaryotic cells. We’ll see that the precise mechanism of energy generation precluded bacteria from ever evolving beyond bacteria—from ever becoming complex multicellular organisms—while at the same time it gave the eukaryotes unlimited possibilities to grow in size and sophistication, propelling them up a ramp of ascending complexity to the marvels that we see all around us today.

But this same mechanism of energy generation constrained the eukaryotes, too, albeit in utterly different ways. We’ll see that sex, and even the origin of two sexes, is explained by the constraints of this same form of energy generation.

And beyond that we’ll see that our terminal decline into old age and death also stems from the small print of the contract that we signed with our mitochondria two billion years ago.

To understand all this, we first need to grasp the importance of Mitchell’s insights into the energy of life. His ideas are simple enough in outline, but to feel their full force we’ll need to look a little deeper into their details. To do this,
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we’ll take a historical perspective, and as we go along we can savour the dilemmas, and the great minds that wrestled with them in the golden age of biochemistry, littered with Nobel Prizes. We’ll follow the shining path of discovery, which showed how cells generate so much energy that they put the sun in the shade.




4. The Meaning of Respiration
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The Meaning of Respiration

Metaphysicians and poets used to write earnestly about the flame of life. The sixteenth century alchemist Paracelsus even explicitly declared: ‘Man dies like a fire when deprived of air.’ While metaphors are supposed to illuminate truths, I suspect that the metaphysicians would have been contemptuous of Lavoisier, the ‘father of modern chemistry’, who argued that the flame of life was not merely a metaphor, but exactly analogous to a real flame. Combustion and respiration are one and the same process, Lavoisier said, in the kind of literal scientific spoiler that poets have protested about ever since. In a paper addressed to the French Royal Academy in 1790, Lavoisier wrote: Respiration is a slow combustion of carbon and hydrogen, similar in every way to that which takes place in a lamp or lighted candle and, in that respect, breathing animals are active combustible bodies that are burning and wasting away. . . it is the very substance of the animal, the blood, which transports the fuel. If the animal did not habitually replace, through nourishing themselves, what they lose through respiration, the lamp would very soon run out of oil and the animal would perish, just as the lamp goes out when it lacks fuel.

Both carbon and hydrogen are extracted from the organic fuels present in food, such as glucose, so Lavoisier was correct in saying that the respiratory fuels are replenished by food. Sadly, he never got much further. Lavoisier lost his head to the guillotine in the French Revolution four years later. In his book, Crucibles
 , Bernard Jaffe assigns the ‘judgement of posterity’ to this deed: ‘Until it is realized that the gravest crime of the French Revolution was not the execution of the King, but of Lavoisier, there is no right measure of values; for Lavoisier was one of the three or four greatest men France has produced.’ A century after the Revolution, in the 1890s, a public statue of Lavoisier was unveiled. It later transpired that the sculptor had used the face, not of Lavoisier, but of Condorcet, the Secretary of the Academy during Lavoisier’s last years.

The French pragmatically decided that ‘all men in wigs look alike anyway’, and the statue remained until it was melted down during the Second World War.

Though Lavoisier revolutionized our understanding of the chemistry of respiration, even he didn’t know where it took place—he believed it must happen
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in the blood as it passed through the lungs. In fact, the site of respiration remained controversial through much of the nineteenth century, and it was not until 1870 that the German physiologist Eduard Pflüger finally persuaded biologists that respiration takes place within the individual cells of the body, and is a general property of all living cells. Even then, nobody knew exactly where-abouts in the cell respiration took place; it was commonly ascribed to the nucleus. In 1912, B. F. Kingsbury argued that respiration actually took place in the mitochondria, but this was not generally accepted until 1949, when Eugene Kennedy and Albert Lehninger first demonstrated that the respiratory enzymes are located in the mitochondria.

The combustion of glucose in respiration is an electrochemical reaction—an oxidation
 to be precise. By today’s definition, a substance is oxidized
 if it loses electrons. Oxygen (O2) is a strong oxidizing agent because it has a strong chemical ‘hunger’ for electrons, and tends to extract them from substances such as glucose or iron. Conversely, a substance is reduced
 if it gains electrons. Because oxygen gains the electrons extracted from glucose or iron, it is said to be reduced to water (H2O). Notice that in forming water each atom of the oxygen molecule also picks up two protons (H) to balance the charges. Overall, then, the oxidation of glucose equates to the transfer of two electrons and two protons—which together make up two whole hydrogen atoms—from glucose to oxygen.

Oxidation and reduction reactions are always coupled, because electrons are not stable in isolation—they must be extracted from another compound.

Any reaction that transfers electrons from one molecule to another is called a redox reaction
 , because one partner is oxidized and the other is simultaneously reduced. Essentially all the energy-generating reactions of life are redox reactions. Oxygen isn’t always necessary. Many chemical reactions are redox reactions, as electrons are transferred, but they don’t all involve oxygen. Even the flow of electricity in a battery can be regarded as a redox reaction, because electrons flow from a source (which becomes progressively oxidized) to an acceptor (which becomes reduced).

Lavoisier was chemically
 correct, then, when he said that respiration was a combustion, or oxidation, reaction. However, he erred not just about the site of respiration, but also about its function: he believed that respiration was needed to generate heat, which he thought of as an indestructible fluid. But clearly we don’t function like a candle. When we burn fuel, we don’t simply radiate the energy as heat, we use it to run, to think, to build muscles, to cook a meal, to make love, or for that matter, candles. All these tasks can be defined as

‘work’, in the sense that they require an input of energy to take place—they don’t occur spontaneously. An understanding of respiration that reflected all this awaited a better appreciation of the nature of energy itself, which only
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came with the science of thermodynamics in the mid nineteenth century. The most revealing discovery, by British scientists James Prescott Joule and William Thompson (Lord Kelvin), in 1843, was that heat and mechanical work are interchangeable—the principle of the steam engine. This led to a more general realization, later referred to as the first law of thermodynamics, that energy can be converted from one form into another, but never created nor destroyed.

In 1847, the German physician and physicist Hermann von Helmholtz applied these ideas to biology, when he showed that the energy released from food molecules in respiration was used partly to generate the force in the muscles.

This appliance of thermodynamics to muscle contraction was a remarkably mechanical insight in an age still besieged by ‘vitalism’—the belief that life was animated by special forces, or spirits, which could not be reproduced by mere chemistry.

The new understanding of energy eventually fostered an appreciation that the bonds of molecules contain an implicit ‘potential’ energy that can be released when they react. Some of this energy can be captured, or conserved
 in a different form, by living things, and then channelled into work, such as the contraction of muscles. For this reason, we can’t talk about ‘energy generation’ in living things, although it is such a convenient phrase that I have occasionally transgressed. When I say energy generation I mean the conversion of potential energy, implicit in the bonds of fuels like glucose, into the biological energy

‘currencies’ that organisms use to power the various forms of work; in other words, I mean the generation of more working currency. And it is to these energy currencies that our story now turns.

Colours in the cell

By the end of the nineteenth century, scientists knew that respiration took place in cells, and was the source of energy for every aspect of life. But how it actually worked—how the energy released by the oxidation of glucose was coupled to the energetic demands of life—was anybody’s guess.

Clearly glucose does not ignite spontaneously in the presence of oxygen.

Chemists say that oxygen is thermodynamically reactive but kinetically
 stable: it doesn’t react quickly. This is because oxygen must be ‘activated’ before it is able to react. Such activation requires either an input of energy (like a match), or a catalyst, which is to say a substance that lowers the activation energy needed for the reaction to take place. For scientists of the Victorian era, it seemed likely that any catalyst involved in respiration would contain iron, for iron has a high affinity for oxygen—as in the formation of rust—but can also bind to oxygen reversibly. One compound that was known to contain iron, and to bind to oxygen reversibly, was haemoglobin, the pigment that imparts the
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colour to red blood cells; and it was the colour of blood that gave the first clue to how respiration actually works in living cells.

Pigments such as haemoglobin are coloured because they absorb light of particular colours (bands of light, as in a rainbow) and reflect back light of other colours. The pattern of light absorbed by a compound is known as its absorption spectrum. When binding oxygen, haemoglobin absorbs light in the blue-green and yellow parts of the spectrum, but reflects back red light, and this is the reason why we perceive arterial blood as a vivid red colour. The absorption spectrum changes when oxygen dissociates from haemoglobin in venous blood. Deoxyhaemoglobin absorbs light across the green part of the spectrum, and reflects back red and blue light. This gives venous blood its purple colour.

Given that respiration takes place inside cells, researchers started looking for similar pigments in animal tissues rather than in the blood. The first success came from a practicing Irish physician named Charles MacMunn, who worked in a small laboratory in the hay loft over his stables, carrying out research in his spare time. He used to keep watch for patients coming up the path through a small hole in the wall, and would ring through to his housekeeper if he didn’t wish to be disturbed. In 1884, MacMunn found a pigment inside tissues, whose absorption spectrum varied in a similar manner to haemoglobin. He claimed that this pigment must be the sought-after ‘respiratory pigment’, but unfortunately McMunn could not explain its complex absorption spectrum, or even show that the spectrum was attributable to it at all. His findings were quietly forgotten until David Keilin, a Polish biologist at Cambridge, rediscovered the pigment in 1925. By all accounts Keilin was a brilliant researcher, an inspiring lecturer, and a kindly man, and he made a point of deferring priority to MacMunn. In fact, though, Keilin went well beyond MacMunn’s observations, showing that the spectrum was not attributable to one pigment, but to three.

This enabled him to explain the complex absorption spectrum that had stumped MacMunn. Keilin named the pigments cytochromes
 (for cellular pigments) and labelled them a, b, and c, according to the position of the bands on their absorption spectra. These labels are still in use today.

Curiously, however, none of Keilin’s cytochromes reacted directly with oxygen. Clearly something was missing. This missing link was elucidated by the German chemist Otto Warburg (in Berlin) who received the Nobel Prize for his work in 1931. I say elucidated, because Warburg’s observations were indirect, and quite ingenious. They had to be, for the respiratory pigments, unlike haemoglobin, are present in vanishingly tiny amounts within cells, and could not be isolated and studied directly using the rough and ready techniques of the time.

Instead, Warburg drew on a quirky chemical property—the binding of carbon monoxide to iron compounds in the dark, and its dissociation from them when illuminated—to work out the absorption spectrum of what he called the
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‘respiratory ferment’.1 The spectrum turned out to be that of a haemin compound, similar to haemoglobin and chlorophyll (the green pigment of plants that absorbs sunlight in photosynthesis).

Interestingly, the respiratory ferment absorbed light strongly in the blue part of the spectrum, reflecting back green, yellow, and red light. This imparted a brownish shade, not red, like haemoglobin, nor green like chlorophyll. However, Warburg found that simple chemical changes could turn the ferment red or green, with spectra closely resembling those of haemoglobin or chlorophyll.

This raised a suspicion, expressed in his Nobel lecture, that the ‘blood pigment and the leaf pigments have both arisen from the ferment. . . for evidently, the ferment existed earlier than haemoglobin and chlorophyll.’ His words imply that respiration had evolved before photosynthesis, a visionary conclusion, as we shall see.

The respiratory chain

Despite these great strides forward, Warburg still could not grasp how respiration actually took place. At the time of his Nobel Prize, he seemed inclined to believe that respiration was a one-step process (releasing all the energy bound up in glucose at once) and was unable to explain how David Keilin’s cytochromes fitted into the overall picture. Keilin, in the meantime, was developing the idea of a respiratory chain
 . He imagined that hydrogen atoms, or at least their constituent components, protons and electrons, were stripped from glucose, and passed down a chain of cytochromes, from one to the next, like firemen passing buckets hand to hand, until they were finally reacted with oxygen to form water. What advantage might such a series of small steps offer?

Anyone who has seen pictures from the 1930s of the disastrous end of the Hindenburg, the largest zeppelin ever built, will appreciate the great amount of energy released by the reaction of hydrogen with oxygen. By breaking up this reaction into a number of intermediate steps, a small and manageable amount of energy could be released at each step, said Keilin. This energy could be used later on (in a manner then still unknown) for work such as muscle contraction.

1 Respiration can be stopped by exposing cells to carbon monoxide in the dark, and started again by illuminating the cells, which causes carbon monoxide to dissociate. Warburg reasoned that the speed of respiration would depend on the speed at which carbon monoxide (CO) dissociated after illumination. If he shone light at a wavelength readily absorbed by the ferment, CO would dissociate quickly, and he would measure a quick rate of respiration. On the other hand, if the ferment did not absorb light at a particular wavelength, CO would not dissociate and respiration would remain blocked. By illuminating the ferment with 31 different wavelengths of light (generated by flames and vapour lamps), and measuring the rate of respiration in each case, Warburg pieced together the absorption spectrum of the ferment.
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Keilin and Warburg maintained a lively correspondence throughout the 1920s and 1930s, disagreeing on many particulars. Ironically, Keilin’s concept of a respiratory chain was given more credence by Warburg himself, who discovered additional non-protein components of the chain during the 1930s, which are now referred to as coenzymes. For his new discoveries Warburg was offered a second Nobel Prize in 1944, but, being Jewish, he was refused permission to receive it by Hitler (who nonetheless allowed himself to be swayed by Warburg’s international prestige, and did not have him imprisoned, or worse).

Sadly, Keilin’s own profound insights into the structure and function of the respiratory chain were never honoured with a Nobel Prize, surely an oversight on the part of the Nobel committee.

The overall picture then emerging was this. Glucose is broken down into smaller fragments, which are fed into an asset-stripping merry-go-round of linked reactions, known as the Krebs Cycle.2 These reactions strip out the carbon and oxygen atoms, and discharge them as carbon dioxide waste. The hydrogen atoms bind to Warburg’s coenzymes and enter the respiratory chain.

There, the hydrogen atoms are split into their constituent electrons and protons, the further passage of which differs. We’ll look into what happens to the protons later on; for now, we’ll concentrate on the electrons. These are passed down the full length of the chain by the string of electron carriers. Each of the carriers is successively reduced (gaining electrons) and then oxidized (losing electrons) by the next link in the chain. This means that the respiratory chain forms a succession of linked redox reactions, and so behaves like a tiny electrical wire. Electrons are transferred down the wire from carrier to carrier at a rate of about 1 electron every 5 to 20 milliseconds. Each of the redox reactions is exergonic—in other words, each releases energy that can be used for work. In the final step, the electrons pass from cytochrome c to oxygen, where they are reunited with protons to form water. This last reaction takes place in Warburg’s respiratory ferment, which had been re-named cytochrome oxidase
 by Keilin, because it uses oxygen to oxidize cytochrome c. Keilin’s term is still in use today.

Today we know that the respiratory chain is organized into four gigantic molecular complexes, embedded in the inner membrane of the mitochondria (Figure 5). Each complex is millions of times the size of a carbon atom, but even so they are barely visible down the electron microscope. The individual complexes are composed of numerous proteins, coenzymes, and cytochromes, 2 Sir Hans Krebs received the Nobel Prize in 1953 for elucidating the cycle, although many others contributed to a detailed understanding. Krebs’ seminal paper on the cycle in 1937 was rejected by Nature
 , a personal set-back that has since encouraged generations of disappointed biochemists. In addition to its central role in respiration the Krebs Cycle is also the cell’s starting point for making amino acids, fats, haems, and other important molecules. I regret this is not the place to discuss it.
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 Simplified representation of the respiratory chain, showing complexes I, III, and IV, and the ATPase. Complex II is not shown here, as electrons (e–) enter the chain at either complex I or complex II, and are passed on from either of these complexes to complex III by the carrier ubiquinone (also known as Coenzyme Q, sold in supermarkets as a health food supplement, though with questionable efficacy). The passage of electrons down the chain is illustrated by the curvy line. Cytochrome c carries electrons from complex III to complex IV (cytochrome oxidase) where they react with protons and oxygen to form water.

Notice that all of the complexes are embedded separately in the membrane. Whereas ubiquinone and cytochrome c shuttle electrons between the complexes, the nature of the intermediate that connected electron flow down the respiratory chain with ATP synthesis in the ATPase was a mystery that confounded the field for an entire generation.

including those discovered by Keilin and Warburg. Curiously, mitochondrial genes encode some of the proteins, while nuclear genes encode others, so the complexes are an amalgam encoded by two separate genomes. There are tens of thousands of complete respiratory chains embedded in the inner membrane of a single mitochondrion. It seems that these chains are physically separated from each other, and indeed even the complexes within individual chains seem to be physically independent.

ATP: the universal energy currency

Although Keilin’s early concept of the respiratory chain was correct in its essentials, perhaps the most important question remained unanswered—how was energy conserved, rather than being dissipated on the spot? Energy is released by the passage of electrons down the respiratory chains to oxygen, but is consumed elsewhere in the cell, usually outside the mitochondria, at a later time.

There had to be some kind of intermediate, presumably a molecule of some sort, that could conserve the energy released in respiration, then transfer it to other compartments of the cell, and couple it to some kind of work. Whatever this intermediate was, it had to be sufficiently adaptable to be used for the various different types of work carried out by the cell, and it had to be stable enough to remain intact until needed (as even moving around the short distances of the

78 Proton Power and the Origin of Life

cell takes some time). In other words, it had to be the molecular equivalent of a common currency, or coins that could be exchanged for services rendered. The respiratory chain is then the Mint, where the new currency is produced. So what could this currency be?

The first glimmer of an answer came from studies of fermentation. The age-old importance of fermentation in wine-making and brewing belied how little was known about the process. The beginnings of a chemical understanding came from Lavoisier, once again, who measured the weight of all the products, and declared fermentation to be no more than a chemical splitting of sugar to give alcohol and carbon dioxide. He was quite right, of course, but in a sense he missed the point, for Lavoisier thought of fermentation as just a chemical process with no inherent function. For Lavoisier, yeast was merely sediment that happened to catalyse the chemical breakdown of sugar.

By the nineteenth century, the students of fermentation split into two camps—those who thought that fermentation was a living process with a function (mostly the vitalists, who believed in a special vital force, irreducible to

‘mere’ chemistry), and those who considered fermentation to be purely a chemical process (mostly the chemists themselves). The century-long feud appeared to be settled by Louis Pasteur, a vitalist, who demonstrated that yeast was composed of living cells, and that fermentation was carried out by these cells in the absence of oxygen. Indeed Pasteur famously described fermentation as ‘life without oxygen’. As a vitalist, Pasteur was convinced that fermentation must have a purpose, which is to say, a function that was beneficial in some way for yeast, but even he admitted to being ‘completely in the dark’

about what this purpose might have been.

Only two years after Pasteur’s death in 1895, the belief that living yeast was necessary for fermentation was overturned by Eduard Buchner, who received the Nobel Prize for his work in 1907. Buchner used German brewers’ yeast rather than Pasteur’s French vintners’ yeast. Clearly the German yeast was more robust, for unlike Pasteur, Buchner did succeed in grinding it up with sand in a mortar to form a paste, then squeezing juice from the paste using a hydraulic press. If sugar was added to this ‘pressed yeast juice’, and the mixture incubated, fermentation began within a few minutes. The mixture evanesced alcohol and carbon dioxide in the same proportions as live yeast, albeit in lesser volume. Buchner proposed that fermentation was carried out by biological catalysts that he named enzymes
 (from the Greek en zyme
 , meaning in yeast
 ).

He concluded that living cells are chemical factories, in which enzymes manufacture the various products. For the first time, Buchner had shown that these chemical factories could be reconstituted even after the demise of the cells themselves, so long as the conditions were suitable. This discovery heralded the end of vitalism, and a new sense that all living processes could ultimately

The Meaning of Respiration 79

be explained by similarly reductionist principles—the dominant theme of twentieth century biomolecular sciences. But Buchner’s legacy also reduced living cells to little more than a bag full of enzymes, which to this day dulls our perception of the importance of membranes in biology, as we shall see.

Using Buchner’s yeast juices, Sir Arthur Harden in England and Hans von Euler in Germany (and others) gradually pieced together the succession of steps in fermentation during the first decades of the twentieth century. They unravelled about a dozen steps in all, each catalysed by its own enzyme. The steps are linked together like a factory production line, in which the product of one reaction is the starting point for the next. For their work, Harden and von Euler shared the Nobel Prize in 1929. But the biggest surprise came in 1924, when yet another Nobel laureate, Otto Meyerhof, showed that almost exactly the same process takes place in muscle cells. In muscles, admittedly, the final product was lactic acid, which produces cramps rather than the enjoyable inebriation of alcohol, but Meyerhof showed that almost all the twelve factory production-line steps are the same. This was a striking demonstration of the fundamental unity of life, implying that even simple yeasts are related by descent to human beings, as postulated by Darwin.

By the end of the 1920s it was becoming clear that cells use fermentation to generate energy. Fermentation acts as a backup power supply (indeed the only power supply in some cells), which is usually switched on when the main energy generator, oxygen respiration, fails. Thus, fermentation and respiration came to be seen as parallel processes, both of which served to provide energy for cells, one in the absence of oxygen, the other in its presence. But the larger question remained: how are the individual steps coupled to the conservation of energy for use in other parts of the cell, at other times? Did fermentation, like respiration, generate some kind of energy currency?

The answer came in 1929 with the discovery of ATP by Karl Lohman in Heidelberg. Lohman showed that fermentation is linked to the synthesis of ATP

(adenosine triphosphate), which can be stored in the cell for use over a period of hours. ATP is composed of adenosine bound to three phosphate groups linked end to end in a chain, a somewhat precarious arrangement. Splitting off the terminal phosphate group from ATP releases a large amount of energy that can be used to power work—indeed, is required
 to power much biological work. In the 1930s the Russian biochemist Vladimir Engelhardt showed that ATP is necessary for muscle contraction—muscles tense in a state of rigor, as in rigor mortis, when deprived of ATP. Muscle fibres split ATP to liberate the energy that they need to contract and relax again, leaving adenosine diphosphate (ADP) and phosphate (P):

ATP 씮 ADP P energy.
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Because the cell has a limited supply of ATP, fresh supplies must be regenerated continually from ADP and phosphate—and to do so, of course, requires an input of energy, as can be seen if the equation above is followed backwards. This is the function of fermentation: to provide the energy that is needed to regenerate ATP.

Fermenting one molecule of glucose regenerates two molecules of ATP.

Engelhardt immediately squared up to the next question. ATP is needed
 for muscle contraction, but is only produced by fermentation when oxygen levels are low. If the muscles are to contract in the presence
 of oxygen, then presumably some other process must generate the ATP needed; this, said Engelhardt, must be the function of oxygen respiration. In other words, oxygen respiration also serves to generate ATP. Engelhardt set about trying to prove his assertion.

The difficulty faced by researchers at the time was technical: muscles are not easy to grind up to use for studies of respiration—they are damaged and leak. Engelhardt resorted to an unusual experimental model, which could be manipulated rather more easily—the red blood cells of birds. Using them, he showed that respiration really does generate ATP, and in far greater quantities than fermentation. Soon afterwards, the Spaniard Severo Ochoa showed that as many as 38 molecules of ATP could be generated by respiration from a single molecule of glucose, a finding for which he too received the Nobel Prize, in 1959. This means that oxygen respiration can produce 19 times more ATP per molecule of glucose than does fermentation. The total production is astonishing. In an average person, ATP is produced at a rate of 9 1020 molecules per second, which equates to a turnover rate (the rate at which it is produced and consumed) of about 65 kg
 every day.

Few people accepted the universal significance of ATP at first, but work by Fritz Lipmann and Herman Kalckar in Copenhagen in the 1930s confirmed it, and by 1941 (now in the US), they proclaimed ATP to be ‘the universal energy currency’ of life. In the 1940s this must have been an audacious claim, the kind that can easily backfire and cost the advocates their careers. Yet astonishingly, given the flamboyance and variety of life, it is basically true. ATP has been found in every type of cell ever studied, whether plant, animal, fungal, or bacterial. In the 1940s, ATP was known to be the product of both fermentation and respiration, and by the 1950s, photosynthesis was added to the list—it, too, generates ATP, in this case by trapping the energy of sunlight. So the three great energy highways of life, respiration, fermentation, and photosynthesis, all generate ATP, another profound example of the fundamental unity of life.

The elusive squiggle

ATP is often said to have a ‘high-energy’ bond, which is denoted with a ‘squiggle’ (~) rather than a simple hyphen. When broken, this bond is supposed to
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release a large amount of energy that can be used to power various forms of work about the cell. Unfortunately, this easy representation is not actually true, for there is nothing particularly unusual about the chemical bonds in ATP.

What is unusual is the equilibrium
 between ATP and ADP. There is far, far
 more ATP in the cell, relative to ADP, than there would be if the reaction on page 79

were left to find its natural equilibrium. If ATP and ADP were mixed together in a test tube and left for a few days, then virtually the entire mixture would break down into ADP and phosphate. What we see in the cell is the absolute reverse: the ADP and phosphate is converted almost totally into ATP. This is a little like pumping water uphill—it costs a lot of energy to pump the water up, but once you have a reservoir on top of a hill, there is a lot of potential energy that can be tapped into later when the water is allowed to rush down again. Some hydroelectric schemes work this way. Water is pumped up to a high reservoir at night when demand is low. It is then released when there is a surge in demand. In England, apparently, there is a massive surge in demand for electricity after popular soap operas, when millions of people go to the kitchen at the same time, and put the kettle on for a nice cup of tea. This surge in demand is met by opening the floodgates of Welsh mountain reservoirs, which are refilled at night after the demand has settled, ready for the next mass teatime.

In the cell, ADP is continually pumped ‘uphill’ to generate a reservoir of potential energy in the form of ATP. This reservoir of ATP awaits the opening of the floodgates, whereupon it is used to power various tasks about the cell, just as the flow of water back downhill is used to power electrical devices. Of course, a lot of energy is needed to produce such a high concentration of ATP, just as a lot of energy is needed to pump water uphill. Providing this energy is the function of respiration and fermentation. The energy released from these processes is used to generate very high cellular levels of ATP in the cell, against the normal chemical equilibrium.

These ideas help us to understand how ATP is used to power work in the cell, but they don’t explain how the ATP is actually formed. The answer seemed to lie in the studies of fermentation by Efraim Racker in the 1940s. Racker was one of the giants of bioenergetics. A Pole by birth, raised in Vienna, he fled the Nazis to Britain at the end of the 1930s, like many of his contemporaries. After intern-ment on the Isle of Man at the outbreak of the war, he moved to the US, and there settled in New York for some years. Deciphering the mechanism of ATP

synthesis in fermentation was the first of his many important contributions over fifty years. Racker discovered that, in fermentation, the energy released by breaking down sugars into smaller fragments is used to attach phosphate groups onto the fragments, against a chemical equilibrium. In other words, fermentation generates high-energy phosphate intermediates, and these in turn transfer their phosphates to form ATP. The overall change is energetically
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favourable, just as water flowing downhill can be used to turn a waterwheel—

the flow of water is coupled
 to the turning of the waterwheel. The formation of ATP likewise takes place via coupled chemical reactions, so that the energy released by fermentation drives a coupled energy-consuming reaction, the formation of ATP. Presumably, thought Racker, and the entire field, a similar model of chemical coupling would also explain how ATP is formed in respiration. Quite the contrary! Rather than offering an insight, it started a wild-goose chase that was to run on for decades. On the other hand, the eventual resolution gave more powerful insights into the nature of life and complexity than anything else in molecular biology, bar the structure of the DNA double helix itself.

The problem hinged on the identity of the high-energy intermediates. In respiration, ATP is produced by a giant enzyme complex called the ATPase (or ATP synthase), which was also discovered by Racker and his colleagues in New York. As many as 30 thousand
 ATPase complexes stud the inner mitochondrial membrane, and can be made out faintly down the electron microscope, sprouting like mushrooms from the membrane (Figure 6). When first visualized in 1964, Racker described them as the ‘fundamental particles of biology’, an epithet that seems even more apposite today, as we shall see. The ATPase complexes share the inner mitochondrial membrane with the complexes of the respiratory chains, but they are not physically connected to them: they are embedded separately in the membrane. Herein lies the root of the problem.

How do these separate complexes communicate with each other across the physical gap? More specifically, how do the respiratory chains transfer the energy released by the flow of electrons to the ATPase, to generate ATP?

In respiration, the only
 known reactions were the redox reactions taking place when electrons were transported down the respiratory chain. The complexes were known to be oxidized and reduced in turn, but that was it: they did not seem to interact with any other molecules. All the reactions were physically separated from the ATPase. Presumably, thought researchers, there must be a high-energy intermediate, as in fermentation, which was formed using the energy released by respiration. This intermediate would then move physically across to the ATPase. After all, chemistry requires contact; action at a distance to a chemist is voodoo. The proposed high-energy intermediate would need to contain a bond equivalent to the sugar-phosphate formed in fermentation, which, when broken, would pass on the energy needed for the high-energy bond of ATP. The ATPase presumably catalysed this reaction.

As so often happens in science, on the threshold of a revolution, the broad outlines seemed to be understood in full. All that remained to be done was to fill in a few details, such as the identity of the high-energy intermediate, which came to be known simply as the squiggle, at least in polite company. Certainly
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6
 The ‘elementary particles of life’ as christened by Efraim Racker. The ATPase proteins sprout like mushrooms on stalks from the membrane vesicles.

the intermediate was elusive—an entire generation of the finest minds and cleverest experimentalists spent two decades searching for it; they proposed and rejected at least twenty candidates, but even so, finding it only seemed to be a matter of time. Its existence was prescribed by the chemical nature of the cell, little more than a bag of enzymes, as the disciples of Eduard Buchner knew only too well. Enzymes did chemistry, and chemistry was all about the bonds between atoms in molecules.

But one detail was troubling and nagged at the chemistry of respiration: the number of ATP molecules produced varied. Somewhere between 28 and 38

molecules of ATP are formed from a single glucose molecule. The actual number varies over time, and although it can be as high as 38, it is typically at the lower end of this range. But the important point is the lack of consistency.

Because ATP is formed from the passage of electrons down the respiratory chain, the passage of one pair of electrons down the chain generates between 2 and 3 ATPs: not a round number. Chemistry, of course, is all about round
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numbers, as anyone knows who has ever struggled to balance chemical equations. It’s not possible to have half a molecule react with two thirds of another molecule. So how could the production of ATP require a variable and non-integer number of electrons?

Another detail also nagged. Respiration requires
 a membrane, and can’t take place at all without it. The membrane is more than just a bag to contain the respiratory complexes. If the membrane is disrupted, respiration is said to become uncoupled, like a bicycle that loses its chain: however furiously we pedal the wheels will not turn. When respiration is uncoupled, the oxidation of glucose via the respiratory chain proceeds apace, but no ATP is formed. In other words, the input is uncoupled from the output and the energy released is dissipated as heat. This curious phenomenon is not simply a matter of mechanical damage to the membrane: it can also be induced by a number of apparently unrelated chemicals, known as uncouplers
 , which do not mechanically disrupt the membrane. All these chemicals (including, interestingly, aspirin and, indeed, ecstasy) uncouple the oxidation of glucose from the production of ATP in a similar fashion, but did not seem to share any kind of chemical common denominator. Uncoupling could not be explained in conventional terms.

By the early 1960s, the field had begun to sink into a slough of despond. As Racker put it (in words reminiscent of Richard Feynman’s celebrated dictum on quantum mechanics): ‘Anyone who is not thoroughly confused just doesn’t understand the problem.’ Respiration generated energy in the form of ATP, but in a manner that did not defer to the basic rules of chemistry, indeed that seemed to flout them. What was going on? Even though these strange findings were crying out for a radical rethink, nobody was prepared for the shocking answer supplied by Peter Mitchell in 1961.
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Proton Power

Peter Mitchell was an outsider to the field of bioenergetics. He had studied biochemistry at Cambridge during the war, and began his PhD there in 1943, as he had been injured in a sporting accident before the war and was not enlisted for service. Mitchell was a flamboyant character in the war years, well known about town for his artistic and creative flair, and impish sense of humour. He was an accomplished musician, and liked to wear his hair long in the style of the young Beethoven. Mitchell, too, later fell deaf. His mien was embellished by private means, and he was one of the select few who could afford to drive a Rolls Royce in the drab post-war years; his uncle Godfrey Mitchell owned the Wimpey construction empire. Mitchell’s shares in the company later helped to keep his private research laboratory, the Glynn Institute, afloat. Despite being recognized as one of the brightest young scientists, it took him seven years to finish his PhD, in part because his research was diverted towards wartime goals (the production of antibiotics), and in part because he was asked to resubmit his thesis; one of his examiners had complained that ‘the discussion seemed silly, not a presentation’. David Keilin, who knew Mitchell better, remarked: ‘The trouble is that Peter is too original for his examiners.’

Mitchell’s work concerned bacteria, and especially the problem of how bacteria import and export particular molecules in and out of the cell, very often against a concentration gradient. In more general terms, Mitchell was interested in vectorial
 metabolism, which is to say, reactions that have a direction in space as well as time. The key to bacterial transport systems, for Mitchell, lay in the outer membrane of the bacterial cell. This was plainly not just an inert physical barrier, as all living cells require a continuous and selective exchange of materials across this barrier. At the least, food must be taken up and waste products removed. The membrane acts as a semi-permeable barrier, restricting the passage of molecules and controlling their concentration inside the cell. Mitchell was fascinated by the molecular mechanics of active transport across membranes. He appreciated that many membrane proteins are as specific for the molecules that they transport as enzymes are for their raw materials. Also like enzymes, active transport grinds to a halt as the gradient opposing it gathers strength. The force acting to dispel
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the gradient strengthens, just as it gets harder to blow air into a balloon as it fills up.

Mitchell developed many of his ideas while at Cambridge in the 1940s and early 1950s, and later in Edinburgh in the late 1950s. He saw active transport as an aspect of physiology, concerning the operation of living bacteria. At that time, there was little intercourse between physiologists and biochemists.

Clearly, though, active transport across a membrane requires an input of energy, and this in turn led Mitchell to ponder on bioenergetics, an aspect of biochemistry. He soon realized that if a membrane pump establishes a concentration gradient, then the gradient itself could in principle act as a driving force.

Cells could harness such a force in the same way that the escape of air from a balloon can propel it across the room, or the escape of steam can propel a piston in an engine.

These considerations were enough for Mitchell to put forward a radical new hypothesis in Nature
 in 1961, while still at Edinburgh. He proposed that respiration in cells worked by chemiosmotic coupling
 , by which term he meant a chemical reaction that could drive an osmotic gradient, or vice versa. Osmosis
 is a familiar term from schooldays, even if we can’t quite remember what it means. It usually means the flow of water across a membrane from a less concentrated to a more concentrated solution, but Mitchell, characteristically, didn’t mean it in that sense at all. By ‘chemiosmosis’ we might imagine that he was referring to a flow of chemicals other than water across a membrane, but this was not what he meant either. He actually used the word ‘osmotic’ in the original Greek sense, meaning ‘push’. Chemiosmosis, for Mitchell, was the pushing of molecules across a membrane against
 a concentration gradient—it is therefore, in a sense, the exact opposite of osmosis, which follows the concentration gradient. The purpose of the respiratory chain, said Mitchell, is no more nor less than to push protons over the membrane, creating a reservoir of protons on the other side. The membrane is little more than a dam. The pent-up force of protons, trapped behind this dam, can be released a little at a time to drive the formation of ATP.

It works like this. Recall from the previous chapter that the complexes of the respiratory chain are plugged through the membrane. The hydrogen atoms that enter the respiratory chain are split into protons and electrons. The electrons pass down the chain like the current in a wire, via a succession of redox reactions (Figure 7). The energy released, said Mitchell, doesn’t form a high-energy chemical intermediate at all; the squiggle is elusive because it does not exist. Rather, the energy released by electron flow is used to pump protons across the membrane. Three of the four respiratory complexes use the energy released by electron flow to thrust protons across the membrane. The membrane is otherwise impermeable to protons, so any backflow is restricted, and
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 Simplified representation of the respiratory chain, as in Figure 5, but now showing the nature of the intermediate—the proton. Electrons (e–) pass down the chain from complex I to complex IV, and the energy released at each step is coupled to the expulsion of a proton across the membrane. This leads to a difference in proton concentration across the membrane, which can be measured as a difference in acidity (pH, or acidity, is defined as the proton concentration) and as an electrical potential difference, as protons carry a single positive charge. The reservoir of protons acts as a reservoir of potential energy, just as a reservoir of water on top of a hill acts as a reservoir of potential energy that can be used to generate hydroelectric power. Likewise, the flow of protons down the concentration gradient can be used to power mechanical tasks, in this case ATP synthesis. The flow of protons through the ATPase is called the ‘proton-motive force’ and it turns the tiny molecular motor of the ATPase, to generate ATP from ADP and phosphate.

a reservoir develops. Protons carry a positive charge, which means that the proton gradient has both an electrical and a concentration component. The electrical component generates a potential difference across the membrane, while the concentration component generates a difference in pH, or acidity (acidity is defined as proton concentration) with the outside more acid than the inside. The combination of pH and potential difference across the membrane constitutes what Mitchell called the ‘proton-motive force.’ It is this force that drives the synthesis of ATP. Because ATP is synthesized by the ATPase, Mitchell predicted that the ATPase would need to be powered by the proton-motive force—a current of protons flowing down the proton gradient from the pent-up reservoir; what Mitchell liked to call proton electricity, or proticity.

Mitchell’s ideas were ignored, regarded with hostility, dismissed as mildly insane, or claimed as derivative. Racker later wrote: ‘Given the general attitude of the establishment, these formulations sounded like the pronouncements of a court jester or of a prophet of doom.’ The theory was couched in the strange, almost mystical, terminology of electrochemists, and made use of concepts that were unfamiliar to most enzymologists at the time. Only Racker and Bill Slater in Amsterdam (another protégé of Keilin) took it seriously at first, albeit with open-minded scepticism; and Slater soon lost his patience.

Mitchell, who was by turns brilliant, argumentative, irascible, and grand-
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iloquent, exacerbated the situation. He could infuriate his opponents. In an argument with Mitchell, Slater was seen hopping around on one foot in rage, illuminating the expression ‘hopping mad.’ These arguments took their toll on Mitchell too, who was forced to resign from Edinburgh University with stomach ulcers. In a two-year interim out of science, he restored the decaying eighteenth-century manor, Glynn House, near Bodmin in Cornwall, as a family home and private research institute. He returned to the research front in 1965, having girded up his loins for the battles to come. And come they did.

The raging disputes of the next two decades were dubbed the ‘ox phos’

wars (from oxidative phosphorylation, the mechanism of ATP production in respiration).

The explanatory power of proton power

Mitchell’s hypothesis neatly solved the nagging difficulties that dogged the older theories. It explained why a membrane was necessary, and why it had to be intact—a leaky membrane would allow a drizzle of protons back through, and so dissipate the proton-motive force as heat. A porous dam is no use to anyone.

It also explained how the mysterious uncoupling agents worked. Recall that

‘uncoupling’ refers to the loss of correspondence between glucose oxidation and ATP production, like a bike that loses its chain—the energy put into peddling is no longer connected to a useful function. Uncoupling agents all disconnect the energy input from the output, but otherwise seemed to have little else in common. Mitchell showed that they did have something in common—

they are weak acids, which dissolve in the lipids of the membrane. Because weak acids can either bind or release protons, according to the acidity of their surroundings, they can shuttle protons across the membrane. In alkaline or weakly acidic conditions they lose a proton and gain a negative charge. Drawn by the electric charge they cross to the positive, acidic side of the membrane.

Then, being a weak acid in strongly acidic conditions, they pick up a proton again. This neutralizes the electrical charge, so they become subject to the concentration gradient again. The weak acid traverses the membrane to the less acidic side, whereupon it loses the proton and once more becomes subject to the electrical tug. This kind of cycling can only happen if the uncoupling agent dissolves in the membrane regardless of whether it has bound a proton or not; and it was this subtle requirement that confounded earlier attempts at an explanation. (Some weak acids are soluble in lipids, but only when they have bound to a proton or vice versa; when they have released their proton they are no longer soluble in lipids, and so can’t cross back over the membrane; they therefore can’t uncouple respiration.)
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Even more fundamentally, the chemiosmotic hypothesis explained the voodoo ‘action at a distance’ that seemed to beg a high-energy intermediate, the elusive squiggle. Protons pumped across a membrane in one spot generate a force that acts equally anywhere on the surface of the membrane, just as the pressure of water behind a dam depends on the overall volume of water, not on the location of the pump. So protons are pumped over the membrane in one place, but can return through an ATPase anywhere else in the membrane with a force that depends on the overall proton pressure. In other words, there was no chemical
 intermediate, but the proton-motive force itself acted as an intermediate—the energy released by respiration was conserved as the reservoir of protons. This also explained how a non-integer number of electrons could generate ATP—although a fixed number of protons are pumped across the membrane for every electron transported, some of the protons leak back through the dam, whereas others are tapped off for other purposes: they are not used to power the ATPase (we’ll return to this in the next section).

Perhaps most importantly, the chemiosmotic theory made a number of explicit predictions, which could be tested. Over the following decade, Mitchell, working in the refurbished Glynn House with his life-long research colleague Jennifer Moyle, and others, proved that mitochondria do indeed generate a pH

gradient as well as an electrical charge (of about 150 millivolts) across the inner membrane. This voltage might not sound like a lot (it’s only about a tenth of that available from a torch battery) but we need to think of it in molecular terms. The membrane is barely 5 nm (10–9 m) thick, so the voltage experienced from one side to the other is in the order of 30 million volts per metre—a similar voltage to a bolt of lightning, and a thousand times the capacity of normal household wiring. Mitchell and Moyle went on to show that a sudden rise in oxygen levels elicited a transient rise in the number of protons pumped over the membrane; they showed that respiratory ‘uncouplers’ really did work by shuttling protons back across the membrane; and they showed that the proton-motive force did indeed power the ATPase. They also demonstrated that proton pumping is coupled to the passage of electrons down the respiratory chain, and slows or even stops if any raw materials (hydrogen atoms, oxygen, ADP, or phosphate) run short.

By then, Mitchell and Moyle were not the only experimentalists working on chemiosmotics. Racker himself helped to convince the field by showing that if the respiratory complexes were isolated and then added to artificial lipid vesicles, they could still produce a proton gradient. But perhaps the one experiment that did more than any other to convince researchers, or botanists at least, of the veracity of the theory was carried out by André Jagendorf and Ernest Uribe at Cornell University in 1966. Jagendorf’s initial reaction to the chemiosmotic hypothesis had been hostile. He wrote: ‘I had heard Peter
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Mitchell talk about chemiosmosis at a bioenergetics meeting in Sweden. His words went into one of my ears and out the other, leaving me feeling annoyed they had allowed such a ridiculous and incomprehensible speaker in.’ But his own experiments convinced him otherwise.

Working with chloroplast membranes, Jagendorf and Uribe suspended the membranes in acid, at pH 4, and gave the acid time to equilibrate across the membrane. Then they injected an alkali, at pH 8, into the preparation, creating a pH difference of 4 units across the membrane. They found that large amounts of ATP were created by this process, without the need for light or any other energy source: ATP synthesis was powered by the proton difference alone.

Notice that I’m talking about photosynthetic
 membranes here. A striking feature of Mitchell’s theory is that it reconciles quite distinct modes of energy production that seem to be unrelated, like photosynthesis and respiration—

both produce ATP via a proton-motive force across a membrane.

By the mid 1970s, most of the field had come round to Mitchell’s point of view—Mitchell even maintained a chart showing the dates when his rivals

‘converted’, to their fury—even though many molecular details still needed to be worked out, and remained controversial. Mitchell was sole recipient of the Nobel Prize for chemistry in 1978, another source of acrimony, although I believe his conceptual leap justified it. He had been through a personally traumatic decade, fighting poor health as well as a hostile bioenergetic establishment, but lived to see the conversion of his fiercest critics. In thanking them for their intellectual generosity in his Nobel lecture, Mitchell quoted the great physicist Max Planck—‘a new scientific idea does not triumph by convincing its opponents, but rather because its opponents eventually die.’ To have falsified this pessimistic dictum, said Mitchell, was a ‘singularly happy achievement.’

Since 1978, researchers have whittled away at the detailed mechanisms of electron transport, proton pumping, and ATP formation. The crowning glory was John Walker’s determination of the structure of the ATPase in atomic detail, for which he shared the Nobel Prize for chemistry in 1997 with Paul Boyer, who had suggested the basic mechanism many years earlier. (This was broadly similar in principle, but differed in detail, from the mechanism favoured by Mitchell.) The ATPase is a marvellous example of nature’s nano-technology: it works as a rotary motor, and as such is the smallest known machine, constructed from tiny moving protein parts. It has two main components, a drive shaft, which is plugged straight through the membrane from one side to the other, and a rotating head, which is attached to the drive shaft, resembling a mushroom head when seen down the electron microscope. The pressure of the proton reservoir on the outside of the membrane forces protons through the drive shaft to rotate the head; for each three protons that pass through the drive shaft, the head cranks around by 120, so three cranks com-
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plete a turn. There are three binding sites on the head, and these are where the ATP is assembled. Each time the head rotates, the tensions exerted force chemical bonds to form or break. The first site binds ADP; the next crank of the head attaches the phosphate onto the ADP to form ATP; and the third releases the ATP. In humans, a complete turn of the head requires 9 protons and releases 3 molecules of ATP. Just to complicate matters, in other species, the ATPase often requires different numbers of protons to rotate the head.

The ATPase is freely reversible. Under some circumstances it can go into reverse, whereupon it splits ATP, and uses the energy released to pump protons up
 the drive shaft, back across the membrane against the pressure of the reservoir. In fact the very name ATPase (rather than ATP synthase) signifies this action, which was discovered first. This bizarre trait hides a deep secret of life, and we’ll return to it in a moment.

The deeper meaning of respiration

In a broad sense, respiration generates energy using proton pumps. The energy released by redox reactions is used to pump protons across a membrane. The proton difference across the membrane corresponds to an electric charge of about 150 mV. This is the proton-motive force, which drives the ATPase motor to generate ATP, the universal energy currency of life.

Something very similar happens in photosynthesis. In this case, the sun’s energy is used to pump protons across the chloroplast membrane in an analogous fashion to respiration. Bacteria, too, function in the same way as mitochondria, by generating a proton-motive force across their outer cell membrane. For anyone who is not a microbiologist, there is no field of biology more confusing than the astonishing versatility with which bacteria generate energy. They seem to be able to glean energy from virtually anything, from methane, to sulphur, to concrete. This extraordinary diversity is related at a deeper level. In each case, the principle is exactly the same: the electrons pass down a redox chain to a terminal electron acceptor (which may be CO

–

2, NO3 ,

NO –

2–

–

2 , NO, SO4

, SO3 , O2, Fe2, and others). In each case the energy derived from the redox reactions is used to pump protons across a membrane.

Such a deep unity is noteworthy not just for its universality, but perhaps even more because it is such a peculiar and roundabout way of generating energy. As Leslie Orgel put it, ‘Few would have laid money on cells generating energy with proton pumps.’ Yet proton pumping is the secret of photosynthesis, and all forms of respiration. In all of them, the energy released by redox reactions is used to pump protons across a membrane, to generate a proton-motive force.

It seems that pumping protons across a membrane is as much a signature of life on earth as DNA. It is fundamental.
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In fact the proton-motive force has a much broader significance than just generating ATP, as Mitchell realized. It acts as a kind of force field, enveloping bacteria with an impalpable source of power. Proton power is involved in several fundamental aspects of life, most notably the active transport of molecules in and out of the cell across the external membrane. Bacteria have dozens of membrane transporters, many of which use the proton-motive force to pump nutrients into the cell, or waste products out. Instead of using ATP to power active transport, bacteria use protons: they hive off a little energy from the proton gradient to power active transport. For example, the sugar lactose is transported into the cell against a concentration gradient by coupling its transport to the proton gradient: the membrane pump binds one lactose molecule and one proton, so the energetic cost of importing lactose is met by the dissipation of the proton gradient, not by ATP. Similarly, to maintain low sodium levels inside the cell, the removal of one sodium ion is paid for by the import of one proton, again dissipating the proton gradient without consuming ATP.

Sometimes the proton gradient is dissipated for its own sake, to produce heat. In these circumstances, respiration is said to be uncoupled, for electron flow and proton pumping continue as normal, but without ATP production.

Instead, the protons pass back through pores in the membrane, thereby dissipating the energy bound up in the proton gradient as heat. This can be useful in itself, as a means of producing heat, as we shall see in Part 4, but it also helps to maintain electron flow during times of low demand, when ‘stagnant’ electrons are prone to escape from the respiratory chain to react with oxygen, producing destructive oxygen free radicals. Think of this like a hydroelectric dam on a river. At times of low demand there is a risk of flooding, which can be lowered by having an over-flow channel. Similarly, in the respiratory chain, a through-flow of electrons can be maintained by uncoupling electron flow from ATP

synthesis. Instead of flowing through the main hydroelectric dam gates (the ATPase), some protons are diverted through the overflow channels (the membrane pores). This through-flow helps to prevent any problems that may arise from having an overflowing reservoir of electrons, ready to form free radicals; and there are important health consequences, as we shall see in later chapters.

Besides active transport, the proton force can be put to other forms of work.

For example, bacterial locomotion also depends on the proton-motive force as shown by the American microbiologist Franklin Harold and his colleagues in the 1970s. Many bacteria move around by rotating a rigid corkscrew-like flagella attached to the cell surface. They can achieve speeds of up to several hundred cell-lengths per second by this process. The protein that rotates the flagellum is a tiny rotary motor, not dissimilar to the ATPase itself, which is powered by the proton current through a drive shaft.

In short, bacteria are basically proton-powered. Even though ATP is said to
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be the universal energy currency, it isn’t used for all aspects of the cell. Both bacterial homeostasis (the active transport of molecules in and out of the cell) and locomotion (flagellar propulsion) depend on proton power rather than ATP. Taken together, these vital uses of the proton gradient explain why the respiratory chain pumps more protons than are required for ATP synthesis alone, and why it is hard to specify the number of ATP molecules that are formed from the passage of one electron—the proton gradient is fundamental to many aspects of life besides ATP formation, all of which tap off a little.

The importance of the proton gradient also explains the odd propensity of the ATPase to go into reverse, pumping protons at the cost of burning up ATP.

On the face of it, such a reversal of the ATPase might seem to be a liability, because it swiftly drains the cell of its ATP reserves. This only begins to make sense when we appreciate that the proton gradient is more important than ATP. Bacteria need a fully charged proton-motive force to survive, just as much as a galactic cruiser in Star Wars needs its protective force field fully operational before attacking the Empire’s star fleet. The proton-motive force is usually charged up by respiration. However, if respiration fails, then bacteria generate ATP by fermentation. Now everything goes into reverse. The ATPase immediately breaks down the freshly made ATP and uses the energy released to pump protons across the membrane, maintaining the charge—which amounts to an emergency repair of the force field. All other ATP-dependent tasks, even those as essential as DNA replication and reproduction, must wait. In these circumstances, it might be said that the main purpose of fermentation is to maintain the proton-motive force. It is more important for a cell to maintain its proton charge than it is to have an ATP pool available for other critical tasks such as reproduction.

To me, all this hints at the deep antiquity of proton pumping. It is the first and foremost need of the bacterial cell, its life-support machine. It is a deeply unifying mechanism, common to all three domains of life, and central to all forms of respiration, to photosynthesis, and to other aspects of bacterial life, including homeostasis and locomotion. It is in short a fundamental property of life. And in line with this idea, there are good reasons to think that the origin of life itself was tied to the natural energy of proton gradients.
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The Origin of Life

How life began on Earth is one of the most exhilarating fields of science today—

a wild west of ideas, theories, speculations, and even data. It is too large a subject to embark on in detail here, so I will limit myself to a few observations on the importance of chemiosmotics. But for perspective let me paint a quick picture of the problem.

The evolution of life depends in very large measure on the power of natural selection—and this in turn depends on the inheritance of characteristics that can be subjected to natural selection. Today we inherit genes made of DNA; but DNA is a complicated molecule and can’t have just ‘popped’ into existence.

Moreover, DNA is chemically inert, as we noted in the Introduction. Recall that DNA does little more than code for proteins, and even this is achieved by way of a more active intermediary, RNA, which in various forms physically translates the DNA code into the sequence of amino acids in a protein. In general, proteins are the active ingredients that make life possible—they alone have the versatility of structure and function needed to fulfil the multifarious requirements of even the simplest forms of life. Individual proteins are honed to the requirements of their particular tasks by natural selection. First among these tasks, proteins are needed to replicate DNA and to form RNA from the DNA template, for without heredity natural selection is not possible; and for all their glories proteins are not repetitive enough in structure to form a good heritable code. The origin of the genetic code is therefore a chicken and egg problem.

Proteins need DNA to evolve, but DNA needs proteins to evolve. How did it all get started?

The answer agreed by most of the field today is that the intermediary, RNA, used to be central. RNA is simpler than DNA, and can even be put together in a test tube by chemists, so we can bring ourselves to believe that it may once have formed spontaneously on the early Earth or in space. Plenty of organic molecules, including some of the building blocks of RNA, have been found on comets. RNA can replicate itself in a similar manner to DNA, and so forms a replicating unit that natural selection can act upon. It can also code for proteins directly, as indeed it does today, and so provides a link between template and function. Unlike DNA, RNA is not chemically inert—it folds into complex
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shapes and is able to catalyse some chemical reactions in the same way as enzymes (RNA catalysts are called ribozymes). Thus, researchers into the origin of life point to a primordial ‘RNA world’, in which natural selection acts upon independently self-replicating RNA molecules, which slowly accrue complexity, until being displaced by the more robust and efficient combination of DNA and proteins. If this whistlestop tour whets your appetite for more, I can recommend Life Evolving
 by Christian de Duve as a good place to start.

Elegant as it is, there are two serious problems with the ‘RNA world’. First, ribozymes are not very versatile catalysts, and even allowing for the most rudimentary catalytic efficiency, there is a big question mark over whether they could have brought a complex world into existence. To me they are rather less suitable than minerals as the original catalysts. Metals and minerals are found at the heart of many enzymes today, including iron, sulphur, manganese, copper, magnesium, and zinc. In all these cases, the enzyme reaction is catalysed by the mineral (technically, the prosthetic group), not the protein, which improves the efficiency rather than the nature of the reaction.

Second, more importantly, there is an accounting problem with energy and thermodynamics. The replication of RNA is work, and therefore requires an input of energy. The requirement for energy is constant, because RNA is not very stable, and is easily broken down. Where did this energy come from? There were plenty of sources of energy on the early earth, mooted by astrobiologists—

the impact of meteorites, electrical storms, the intense heat of volcanic erup-tions, or underwater hydrothermal vents, to name but a few. But how these diverse forms of energy were converted into something that life could use is rarely described—none of them is used directly, even today. Probably the most sensible suggestion, which has been in and out of favour over several decades, is the fermentation of a ‘primordial soup’, cooked up by a combination of all the various forms of energy.

The idea of a primordial soup gained experimental support in the 1950s, when Stanley Miller and Harold Urey passed electric sparks, to simulate lightning, through a mixture of gases believed to represent the earth’s early atmosphere—hydrogen, methane, and ammonia. They succeeded in producing a rich mixture of organic molecules, including some precursors of life, such as amino acids. Their ideas fell out of favour because there is no evidence that the earth’s atmosphere ever contained these gases in sufficient quantities; and organic molecules are far harder to form in the more oxidizing atmosphere now thought to have existed. But the existence of plentiful organic material on comets has brought us round full circle. Many astrobiologists, keen to link life with space, argue that the primordial soup could have been cooked up in outer space. The earth then received generous helpings in the huge asteroid bombardment that pockmarked the moon and earth for half a billion years from 4.5

96 Proton Power and the Origin of Life

to 4 billion years ago. If the soup really did exist, then perhaps life could have started out by fermenting a soup after all.

But there are several problems with fermentation as the original source of energy. First, as we have seen, fermentation stands apart from both respiration and photosynthesis, in that it does not pump protons across a membrane. This leads to a discontinuity and a problem with time. If all the fermentable organic compounds came from outer space, then the nutrient supply should have begun to run out after the great asteroid bombardment drew to a close 4 billion years ago. Life would dribble away to extinction unless it could invent photosynthesis, or some other way of producing organic molecules from the elements, before the fermentable substrates ran out. And this is where we run into a problem with time. Traces of fossil evidence suggest that life on Earth began at least 3.85 billion years ago, and that photosynthesis evolved some time between 3.5 billion and 2.7 billion years ago (although this evidence has been questioned lately). Given the discontinuity between fermentation and photosynthesis—not a single intermediary step brings us any loser to the evolution of photosynthesis—then the gap of at least several hundred million years, and perhaps a billion years, looks very awkward. With no other source of energy, could the organic molecules delivered by asteroids really nourish life for that long? It doesn’t sound very likely to me, especially given the tendency of ultraviolet radiation to break down complex organic molecules in the days before the ozone layer.

Second, the perception of fermentation as simple and primitive is wrong. It reflects our prejudice that microbes are biochemically simple, which is untrue, and dates back to the ideas of Louis Pasteur, who described fermentation as

‘life without oxygen’, implying simplicity. But Pasteur, as we have seen, admitted to being ‘completely in the dark’ about the function of fermentation, so he could hardly conclude that it was simple. Fermentation requires at least a dozen enzymes, and, as the first and so only means of providing energy, can be seen as irreducibly complex. I use this term deliberately, for it has been presented by some biochemists to argue that the evolution of life required the guiding hand of a Creator—that life is only possible following ‘intelligent design’. I disagree with this position, as any evolutionary biologist would, but the objection nonetheless must be tackled, and can present problems in some cases. In the case of fermentation, it is genuinely hard to see how all these interlinked enzymes could have evolved as a functional unit in an RNA world that was not supplied by any other form of energy. But notice that I am specify-ing, ‘a world not supplied by any other form of energy’. What we need is a means of generating energy that is ‘reducibly complex’. So the problem we must wrestle with is not how fermentation could have evolved without any other source of energy, but where the energy necessary for its evolution came
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from. If photosynthesis evolved later, and fermentation is too complex to evolve without an energy supply, we are still left with respiration as a further possibility. Could respiration have evolved on the early earth? The usual objection is that there was very little oxygen available on the primordial earth (see my book, Oxygen: The Molecule that Made the World
 for a discussion of this), but this is not an obstacle. Other forms of respiration use sulphate or nitrate, or even iron, instead of oxygen—and all of them pump protons across a membrane. They are therefore far closer in their basic mechanism to photosynthesis and hint at possible intermediary steps. Notice that this places the evolution of respiration before photosynthesis, as Otto Warburg suggested in 1931. So we are faced with the question: is respiration, too, ‘irreducibly complex’? I shall argue that it is not—on the contrary, it is almost an inevitable outcome of the conditions on the primordial earth—but before we think about this we need to consider a final, fatal, objection to fermentation as primitive.

This third objection relates to the properties of LUCA, the Last Universal Common Ancestor of all known life on Earth. Some very interesting data suggest that classical fermentation did not exist in LUCA; and if fermentation did not exist in LUCA, then presumably it did not exist in the earlier forms of life, dating back to the very origin of life, either. These data come from Bill Martin, whom we met in Part 1. There we considered the three domains of life—the archaea, the bacteria, and the eukaryotes. We saw that the eukaryotes were almost certainly formed by the union of an archaeon and a bacterium. If so, then the eukaryotes must have evolved relatively recently, and LUCA must have been the last ancestor common to the bacteria and the archaea. Martin employs this logic in considering the origin of fermentation. Up to a point, we can assume that any basic properties shared by bacteria and archaea, such as the universal genetic code, were inherited from this common ancestor, whereas any major differences presumably evolved later. For example, photosynthesis (to generate oxygen) is found only in the cyanobacteria, the green algae and the plants. Both the plants and algae are impostors—they rely on their chloroplasts for photosynthesis, and these are derived from cyanobacteria. Thus we can say that photosynthesis evolved in the cyanobacteria.

Crucially, it is not found in any archaea at all, or in any other group of bacteria besides the cyanobacteria, so we can infer that photosynthesis evolved in the cyanobacteria alone, and that this happened after
 the split between the bacteria and archaea.

Returning to fermentation, let’s apply the same argument. If fermentation were the first means of generating energy, then we should find a similar pathway in both the archaea and bacteria, just as we find the universal genetic code in both—both inherited it from their common ancestor. Conversely, if fermentation only evolved later, like photosynthesis, then we would not expect to find
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fermentation in both the archaea and the bacteria, but only in some groups. So what do we find? The answer is interesting, for both the archaea and bacteria do
 ferment, but do so by using different enzymes to catalyse the steps. Several of them are completely unrelated. Presumably, if the archaea and bacteria do not share the same enzymes for fermentation, then the classical fermentation pathway must have evolved later on, independently, in the two domains. This means that LUCA could not ferment, at least as we know it today. And if she could not ferment, then she must have got her energy from somewhere else. We are forced to draw the same conclusion for a third time—fermentation was not the primordial source of energy on Earth. Life must have started another way, and the idea of a primordial soup is wrong, or at best irrelevant.

The first cell

If proton pumping across a membrane is fundamental to life, as I have argued, then on the same basis it should be present in both bacteria and archaea. It is. Both have respiratory chains with similar components. Both use the respiratory chain to pump protons across a membrane, generating a proton-motive force. Both share an ATPase that is basically similar in its structure and function.

Although respiration is far more complex than fermentation today, when pared down to its essentials it is actually far simpler: respiration requires electron transport (basically just a redox reaction), a membrane, a proton pump, and an ATPase, whereas fermentation requires at least a dozen enzymes working in sequence. The main problem with respiration evolving early in the history of life is the need for a membrane, as Mitchell himself appreciated (he discussed it in a presentation in Moscow in 1956). Modern cell membranes are complex, and it’s hard to imagine them evolving in an RNA world. Of course, simpler alternatives exist. The problem with them is that they are largely impermeable to anything. An impermeable membrane obstructs exchange with the outside world, which in turn prevents metabolism, and so life itself. Given that a membrane does seem to have figured in LUCA’s respiration, can we infer from the modern archaea and bacteria what kind of membrane it might have been?

The answer betrays an extraordinary evolutionary divide with the most profound implications, which were elucidated by Bill Martin and Mike Russell (from the University of Glasgow) at the Royal Society of London in 2002. The membranes of bacteria and archaea are both composed of lipids, but beyond that they have very little in common. The membrane lipids of bacteria are made up of hydrophobic (oily) fatty acids bound to a hydrophilic (water-loving) head, by way of a chemical bond known as an ester
 bond. In contrast, the membrane
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lipids of archaea are built up from branching 5-carbon units called isoprenes, joined together as a polymer. The isoprene units form numerous cross-links, giving the archaeal membrane a rigidity not found in bacteria. Furthermore, the isoprene chains are bound to the hydrophilic head by a different type of chemical bond, known as an ether
 bond. The hydrophilic heads of both bacteria and archaea are made of glycerol phosphate—but each uses a different mirror-image form. These are no more interchangeable than the left and right hands of a pair of gloves. Lest such differences may seem modest, bear in mind that all the components of the lipid membranes are made by the cell using specific enzymes via complex biochemical pathways. As the components are different, the enzymes needed to make them are also different, and so too are the genes that code for the enzymes.

The differences in both the construction and the final composition of bacterial and archaeal membranes are so fundamental that Martin and Russell came to the conclusion that LUCA (the last universal common ancestor) could not have had a lipid membrane. Her descendents must surely have evolved lipid membranes independently later on. But if she practiced chemiosmotics, as we have seen she almost certainly did, then LUCA must equally surely have had some sort of membrane across which she could pump protons. If this membrane was not made of lipids, what else could it be made of? Martin and Russell gave a radical answer: LUCA they say, might have had an inorganic membrane, a thin, bubbly layer of iron-sulphur minerals, enclosing a microscopic cell, filled with organic molecules.

According to Martin and Russell, iron-sulphur minerals catalysed the first organic reactions, to produce sugars, amino acids and nucleotides, and eventually perhaps the ‘RNA world’ discussed earlier, in which natural selection could take over. Their Royal Society paper gives a detailed insight into the kind of reactions that might have taken place; we will confine ourselves to the energetic implications, profound enough in themselves.

Full metal jacket

The idea that iron-sulphur minerals, such as iron pyrites (fool’s gold), may have played a role in the origin of life dates back to the discovery of ‘black smokers’, three kilometres under the ocean, in the late 1970s. The black smokers are hydrothermal vents—large, tottering black towers, superheated at the high pressures of the sea floor, billowing ‘black smoke’ into the surrounding ocean. The

‘smoke’ is composed of volcanic gases and minerals, including iron and hydrogen sulphide, which precipitate out in the surrounding waters as iron-sulphur minerals. The greatest surprise was that the smokers are full of life, despite the high temperatures and pressures, and the absolute darkness. An entire eco-
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logical community thrives there, gaining its energy directly from the hydrothermal vents, apparently independent of the sun.1

Iron-sulphur minerals have an ability to catalyse organic reactions—as indeed they still do today in the prosthetic groups of many enzymes, such as iron-sulphur proteins. The possibility that iron-sulphur minerals might have been the midwife of life itself, catalysing the reduction of carbon dioxide to form a plethora of organic molecules in the hellish black smokers was developed by the German chemist and patent attorney Gunter Wächtershäuser, in a brilliant series of papers in the late 1980s and 1990s. One researcher exclaimed that reading them felt like a stumbling across a scientific paper that had fallen through a time warp from the end of the twenty-first century.

Wächtershäuser conceived of these first organic reactions taking place on the surface of iron-sulphur minerals. His ideas seemed to be supported by genetic trees, which suggested that the hyperthermophiles (microbes that thrive at high pressure and searing temperatures) are among the most ancient groups in both bacteria and archaea. However, this genetic evidence has been questioned recently (see de Duve, for example) and Wächtershäuser’s postulated reactions have been criticized on thermodynamic grounds. Perhaps most importantly, the black smoker story also suffers from a dilution problem. Once the precursors have reacted on the two-dimensional surface of a crystal, they dissociate and are free to diffuse away into the widest reaches of ocean. There is nothing to contain them unless they remain attached; and it is hard to envisage the fluid cycles of biochemistry evolving in a fixed position on the surface of a mineral.

Mike Russell put forward an alternative set of ideas in the late 1980s, and has been refining them ever since, most recently in collaboration with Bill Martin. Russell is less interested in the large, menacing black smokers than in more modest volcanic seepage sites. One such site is the 350 million-year-old iron pyrites deposits at Tynagh in Ireland. The minerals form huge numbers of tubular structures, about the size of pen lids, as well as bubbly deposits, which Russell postulates may have been similar to the hatchery of life itself.

Such bubbles were probably formed, he says, by the mixing of two chemically different fluids: hot, reduced, alkaline waters that seeped up from deep in 1 No microbes are truly independent of the sun’s energy. All life on earth, even the microbes in the deep hot biosphere, gains its energy from redox reactions. These are only made possible because the oceans and air are out of chemical equilibrium with the earth itself—an imbalance that depends on the oxidizing power of the sun. The microbes of the deep hot biosphere make use of redox reactions that would not be possible were it not for the relative oxidation of the oceans, ultimately attributable to the sun. One reason that their metabolism and turnover is so slow—a single cell may take a million years to reproduce—is that they are dependent on the desperately slow trickle-down of oxidized minerals from further up.
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8
 Primordial cells with iron-sulphur membranes.

(a) Electron micrograph of a thin section of iron-sulphur mineral (pyrites) from Tynagh, Ireland, 360 million years old. (b) Electron micrograph of structures formed in a laboratory by injecting sodium sulphide (NaS) solution, representing hydrothermal fluid, into iron chloride (FeCl ) solution, representing the iron-rich early oceans.
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the crust, and the more oxidized and acidic ocean waters above, containing carbon dioxide and iron salts. Iron-sulphur minerals such as mackinawite (FeS) would have precipitated into microscopic bubbly membranes at the mixing zone.

This is not just speculation. Russell and his long-term collaborator, Alan Hall, have simulated it in the laboratory. By injecting sodium sulphide solution (representing the hydrothermal fluid oozing up from the bowels of the earth) into iron chloride solution (representing the early oceans) Russell and Hall produced a host of tiny, microscopic bubbles, bounded by iron-sulphide membranes (Figure 8). These bubbles have two remarkable traits, which make me believe that Russell and Hall are thinking along the right lines. First, the cells are naturally chemiosmotic, with the outside more acidic than the inside. This situation is similar to the Jagendorf-Uribe experiment, in which a pH difference across the membranes was enough to generate ATP. Because Russell’s cells come with a natural pH gradient, all that the cells need to do to generate ATP is to plug an ATPase through the membrane, surely orders of magnitude easier to evolve than an entire functional fermentation pathway! If the first step on the way to the origin of life required little more than an ATPase, then Racker’s prescient description of the ATPase as the ‘elementary particle of life’ may have had more substance than even he could have known.

Second, the iron-sulphur crystals in the bubbly membranes conduct electrons (as indeed do the iron-sulphur proteins that still exist in mitochondrial membranes today). The reduced fluids that well up from the mantle are rich in electrons, whereas the relatively oxidized oceans are poor in electrons, setting up a potential difference across the membrane of several hundred millivolts—

quite similar to the voltage across bacterial membranes today. This voltage stimulates the flow of electrons from one compartment to the other through the membrane. What’s more, the flow of negatively charged electrons draws positively charged protons from inside, giving rise to a rudimentary proton pumping mechanism.

Not only do the iron-sulphur cells provide a continuous supply of energy, but they also act as miniature electrochemical reactors, catalysing fundamental biochemical reactions, and concentrating the reaction products. The basic building blocks of life, including RNA, ADP, simple amino acids, small peptides, and so on, could all have been formed by virtue of the catalytic properties of the iron-sulphur minerals, and perhaps sedimental clays, in the reactions described by Gunter Wächtershäuser, but with two great advantages—they are concentrated by the membranes (preventing them from diffusing away into the oceans), and they are powered by a natural source of energy, the proton gradient.
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Life itself

Does all this sound improbable? In the previous chapter, I suggested that the origin of life was not as improbable as the evolution of the eukaryotes. Think about what is happening here. Such conditions could not have been rare on the early earth. Volcanic activity has been estimated to be fifteenfold greater than today. The crust was thinner, the oceans shallower, and the tectonic plates were only just forming. Volcanic seepage sites must have existed across much of the surface of the earth, to say nothing of more violent volcanic activity. The formation of many millions of tiny cells, bounded by iron-sulphur membranes, requires no more than a difference in redox state and acidity between the oceans and the volcanic fluids emanating from deep in the crust—a difference that certainly existed.

The early earth, as envisaged by Russell, is a giant electrochemical cell, which depends on the power of the sun to oxidize the oceans. UV rays split water and oxidize iron. Hydrogen, released from water, is so light that it is not retained by gravity, and evaporates off into space. The ocean becomes gradually oxidized, relative to the more reduced conditions in the mantle. According to the basic rules of chemistry, the mixing zone inevitably forms natural cells, replete with their own chemiosmotic and redox gradients. Mixing would have been assisted by the high tidal range, drawn the tug of the newly formed moon, which was closer to the earth then than today. We can be almost certain that such cells would really have formed, perhaps on a massive scale. And of course we can see their remains in the geology of places like Tynagh. There is a long way to go from here to make even a bacterium, but these conditions are a good first step.

Not only would the requisite conditions have been probable, but they would have been stable and continuous. They depend only on the power of the sun, without requiring problematic inventions like photosynthesis or fermentation.

The sun is only needed to oxidize the oceans, as we know it must. Of all the forms of energy mooted by astrobiologists—meteorite impacts, volcanic heat, lightning—the power of the sun has often been curiously overlooked by scientists, if not by prehistoric mythologies. As the distinguished microbiologist Franklin Harold put it in his classic text, The Vital Force
 (the title of which I honour in the title of this Part): ‘One cannot help but suspect that the great stream of energy that passes across the earth plays a larger role in biology than our current philosophy knows: that perhaps the flood of power not only permitted life to evolve, but called it into being.’

For hundreds of millions of years, the sun provided the constant source of energy needed to pay the debt to the second law of thermodynamics. It created chemical disequilibria, and promoted the formation of naturally chemiosmotic cells. The primordial conditions are still faithfully replicated in the fundamental properties of all cells today. Both organic and inorganic cells are bounded
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by a membrane, which physically contains the cell’s organic constituents, preventing them from diffusing away into the oceans. In both organic and inorganic cells, biochemical reactions are catalysed by minerals (today embedded as the prosthetic groups of enzymes). In both cases, the membrane is the barrier as well as carrier of energy. In both cases, energy is captured by a chemiosmotic gradient, with a positive charge and acidic conditions on the outside, and relatively negative, alkaline conditions on the inside. In both cases, redox reactions, electron transport and proton pumping regenerate the gradient. When the bacteria and archaea finally emerged from their nursery, to venture into the open oceans, they took with them an unmistakable seal of their origin. They parade it still today.

But this imprint, echoing the origin of life itself, was also life’s primary limitation. Why, we may ask, did bacteria never evolve beyond bacteria? Why did four billion years of bacterial evolution never succeed in producing a truly multicellular, intelligent bacterium? More specifically, why did the evolution of the eukaryotes require a union between an archaeon and a bacterium, rather than just the gradual accrual of complexity by a favoured line of bacteria or archaea?

In Part 3, we’ll see that the answer to this long-standing riddle, and an explanation for the marvellous flowering of the eukaryotic line into plants and animals, lies in the fundamental nature of energy production by chemiosmotics across a bounding membrane.
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Here is a list of words to make an evolutionary biologist spill their beer: purpose, teleology, ramp of ascending complexity, non-Darwinian. All these terms are associated with a religious view of evolution—the sense that life was ‘programmed’ to evolve, to become more complex, to give rise to humanity on a smooth curve from the lowest animals to the angels, each approaching closer to God—the great ‘chain of being’.

Such a view is popular not just with religious theorists, but nowadays with astrobiologists too. The idea that the laws of physics virtually summon life forth in the universe that we see around us is a comforting one, and evokes the idea that even human sentience may be an inevitable outcome of the workings of physics. I disagreed in Part 1, and we will consider the theme further in Part 3 by looking at the origin of biological complexity.

In Part 1, we observed that all complex multicellular organisms on earth are composed of eukaryotic cells; in contrast, bacteria have remained resolutely bacterial for the best part of four billion years. There is a chasm between bacterial and eukaryotic cells, and life elsewhere in the universe might well get stuck in the bacterial rut. We have seen that the eukaryotic cell was first formed in an unusual union between a bacterium and an archaeon. The question we’ll look into now is the ‘seeding’ of complexity in eukaryotes: what exactly is it about the eukaryotic cell that seems to encourage the evolution of complexity?

However misleading the impression may be, surveying the grand canvas of evolution after
 the appearance of the eukaryotic cell does
 engender a sense of purpose. The idea of a great chain of being, striving to approach closer to God, is not accidental, even if it is wrong. In Part 3, we’ll see that the seeds of complexity were sown by mitochondria, for once mitochondria existed, life was almost bound to become more complex. The drive towards greater complexity came from within, not from on high.

In his celebrated book Chance and Necessity
 , the committed atheist and Nobel Prize-winning molecular biologist Jacques Monod tackled the theme of purpose. Plainly, he said, it is pointless to discuss the heart without mentioning that it is a pump, whose function is to pump blood around the body. But that is to ascribe purpose. Worse, if we were to say that the heart evolved to
 pump blood, we would be committing the ultimate sin of teleology—the assignment of a forward-looking purpose, a predetermined end-point to an evolutionary trajectory. But the heart could hardly have evolved ‘for’ anything else; if it didn’t evolve to
 pump blood, then it is truly a miracle that it happened to become so
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fine a pump. Monod’s point was that biology is full of purpose and apparent trajectories, and it is perverse to pretend they don’t exist; rather, we must explain them. The question we must answer is this: how does the operation of blind chance, a random mechanism without foresight, bring about the exquisitely refined and purposeful biological machines that we see all around us?

Darwin’s answer, of course, was natural selection. Blind chance serves only to generate random variation within a population. Selection is not blind, or at least not random: it selects for the overall fitness of an organism in its particular environment—the survival of the fittest. The survivors pass on their successful genetic constitution to their offspring. Thus any changes that improve the function of the heart at pumping blood will be passed on, while any that undermine it will be eliminated by selection. In each generation (in the wild) only a few per cent might survive to reproduce, and they will tend to be the luckiest or best adapted. Over many generations luck no doubt balances out, so natural selection tends to select the best adapted of the best adapted, inevitably refining function until other selective pressures balance out the tendency to change.

Natural selection therefore works as a ratchet, which turns the operation of random variation into a trajectory. In retrospect this may well look
 like a ramp of ascending complexity.

Ultimately, biological fitness is written in the sequence of the genes, for they alone are passed on to the next generation (well, almost alone: mitochondria are, too). Over evolutionary time, alterations in the genetic sequence, subjected to round after round of natural selection, build tiny refinement upon tiny refinement, until finally erecting the dizzying cathedral of biological complexity. Although Darwin knew nothing of genes, the genetic code at once suggests a mechanism for producing random variation in a population: mutations in the sequence of ‘letters’ in DNA can change the sequence of amino acids in proteins, which might have a positive, or a negative, or a neutral, effect on their function. Copying errors alone generate such variation. Each generation produces perhaps several hundred small changes in the DNA sequence (out of several billion letters), which may or may not affect fitness. Such small changes undoubtedly occur, and generate some of the raw material for the slow evolutionary change anticipated by Darwin. The gradual divergence in the sequence of genes of different species, over hundreds of millions of years, shows this process in action.

But small mutations are not the only way to bring about change in the genome (the complete library of genes in one organism), and the more we learn about genomics (the study of genomes), the less important small mutations seem to be. At the least, greater complexity demands more genes—the small bacterial genome could hardly code for a whole human being, still less the
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myriad genetic differences between individuals. Surveying species, there is a general correlation between the degree of complexity and the number of genes, if not the total DNA content. So where do all these extra genes come from? The answer is duplications of existing genes, or whole genomes, or from the union of two or more different genomes, or from the spread of repetitive DNA sequences—apparently ‘selfish’ replicators, which copy themselves throughout the genome, but may later be co-opted to serve some useful function (useful, that is, to the organism as a whole).

None of these processes is strictly Darwinian, in the sense of gradual, small refinements to an existing genome. Rather, they are large-scale, dramatic changes in the total DNA content—giant leaps across genetic space, transforming existing gene sequences at a single stroke—even if they generate the raw material for new genes, rather than the new genes themselves. Excepting these leaps across genetic space, the process is otherwise Darwinian. Changes to the genome are brought about in an essentially random manner, and then subjected to rounds of natural selection. Small changes hone the sequence of new genes to new tasks. So long as the big jumps in DNA content do not generate an unworkable monster, they can be tolerated. If there is no benefit in having twice as much DNA, then we can be sure that natural selection will jettison it again—but if complex organisms need a lot of genes, then the elimination of superfluous DNA surely puts a ceiling on the maximum possible complexity, for it eliminates the raw material needed to form new genes.

This brings us back to the ramp of complexity. We have seen that there is a big discontinuity between bacteria and eukaryotes. It is remarkable that bacteria are still
 bacteria: while enormously varied and sophisticated in biochemical terms, they have resolutely failed to generate real morphological
 complexity in four billion years of evolution. In their size, shape, and appearance, they can hardly be said to have evolved in any direction at all. In contrast, in half the time open to bacteria, the eukaryotes unquestionably ascended a ramp of complexity—they developed elaborate internal membrane systems, specialized organelles, complex cell cycles (rather than simple cell division), sex, huge genomes, phagocytosis, predatory behaviour, multicellularity, differentiation, large size, and finally spectacular feats of mechanical engineering: flight, sight, hearing, echolocation, brains, sentience. Insofar as this progression happened over time, it can reasonably be plotted out as a ramp of ascending complexity. So we are faced with bacteria, which have nearly unlimited biochemical diversity but no drive towards complexity, and eukaryotes, which have little biochemical diversity, but a marvellous flowering in the realm of bodily design.

When confronted with the divide between bacteria and eukaryotes, the Darwinian might reply: ‘Ah, but the bacteria did
 generate complexity—they
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gave rise to the more complex eukaryotes, which in turn gave rise to many organisms of inordinately greater complexity.’ This is true, but only in a sense, and here is the rub. The mitochondria, I shall argue, could only
 be derived by endosymbiosis—a union of two genomes in the same cell, or a giant leap across genetic space—and without mitochondria, the complex eukaryotic cell simply could not
 evolve. This viewpoint stems from the idea that the eukaryotic cell itself was forged in the merger that gave rise to mitochondria, and that the possession of mitochondria is, or was in the past, a sine qua non
 of the eukaryotic condition. This picture differs from the mainstream view of the eukaryotic cell, so let’s remind ourselves quickly why it matters.

In Part 1, we examined the origin of the eukaryotic cell, as surmised by Tom Cavalier-Smith, which best represents the mainstream view. To recapitulate, a prokaryotic cell (without a nucleus) lost its cell wall, perhaps through the action of an antibiotic produced by other bacteria, but survived the loss, as it already had an internal protein skeleton (cytoskeleton). The loss of the cell wall had profound consequences for the cell in terms of its lifestyle and manner of reproduction. It developed a nucleus and a complicated life cycle. Using its cytoskeleton to move around and change shape like an amoeba, it developed a new, predatory lifestyle, engulfing large particles of food such as whole bacteria by phagocytosis. In short, the first eukaryotic cell evolved its nucleus and its eukaryotic lifestyle by standard Darwinian evolution. At a relatively late stage, one such eukaryotic cell happened to engulf a purple bacterium, perhaps a parasite like Rickettsia
 . The internalized bacteria survived and eventually transmuted, by standard Darwinian evolution, into mitochondria.

Notice two things about this line of reasoning: first, it exhibits what we might call a Darwinian bias, in that it limits the importance attributed to the union of two dissimilar genomes, a basically non-Darwinian mode of evolution; and second, it limits the importance of mitochondria in this process. Mitochondria are incorporated into a fully functional eukaryotic cell, and are readily lost again in many primitive lines such as Giardia
 . Mitochondria, in this view, are an efficient means of generating energy, but no more nor less than that. The new cell simply had a Porsche engine fitted, in place of its old-fashioned milk-cart motor. I think this view gives little real insight into why all complex cells possess mitochondria, or conversely, why mitochondria are needed
 for the evolution of complexity.

Now consider the hydrogen hypothesis of Bill Martin and Miklos Müller, which we also discussed in Part 1. According to this radical hypothesis, a mutual chemical dependency between two very different prokaryotic cells led to a close relationship between the two. Eventually one cell physically engulfed the other, combining two genomes within a single cell: a giant leap across genetic space to create a ‘hopeful monster’. This genetic leap, in turn, set up a series of

Insider Deal 111

Darwinian selection pressures on the new entity, leading to a transfer of genes from the guest to the host. The critical point of the hydrogen hypothesis is that there never was
 a primitive eukaryote, one that supposedly possessed a nucleus and had a predatory lifestyle, but did not have any mitochondria. Rather, the first eukaryote was born of the union between two prokaryotes, a fundamentally non-Darwinian process—there was no halfway house.

Just look at Figure 9, a tree of life drawn in 1905 by the Russian biologist Konstantine Merezhkovskii, to see what an uncomfortable reversal of the standard branching tree of life this creates. There has been plenty of controversy over trees of life in the past, notably from Stephen Jay Gould, who claimed that the Cambrian explosion inverted the usual tree. The Cambrian explosion refers to the great, and geologically sudden, proliferation of life around 560 million years ago. Later on, most of the major branches were ruthlessly pollarded, as whole phyla fell extinct. Daniel Dennett, in Darwin’s Dangerous Idea
 , lambasts Gould’s apparently radical evolutionary trees for being the same as any other evolutionary tree, except with distorted axes—a low-lying scrub bush, throwing up a few scraggly shoots, rather than a lofty tree of life. But there is no danger of this in Merezhkovskii’s case. His evolutionary tree is a genuinely upside down variety. Here, the branches fuse, rather than bifurcate, to generate a new domain of life.

I’m not trying to cry revolution. There is nothing exceptional about these arguments, and symbiosis is part of the standard evolutionary canon, even if it is played down as a mechanism of generating novelty. For example, the late, great John Maynard Smith and Eörs Szathmáry, in their stimulating book TheOrigins of Life
 , argue that biological symbiosis is analogous to a motorbike, which is a symbiosis between a bicycle and the internal combustion engine.

Even if we view this symbiosis as an advance, they say, with rather crusty humour, someone still had to invent the bicycle and the internal combustion engine first. Likewise in life, natural selection must invent the parts first, and symbiosis just makes creative use of the available parts. Thus symbiosis is best explained in Darwinian terms.

All this is true, but it obscures the fact that some of the most profound evolutionary novelties are made possible only
 by symbiosis. Presumably, if we follow Maynard Smith and Szathmáry, if a bicycle and an internal combustion engine can evolve independently by natural selection, then so too, in principle, could the motorcycle. No doubt it’s faster to evolve a motorcycle by shuffling existing components, but there is no fundamental reason why it should not have evolved anyway, given enough time, in the absence of symbiosis. In the case of the eukaryotic cell, I disagree. Left to themselves, I will argue, bacteria could not evolve into eukaryotes by natural selection alone: symbiosis was needed
 to bridge the gulf between bacteria and eukaryotes, and in particular a mitochon-
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9
 Merezhkovskii’s inverted tree of life, showing fusion of branches. The standard

‘Darwinian’ tree of life is strictly bifurcating: branches branch but do not fuse. The origin of the eukaryotic cell was endosymbiotic. On the tree of life, this is represented as bifurcation backwards: branches fuse together, inverting part of the tree of life.
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drial merger was necessary
 to sow the seeds of complexity. Without mitochondria, complex life is simply not possible, and without symbiosis, mitochondria are not possible—without the mitochondrial merger we would be left with bacteria and nothing but. Regardless of whether we consider symbiosis Darwinian or not, an understanding of why symbiotic mitochondria are necessary is paramount to an understanding of our own past, and our place in the universe.1

In Part 3, we will see why there is such a yawning chasm between the prokaryotes and the eukaryotes, and why this deep divide can only be bridged by symbiosis—it is next to impossible, given the mechanism of chemiosmotic energy production (discussed in Part 2) for eukaryotes to evolve by natural selection from prokaryotes. This is why bacteria are still bacteria, and why it is unlikely that life as we know it, based on cells, carbon chemistry, and chemiosmosis, will progress beyond the bacterial level of complexity anywhere else in the universe.

In Part 3, we’ll see why mitochondria seeded complexity in the eukaryotes, placing them at the beginning of the ramp of ascending complexity; and in Part 4, we’ll see why mitochondria impelled the eukaryotes onwards up the ramp.

1 In his excellent book Mendel’s Demon
 , Mark Ridley muses about the need for a merger in the evolution of the eukaryotic cell: was it a fluke, along with the retention of a contingent of mitochondrial genes? Could the eukaryotes have evolved without such a merger? Ridley argues that both the merger and the retention of genes were probably flukes. I disagree, but for an alternative view I can strongly recommend his book.
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Why Bacteria are Simple

The great French molecular biologist François Jacob once remarked that the dream of every cell is to become two cells. In our own bodies, this dream is held very carefully in check; otherwise the result would be cancer. But Jacob was trained as a microbiologist, and for bacteria, one cell becoming two is more than a dream. Bacteria replicate at colossal speed. When well fed, E. coli
 bacteria divide once every 20 minutes, or 72 times a day. A single E. coli
 bacterium weighs about a trillionth of a gram (10–12 g). Seventy-two cell divisions in a day corresponds to an amplification of 272 ( 1072 log2 1021.6), which is an increase in weight from 10–12 grams to 4000 metric tons. In two days, the mass of exponentially doubling E. coli
 would be 2664 times larger than the mass of the Earth (which weighs 5.977 1021 metric tons)!

Luckily this does not happen, and the reason is that bacteria are normally half starved. They swiftly consume all available food, whereupon their growth is limited once again by the lack of nutrients. Most bacteria spend most of their lives in stasis, waiting for a meal. Nonetheless, the speed at which bacteria do mobilize themselves to replicate upon feeding illustrates the overwhelming strength of the selection pressures at work. Amazingly, E. coli
 cells divide in two faster than they can actually replicate their own DNA, which takes about 40

minutes (or twice the time required for cell division). They can do this because they begin a new round of DNA replication well before the previous round is finished. During rapid cell division, several copies of the full bacterial genome are produced simultaneously in any one cell.

Bacteria are gripped by the naked tyranny of natural selection. Speed is paramount, and herein lies the secret to why bacteria are still bacteria. Imagine a population of bacteria whose growth is restricted by nutrient availability.

Feed it. The bacterial cells proliferate. The cells that replicate fastest swiftly dominate the population, whilst those that replicate more slowly are displaced. When the nutrient supply runs out, we are left with a new population held in limbo, at least until the next meal comes along. As long as the fastest replicators are robust, and so able to survive in the wild, the new population mix inevitably comprises mostly the fastest replicators. This is as plain as the fact that the Chinese will come to dominate the world’s population unless
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their stringent birth-control laws succeed in limiting families to one or two children.

Because cell division is faster than DNA replication, the speed at which bacteria can possibly divide is limited by the speed at which they can replicate their DNA. Even though bacteria can speed up their DNA replication by making more than one copy per cell division, there is a limit to the number of copies that can be made at once. In principle, the speed of DNA replication depends on the size of the genome, and the resources available for copying it. A suitable energy reserve in the form of ATP is necessary, if not sufficient, for replication.

Cells that are not energetically efficient, or starved of resources, make less ATP

and so tend to be slower to copy their genome. In other words, to thrive, bacteria must replicate their genome faster than the competition, and to do so requires either a smaller genome or more effective energy production. If two bacterial cells generate ATP at the same speed, then the cell with the smallest genome will tend to replicate fastest, and will eventually come to dominate the population.

A bacterial cell can tolerate a larger genome if the extra genes enable it to produce ATP more effectively than its competitors during times of lean resources.

In a fascinating study, Konstantinos Konstantinidis and James Tiedje, at Michigan State University, examined all 115 fully sequenced bacterial genomes.

They found that the bacteria with the largest genomes (about 9 or 10 million letters, encoding 9000 genes) dominate in environments where resources are scarce but diverse, and where there is little penalty for slow growth, in particular the soil. Many soil bacteria only manage to produce about three generations in a year, so there is less selection for speed than for any replication whatsoever.

Under these conditions, an ability to take advantage of scant resources is important—and this in turn requires more genes to code for the extra metabolic flexibility needed. So versatility pays dividends if it offers a clear advantage in terms of reproductive speed. It is no accident that bacteria such as Streptomyces avermitilis
 , which are ubiquitous in the soil, are metabolically versatile with big genomes to match.

Thus, in bacteria, larger genomes can be tolerated when growth is slow, and versatility is at a premium. Even so, there is still selection for small size in relation to other versatile bacteria, and this apparently sets a bacterial genome

‘ceiling’ of about 10 million DNA letters. These are the largest genomes among bacteria, and most have far fewer genes. In general, it is probably fair to say that bacterial genomes are small in size because larger genomes take more time and energy to replicate, and so are selected against. Yet even the most versatile bacteria have small genomes in comparison with the eukaryotic cells living in the same environment. How the eukaryotes were released from a selection pressure that stifles even the most versatile bacteria is the subject of this chapter.
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Gene loss as an evolutionary trajectory

To maintain a small genome, bacteria could either remain passively unchanging, always with the same hand of genes, like a gambler with cold feet, or they could be more dynamic, constantly losing and winning genes—playing their hand and taking another. Perhaps surprisingly, at least for anyone who likes to think of evolution as a steady progression towards greater sophistication (and so more genes), bacteria are quick to gamble with their genes. They lose as often as not: gene loss is common in bacteria.

One of the most extreme examples of gene loss is Rickettsia prowazekii
 , the cause of typhus, a terrible epidemic that preys on overcrowded populations in filthy conditions, rife with rats and lice. Over history, epidemic typhus has wiped out whole armies, including Napoleon’s armies in Russia, the vestiges of which escaped from Russia in 1812 ridden with typhus, along with many refugees from Poland and Lithuania. Rickettsia prowazekii
 is named after two pioneering investigators in the early years of the twentieth century, the American Howard Ricketts and the Czech Stanislaus von Prowazek. Along with the French Tunisian Charles Nicolle, Ricketts and Prowazek discovered that the disease is transmitted through the faeces of the human body louse. Sadly, by the time a vaccine had finally been developed in 1930, almost all these early pioneers had died of typhus, including both Ricketts and Prowazek. The sole survivor, Nicolle, received the Nobel Prize for his dedicated work in 1928.

Nicolle’s discoveries were put to use in the First and Second World Wars, when hygienic measures, such as shaving, washing, and burning clothes, helped limit the spread of the disease.


Rickettsia
 is a tiny bacterium, almost as small as a virus, which lives as a parasite inside other cells. It is so well adapted to this lifestyle that it can no longer survive outside its host cells. Its genome was first sequenced by Siv Andersson and her colleagues at the University of Uppsala in Sweden, and was published in Nature
 in 1998 to great clamour. The genome of Rickettsia
 has been streamlined by its intracellular lifestyle in a similar manner to our own mitochondria—

and its remaining genes also share many sequence similarities, prompting Andersson and colleagues to declare Rickettsia
 the closest living relative to mitochondria, though as we saw in Part 1, others disagree.

Here it is Rickettsia’s
 propensity to lose genes that concerns us. Over evolutionary time Rickettsia
 has lost most of its genes, and now has a mere 834

protein-coding genes left. While this is an order of magnitude more than the mitochondria of most species, Rickettsia
 has barely a quarter of the number of genes of its closest relatives in the wild. It was able to lose most of its genes in this way simply because they were not needed: life inside other cells, if you can survive there at all, is a spoon-fed existence. The parasites live in the kitchen of
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a lavish chef, and need make little for themselves. Ironically, instead of becoming fatter, they lose weight: they throw away superfluous genes.

Let’s pause here for a moment, and think about the pressure to lose genes.

Genetic damage is random, and might happen to any gene at any time; but geneloss
 is not random. Any cell or organism that loses an essential gene (or has it damaged such that its function is lost) will perish: it can no longer survive in the wild, and so will be eliminated by natural selection. On the other hand, if a gene is not essential, then its loss or damage, by definition, cannot be catastrophic.

In our own case, our primate ancestors lost the gene for making vitamin C a few million years ago, but did not perish because their diet was rich in fruit, which provided them with plenty of vitamin C. They survived and prospered. We know because most of the gene is still there in our ‘junk’ DNA, as eloquent as the wreck of a ship with a hole beneath the waterline. The remaining sequence corresponds closely to the functional gene in other species.

At a biochemical level Rickettsia
 is an extreme equivalent of our primate ancestors. It doesn’t need the genes for making many essential cellular chemicals (such as amino acids and nucleotides) from scratch any more than we need a gene for making vitamin C: it can simply import them all from its host cell. If the genes for making such chemicals in Rickettsia
 happen to be damaged, so what?—they can be lost with impunity. Unusually among bacteria, nearly a quarter of the total genome of Rickettsia
 is composed of ‘junk’ DNA. This ‘junk’

is the recognizable relic of recently sunken genes. These shipwrecked genes lie broken, their memory not yet obliterated: their hulks are still rotting in the genome. Such junk DNA will almost certainly be lost altogether in time, as it slows the replication of Rickettsia
 . Mutations that delete unnecessary DNA will be selected for when they happen, as they speed up replication. So damage is a first step, followed by the complete loss of genes. Rickettsia
 has already lost four-fifths of its genome in this way and the process is continuing today. As Siv Andersson put it: ‘genome sequences are only snapshots in evolutionary time and space.’ Here the snapshot is a moment in the evolutionary degeneration of a parasite that is losing its unnecessary genes.

Balancing gene loss and gain in bacteria

Most bacteria, of course, are not intracellular parasites, but live in the outside world. They need many more genes than Rickettsia
 . Nonetheless, they face a similar pressure to lose superfluous genes—they just can’t afford to lose as many. The tendency of free-living bacteria to lose genes can be measured in the laboratory. In 1998, the Hungarian researchers Tibor Vellai, Krisztina Takács, and Gábor Vida, then all at the Eötvös Loránd University in Budapest, reported some simple (conceptually if not technically) but revealing experiments. They
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engineered three bacterial gene ‘rings’, or plasmids (the genetic ‘loose change’

we met in Chapter 1). Each plasmid contained a gene conferring resistance to an antibiotic, and the only important difference between them was their size—

each plasmid contained different amounts of non-coding DNA. The plasmids were then added to cultures of E. coli
 bacteria, which were allowed to grow. The bacteria take up the plasmid—they are transfected
 —and can call upon the gene if necessary.

In the first set of experiments, the Hungarian investigators grew the three transfected cultures in the presence of the antibiotic. Any bacterium that lost its plasmid would thereby lose its resistance to the antibiotic, and so be killed.

Under this selection pressure, the colonies with the largest plasmids grew the slowest, because they had to spend more time and effort copying their DNA.

After only 12 hours in culture the cells with the smallest plasmids had outgrown their lumbering cousins tenfold. In the second set of experiments, bacteria were cultured without antibiotic. Now all three cultures grew at similar speeds, regardless of the size of the plasmid. How so? When the cultures were double-checked for the presence of the plasmids, it turned out that the superfluous plasmids were being lost. All three cultures of bacteria were able to grow at a similar rate because they jettisoned the genes for antibiotic resistance, which are not essential when bacteria are cultured in the absence of the antibiotic.

The bacteria simply threw away the unnecessary genes in their rush to replicate faster—a case of ‘use it or lose it!’

These studies show that bacteria can lose superfluous genes in a matter of hours or days. Such fast gene loss means that bacterial species tend to retain the smallest number of genes compatible with viability at any one moment.

Natural selection is like an ostrich with its head buried in the sand—it doesn’t matter how stupid an action might be in the long term, so long as it provides some momentary respite. In this case, if the gene for antibiotic resistance is not necessary, it is lost from most cells in a population even if it may turn out to be needed again at some point in the future. Just as bacteria lose the genes for antibiotic resistance, they also lose other genes that are not essential at a particular moment. Such genes are more easily lost from a portable chromosome such as a plasmid, but bacteria can also lose genes that are part of their main chromosome, albeit more slowly. Any gene that is not used regularly will tend to be lost as a result of random mutations and selection for faster replication. The efficiency of these mechanisms acting on the main bacterial chromosome is illustrated by their low amount of ‘junk’ DNA, as well as the low number of genes in relation to eukaryotes. Bacteria are small and streamlined because they bin any excess baggage at the first opportunity.

Throwing away genes is not as foolhardy as it may sound, however, for bacteria can also pick up the same genes again, as well as others. The existence of
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lateral gene transfer—the uptake of DNA from the surroundings (from dead cells) or other bacteria, by a form of copulation known as bacterial conjugation—shows that bacteria can and do accumulate new genes. Active gain of genes compensates for gene loss. In a fluctuating environment, it is unlikely that all
 redundant genes will be lost from all
 bacteria in a population before the conditions change again (for example, with changing seasons), as gene loss is a random process. At least a fraction of the bacterial population is likely to have retained the redundant genes in full working order, and when the conditions change again they can pass them around the population by lateral gene transfer. Such open-handedness with genes explains how antibiotic resistance can spread so swiftly through an entire population of bacteria.

Although the importance of lateral gene transfer in bacteria has been recognized since the 1970s, we have only recently begun to appreciate the degree to which it can confound evolutionary trees. In some bacterial species, more than 90 per cent of observed variation in a population comes from lateral gene transfer, rather than the conventional selection of cells in clones or colonies. The transfer of genes between different species, genera, and even domains means that bacteria do not pass on a consistent core of genes by vertical inheritance, as we do to our children. This makes it embarrassingly difficult to define the term ‘species’ in bacteria. In plants and animals, a species is defined as a population of individuals that can interbreed to produce fertile offspring. This definition does not apply to bacteria, which divide asexually to form clones of supposedly identical cells. In theory, the clones drift apart over time as a result of mutations, leading to genetic and morphological differences sufficient to call

‘speciation’. But lateral gene transfer often confounds this outcome. Genes can be switched so quickly and so comprehensively that the cacophony obliterates all traces of ancestry—no gene is passed on to daughter cells for more than a few generations before being replaced by an equivalent gene from another cell with a different ancestry. The current champion is Neisseria gonorrhoeae
 : this recombines genes so quickly that it is impossible to detect any clonal groups at all: even the gene for ribosomal RNA, often claimed to represent the true phylogeny (lineage) of bacteria, is swapped so often that it gives no indication of ancestry.

Over time, such gene transfers make a big difference. Just to give a single example, gene transfer has produced two different strains of the bacterial

‘species’ E. coli
 that differ more radically in their gene content (a third of their genome, or nearly 2000 different genes) than all the mammals put together, perhaps even all the vertebrates! The importance of vertical inheritance, descent with modification, in which the genes are only
 passed on to the daughter cells during cell division, is often ambivalent among bacteria. Imagine trying to work out our own provenance by examining the heirlooms passed
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down in the family, only to discover that our ancestors were compulsive klepto-maniacs, forever pilfering each other’s family silver. As the branching ‘tree of life’ is based strictly on vertical inheritance—the erroneous assumption that the heirlooms only pass from parents to children—its veracity is open to question. Among the bacteria at least a network may be a better analogy. As one despairing expert put it, reflecting on the troubles of constructing a tree of life,

‘only God can make a tree’.

So why are bacteria so open-handed with their genes? It might sound like altruistic behaviour, sharing genetic resources for the good of the population as a whole, but it is not; it is still a form of selfishness, what Maynard Smith described as an ‘evolutionarily stable strategy’. Compare lateral transfer with conventional ‘vertical’ inheritance. In the latter case, if an antibiotic threatens a population of bacteria, and only a few cells have retained the genes needed to save their lives, then the rest of the unprotected population will die, and only the offspring of the tattered survivors can thrive to replenish the population. If conditions then change again, favouring a different gene, this surviving population too may be decimated. In swiftly changing conditions, only the cells that retain an enormous repertoire of genes will survive most exigencies, and they will be so large and unwieldy that they can be out-competed by bacteria able to replicate faster in the interim. Such streamlined bacteria, of course, may be threatened by any exigencies at all—but not if they are able to pick up genes from the environment; then they can combine speedy replication with the genetic resilience to cope with almost anything thrown at them. Bacteria that lose and gain genes in this way will thrive in place of either lumbering genetic giants, or bacteria that refuse to pick up any new genes at all. Presumably, the most effective way of picking up new genes is by conjugation, rather than from the dead bacteria whose genes may be damaged, so ultimately an apparently altruistic, though individually selfish, sharing of genes is favoured. Overall, then, we see the dynamic balance of two different trends in bacteria—the tendency to gene loss, which reduces the bacterial genome to the smallest possible size in the prevailing conditions; and the accumulation of new genes by means of lateral gene transfer, according to need.

I have cited examples of gene loss in bacteria like Rickettsia
 , and in the lab, but beyond the sparseness of their genome (the small number of genes and the lack of junk DNA), it is difficult to prove that gene loss is important in bacteria in ‘the wild’. But the importance of lateral gene transfer among bacteria also testifies to the strength and pervasiveness of the selection pressure for bacteria to lose any superfluous genes—otherwise they would not be under such an obligation to pick them up again. Despite taking up new genes, bacteria don’t expand their genomes, so presumably they must lose genes at the same rate.

And they lose genes at this rate because the competition between cells within a
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species (and between cells in different species) must continually reduce the genome to the smallest size possible in the prevailing conditions.

The upper limit of any known bacterial genome is about 9 or 10 million letters, encoding some 9000 genes. Presumably, any bacteria that acquire more genes than this tend to lose them again, as the time needed to copy the extra genes slows down replication without providing any countering benefits. This is a stark contrast between bacteria and eukaryotes. The more we learn about bacteria, the harder it becomes to make valid generalizations about them. In recent years, we have discovered bacteria with straight chromosomes, with nuclei, cytoskeletons, and internal membranes, all traits once considered to be unique prerogatives of the eukaryotes. One of the few definitive differences that hasn’t evaporated on closer inspection is gene number. Why is it that there are no bacteria with more than 10 million DNA letters, when, as we noted in Chapter 1, the single-celled eukaryote Amoeba dubia
 has managed to accumulate 670 billion
 letters—67 000 times more letters than the largest bacteria, and for that matter 200 times more than humans? How did the eukaryotes manage to evade the reproductive constraints imposed on bacteria? The answer that I think gets to the heart of the matter was put forward by Tibor Vellai and Gábor Vida in 1999, and is disarmingly simple. Bacteria are limited in their physical size, genome content, and complexity, they say, because they are forced to respire across their external
 cell membrane. Let’s see why that matters.

The stumbling block of geometry

Recall from Part 2 how respiration works. Redox reactions generate a proton gradient across a membrane, which is then used to power the synthesis of ATP.

An intact membrane is necessary for energy generation. Eukaryotic cells use the inner mitochondrial membrane to generate ATP, while bacteria, which do not have organelles, must use their external cell membrane.

The limitation for bacteria is geometric. For simplicity, imagine a bacterium shaped like a cube, then double its dimensions. A cube has six sides, so if our cubic bacterium had dimensions of one thousandth of a millimetre each way (1 m), doubling its size would quadruple the surface area, from 6 m2

(1 1 6) to 24m2 (2 2 6) m2. The volume of the cube, however, depends on its length multiplied by its breadth by its depth, and this rises eightfold, from 1 m3 (1 1 1) to 8 m3 (2 2 2). When the cube has dimensions of 1 m each way, the surface area to volume ratio is 6/1 6; with dimensions of 2 m each way, the surface area to volume ratio is 24/8 3. The cubic bacterium now has half as much surface area in relation to its volume. The same thing happens if we double the dimensions of the cube again. The surface area to volume ratio
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now falls to 96/64 1.5. Because the respiratory efficiency of bacteria depends on the ratio of surface area (the external membrane used for generating energy) to volume (the mass of the cell using up the available energy) this means that as bacteria become larger their respiratory efficiency declines hyperbolically (or more technically, with mass to the power of 2/3, as we’ll see in the next Part).

This decline in respiratory efficiency is coupled to a related problem in absorbing nutrients: the falling surface area to volume ratio restricts the rate at which food can be absorbed relative to the requirement. These problems can be mitigated to some extent by altering the shape of the cell (for example, a rod has a larger surface-area-to-volume ratio than a sphere) or by folding the membrane into sheets or villi (as in our own intestinal wall, which is subject to the same need to maximize absorption). Presumably, however, there comes a point when complex shapes are selected against, simply because they are too fragile, or too difficult to replicate with any accuracy. As any spatially challenged plasticine modeller knows, an imperfect sphere is much the most robust and replicable shape. We aren’t alone: most bacteria are spherical (cocci) or rod-like (bacilli) in shape.

In terms of energy, a bacterial cell with double the ‘normal’ dimensions will produce half as much ATP per unit volume, while being obliged to divert more energy towards replicating the cellular constituents, such as proteins, lipids, and carbohydrates, that make up the extra cell volume. Smaller variants, with smaller genomes, will almost invariably be favoured by selection. It is therefore hardly surprising that only a handful of bacteria have achieved a size comparable with eukaryotes, and these exceptions merely prove the rule. For example, the giant sulfur bacterium Thiomargarita namibiensis
 (the ‘sulfur pearl of Namibia’), discovered in the late 1990s, is eukaryotic in size: 100 to 300 microns in diameter (0.1 to 0.3 mm). Although this caused some excitement, it is actually composed almost entirely of a large vacuole. This vacuole accumulates raw materials for respiration, which are continually washed up and swept away by the upwelling currents off the Namibian coast. Their giant size is a sham—they amount to no more than a thin layer covering the surface of a spherical vacuole, like the rubber skin of a water-filled balloon.

Geometry is not the only stumbling block for bacteria. Think again about proton pumping. To generate energy, bacteria need to pump protons across their external cell membrane, into the space outside the cell. This space is known as the periplasm, because it is itself bounded by the cell wall.1 The cell 1 Technically the periplasm refers to the space between the inner and outer cell membranes of Gram-negative bacteria. These are named after the way in which they are coloured by a particular stain known as the Gram stain. Bacteria that are coloured by this stain are called Gram-positive; bacteria that are not stained are called Gram-negative. This odd behaviour

Why Bacteria are Simple 123

wall presumably helps to keep protons from dissipating altogether. Peter Mitchell himself observed that bacteria acidify their medium during active respiration, and presumably more protons are free to disperse if the cell wall is lost. Such considerations may help to explain why bacteria that lose their cell wall become fragile: they not only lose their structural support but also lose the outer boundary to their periplasmic space (of course they retain the inner boundary, the cell membrane itself). Without this outer boundary, the proton gradient is more likely to dissipate, at least to some extent—some protons appear to be ‘tethered’ to the membrane by electrostatic forces. Any dispersal of proton gradient is likely to disrupt chemiosmotic energy production: energy is not produced efficiently. As energy production runs down, all other aspects of a cell’s housekeeping are forced to run down too. Fragility is the least of what we would expect; it’s more surprising that the denuded cells can survive at all.

How to lose the cell wall without dying

While many types of bacteria do lose their cell wall during parts of their life cycle only two groups of prokaryotes have succeeded in losing their cell walls permanently, yet lived to tell the tale. It’s interesting to consider the extenuat-ing circumstances that permitted them to do so.

One group, the Mycoplasma
 , comprises mostly parasites, many of which live inside other cells. Mycoplasma
 cells are tiny, with very small genomes. M. genitalium
 , discovered in 1981, has the smallest known genome of any bacterial cell, encoding fewer than 500 genes. Despite its simplicity, it ranks among the most common of sexually transmitted diseases, producing symptoms similar to Chlamydia
 infection. It is so small (less than a third of a micron in diameter, or an order of magnitude smaller than most bacteria) that it must normally be viewed under the electron microscope; and difficulties culturing it meant its significance was not appreciated until the important advances in gene sequencing in the early 1990s. Like Rickettsia
 , Mycoplasma
 have lost virtually all the genes required for making nucleotides, amino acids, and so forth. Unlike actually reflects differences in the cell wall and the cell membrane. Gram-negative bacteria have two outer cell membranes and a thin cell wall, which is contiguous with the outer cell membrane. In contrast, Gram-positive bacteria have a thicker cell wall, but only one cell membrane. Technically, then, only Gram-negative bacteria have a periplasm, because only Gram-negative bacteria have a space between their two cell membranes. However, both types of bacteria have a cell wall, which encloses a space that lies outside the cell but inside the wall.

For simplicity I shall refer to this space as the periplasm, because it fulfils many of the same purposes in all bacteria, despite their differing structures.
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Rickettsia
 , however, Mycoplasma
 have also lost all the genes for oxygen respiration, or indeed any other form of membrane respiration: they have no cytochromes, and so must rely on fermentation for energy. As we saw in the previous chapter, fermentation does not involve pumping protons across a membrane, and this might explain how Mycoplasma
 can survive without a cell wall. But fermentation produces up to 19 times fewer ATPs from a molecule of glucose than does oxygen respiration, and this in turn helps to account for the regressive character of Mycoplasma
 —their tiny size and genome content. They live like hermits, with little to call their own.

The second group of prokaryotes that thrive without a cell wall is the Thermoplasma
 , which are extremophile archaea that live in hot springs at 60C

and an optimal acidity of pH 2. They would probably fare well in a British fish and chip shop, as their preferred living conditions are equivalent to hot vinegar.

Lynn Margulis once argued that Thermoplasma
 may be the archaeal ancestors of the eukaryotic cell, on the grounds that they can survive ‘in the wild’ without a cell wall; but, as we saw in Part 1, stronger evidence supports the methanogens as the putative original host. When the complete genome sequence of Thermoplasma acidophilum
 was reported in Nature
 in 2000, it provided no evidence of a close link to the eukaryotes.

How do Thermoplasma
 survive without a cell wall? Simple: their acidic surroundings fulfil the role of the periplasm, so they have no need of a periplasm of their own. Normally, bacteria pump protons across the external cell membrane into the periplasm outside the cell, which is bounded by the cell wall. This small periplasmic space is therefore acidic, and its acidity is essential for chemiosmosis. In other words, bacteria normally carry around with them a portable acid bath. In contrast, Thermoplasma
 already live in an acid bath, which is effectively a giant communal periplasm, so they can relinquish their own portable acid bath. As long as they can maintain neutral conditions inside the cell, they can take advantage of the natural chemiosmotic gradient across the cell membrane. So how do they stay neutral inside? Again, the answer is simple: they actively pump protons out of the cell in the same way as any other bacteria, by cell respiration. In other words, as in most prokaryotes, the energy released from food is used to pump protons out of the cell against a concentration gradient; and the backflow of protons into the cell is used to power the ATPase, driving ATP synthesis.

In principle, the absence of a cell wall should not undermine the energetic efficiency or genome size of Thermoplasma
 but in practice the cells are somewhat regressive. Although they can measure up to 5 microns in diameter, their genome, of 1 to 2 million letters, encodes only 1500 genes, and is among the smallest of bacterial genomes; indeed, it is the smallest non-parasitic genome known. Perhaps the extra effort needed to keep out a high concentration of
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protons saps the energy that Thermoplasma
 can afford to divert to replicating its genome.2

Let’s round this up. The exceptions of Mycoplasma
 and Thermoplasma
 only go to prove the rule: the complexity of both bacteria and archaea is curtailed by their need to generate energy across the outer cell membrane. In general, bacteria can’t grow larger because their energetic efficiency falls off quickly as their cell volume increases. If they lose their cell wall, the outer boundary to the periplasm, the proton gradient is more likely to dissipate away, sapping the energy supply and rendering the bacteria fragile. The only prokaryotes that have survived without the cell wall are tiny regressive hermits, such as Mycoplasma
 , which live by parasitism and fermentation, or specialists like Thermoplasma
 , which can only survive in acid. Despite losing their cell walls, and so in principle being able to consume particles, neither group shows any tendency towards the predatory eukaryotic habit of engulfing food by phagocytosis. Neither do they show any tendency to develop a nucleus, or for that matter any other eukaryotic traits. These traits, I shall argue, depend on the possession of mitochondria.

Why insider dealing pays

The advantage of mitochondria is that they reside physically inside their host cell. Recall that mitochondria are bounded by two membranes, an outer and an inner membrane, which enclose two distinct spaces, the inner matrix and the inter-membrane space. The respiratory chains and the ATPase complexes are all embedded in the inner mitochondrial membrane, and pump protons from the inner matrix to the inter-membrane space (see Figure 1, page 12). The acid environment needed for chemiosmosis is therefore contained within the mitochondria and does not affect other aspects of cellular function. (Technically it is not actually acidic, as the protons are buffered, but this doesn’t alter the thrust of the argument.)

Internalization of energy generation within the cell means that an external cell wall is no longer needed, and so can be lost without inducing fragility. Loss of the cell wall frees up the external cell membrane to specialize in other tasks, such as signalling, movement, and phagocytosis. Most importantly of all, internalization releases the eukaryotic cell from the geometric constraints that 2 Thermoplasma
 are variable in size, but usually quite large, spherical cells with a small genome. If they live in strong acid, and need to restrict the entry of protons into the cell, they could do this by lowering their surface-area to volume ratio—i.e., by being large and spherical in shape. Large size, of course, undermines the efficiency of respiration, which might explain the small genome size. It would be interesting to know whether cell volume in Thermoplasma
 correlates with the acidity of their surroundings.
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oppress bacteria. Eukaryotes are on average 10 000 to 100 000 times the volume of bacteria, but as they become larger, their respiratory efficiency doesn’t slope off in the same way. To increase energetic efficiency, all that eukaryotic cells need to do is to increase the surface area of mitochondrial membranes within the cell; and this can be done simply by having a few more mitochondria.

Internalization of energy production therefore enables both the loss of the cell wall and a much greater cell volume. In the fossil record, the sheer size of eukaryotic cells often helps to distinguish them from bacteria—and this greater size appeared quite suddenly, in geological terms, with the internalization of energy generation in the cell. Suddenly, some 2 billion years ago, large eukaryotic cells appear in the fossil record; presumably this must date with some accuracy the origin of the mitochondria, although they themselves can’t be made out in the fossils.

So bacteria are under a strong selection pressure for small size whereas eukaryotes are not. As eukaryotic cells grow larger, they can maintain their energy balance simply by keeping more mitochondria inside—herding more pigs, as it were. So long as they can find enough food to oxidize—enough to feed the pigs—they are not constrained by geometry. Whereas large size is penalized in bacteria, it actually pays dividends in eukaryotes. For example, large size enables a change in behaviour or lifestyle. A large energetic cell does not have to spend all its time replicating its DNA, but can instead spend time and energy developing an arsenal of protein weapons. It can behave like a fungal cell, and squirt lethal enzymes onto neighbouring cells to digest them before absorbing their juices. Or it can turn predator and live by engulfing smaller cells whole, digesting them inside itself. Either way, it doesn’t need to replicate quickly to stay ahead of the competition—it can simply eat the competition. Predation, the archetypal eukaryotic lifestyle, is born of large size, and it depends on overcoming the energetic barriers to being larger. A parallel with human society is the larger communities made possible by farming: with more manpower, it was possible to satisfy food production and still have enough people left over to form an army, or invent lethal new weapons. The hunter-gathers couldn’t sustain such a high population and were bound to lose out to the numerous and specialized competition.

Among cells, it is interesting that predation and parasitism tend to pull in opposite directions. As a rule of thumb, parasites are regressive in character, and in this regard the eukaryotic parasites are no exception. The very word

‘parasite’ conveys something contemptible. Conversely the term ‘predator’ can send shivers up and down the spine. Predation tends to drive evolutionary arms races, in which the predator and prey compete to grow ever larger: the redqueen
 effect, whereby both sides must run to stay in the same place, relative to each other. I know of no bacterial cells that are predatory in the eukaryotic fash-
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ion of physically engulfing their prey. Perhaps this should not be surprising. A predatory lifestyle requires a very substantial energetic investment before anything is caught and eaten. At the cellular level, engulfing food by phagocytosis, in particular, demands a dynamic cytoskeleton and an ability to change shape vigorously, both of which consume copious quantities of ATP. So phagocytosis is made possible by three factors: the ability to change shape (which requires losing the cell wall, then developing a far more dynamic cytoskeleton); sufficiently large size to physically engulf prey; and a plentiful supply of energy.

Bacteria can lose their cell wall but have never developed phagocytosis. Vellai and Vida, whom we met earlier, argue that the additional requirements of phagocytosis for large size and
 plentiful ATP may have prevented bacteria from ever becoming effective predators in the eukaryotic style. Respiring over the outer membrane means that bacteria are obliged to generate less energy, relative to their size, as they become bigger. When they become large enough to physically engulf other bacteria they are less likely to have the energy needed to do so. Worse, if the cell membrane is specialized for energy generation, then phagocytosis would also be detrimental, for it would disrupt the proton gradient. It is possible that bacteria could circumvent such problems by relying on fermentation, rather than respiration, as this does not require a membrane.

But fermentation also generates substantially less energy than respiration, and this may limit the ability of cells to survive by phagocytosis. Vellai and Vida note that all the eukaryotic cells that live by the combination of fermentation and phagocytosis are parasites, and so might be able to make energy savings in other areas (for example, not synthesizing their own nucleotides and amino acids, the building blocks of DNA and proteins).3 By sacrificing their energetic expenses in some areas they might be able to justify the energetic costs of phagocytosis. But I’m not aware of any research that looks into this hypothesis systematically, and unfortunately Tibor Vellai has moved on from this field of research.

3 Fermentation presents some interesting dilemmas, for although it is far less efficient than respiration, in terms of the quantity of ATP generated from one molecule of glucose, it is also faster—it produces more ATP in a short space of time. This means that cells growing by fermentation can out-compete those growing by respiration for the same resources. Exactly how this works out in reality, however, is less certain, as fermentation can’t complete the oxidation of molecules like glucose, but rather releases waste products like alcohol into the surroundings, to our own benefit. Of course, this is also to the benefit of any cells that can burn alcohol, which is to say, are capable of respiration. So, like the hare and the tortoise, it may be that respiration, though slower, pays dividends in the end. In terms of phagocytosis, running out of energy in ‘mid-bite’ may be more detrimental than biting slowly. A second interesting possibility is that respiration actually encouraged
 the evolution of multicellular organisms, as they were large enough to hoard any raw materials, to prevent the fermenting cells from frittering them away first.
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 Internal bioenergetic membranes of the bacterium


Nitrosomonas
 , giving it a ‘eukaryotic’ look.

These ideas are interesting and may go some way towards explaining the dichotomy between bacteria and eukaryotes, but they leave a suspicion at the back of my mind. Why are bacteria invariably
 penalized if they get bigger?

Bacteria are so inventive that it is remarkable that none of them have ever solved the challenge of simultaneously increasing their size and
 their energy status. It doesn’t sound so difficult: all they needed to do was grow some internal membranes for generating energy. If internalization of energy production inside the cell enabled eukaryotes to make their quantum leap in size and behaviour, what was to stop bacteria from having internal membranes themselves? Some bacteria, such as Nitrosomonas
 and Nitrosococcus
 do in fact have quite complex internal membrane systems, devoted to generating energy (Figure 10). They have a eukaryotic ‘look’ about them. The cell membranes are extensively infolded, creating a large periplasmic compartment. It seems to be a small step from here to a fully compartmentalized eukaryotic cell; so why did it never happen?
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In the next chapter, we’ll take up the story of the first chimeric eukaryote that we abandoned without a nucleus at the end of Part 1, and look into what may have become of it next. Guided by the principles of energy generation, which we explored in Part 2, we’ll see why a symbiosis between two cells was successful, and why, by the same token, it was not possible for bacteria to compartmentalize themselves in the same way as eukaryotes, by natural selection alone. We’ll see why only eukaryotes could become giant predators in a bacterial world—indeed, why they overturned the bacterial world forever.
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Why Mitochondria Make

Complexity Possible

In the last chapter, we considered why bacteria have remained small and un-sophisticated, at least in terms of their morphology. The reasons relate mostly to the selection pressures that face bacteria. These are different from eukaryotic cells because bacteria, for the most part, do not eat each other. Their success in a population therefore depends largely on the speed of their replication. This in turn depends on two critical factors: first, copying the bacterial genome is the slowest step of replication, so the larger the genome, the slower is replication; and second, cell division costs energy, so the least energetically efficient bacteria replicate the slowest. Bacteria with large genomes will always tend to lose out in a race against those with smaller genomes, because bacteria swap genes, by way of lateral gene transfer, and so can keep loading up cassettes of useful genes, and throwing them away again as soon as they become burdensome.

Bacteria are therefore faster and more competitive if genetically unburdened.

If two cells have the same number of genes, and have equally efficient energy-generating systems, then the cell that can replicate the fastest will be the smaller of the two. This is because bacteria depend on their outer cell membrane to generate energy, as well as absorbing food. As bacteria become larger in size, their surface area rises more slowly than their internal volume, so their energetic efficiency tails away. Larger bacteria are energetically less efficient, and always likely to lose out in competition with smaller bacteria. Such an energetic penalty against large size precludes phagocytosis, for physically engulfing prey demands both large size and plenty of energy to change shape.

Eukaryotic-style predation—catching and physically eating prey—is therefore absent among bacteria. It seems that eukaryotes escape this problem because they generate their energy internally, which makes them relatively independent of their surface area, and enables them to become many thousands of times larger without losing energetic efficiency.

As a distinction between the bacteria and eukaryotes, this reason sounds flimsy. Some bacteria have quite complex internal membrane systems and could be released from the surface-area constraint, yet still don’t approach
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eukaryotes in size and complexity. Why not? We’ll look into a possible answer in this chapter, and it is this: mitochondria need genes to control respiration over a large area of internal membranes. All known mitochondria have retained a contingent of their own genes. The genes that mitochondria retain are specific, and the mitochondria were able to retain them because of the nature of their symbiotic relationship with their host cell. Bacteria do not have this advantage. Their tendency to throw away any superfluous genes has prevented them from ever harnessing the correct core contingent of genes to govern energy generation, and this has always prevented them from developing the size and complexity of the eukaryotes.

To understand the reasons why mitochondrial genes are important, and why bacteria can’t acquire the correct set of genes for themselves, we’ll need to penetrate further into the intimate relationship between the cells that took part in the original eukaryotic union, two billion years ago. We’ll take up the story where we left off in Part 1. There, we parked the chimeric eukaryote as a cell that had mitochondria but had not yet developed a nucleus. Because a eukaryotic cell is, by definition, a cell that has a ‘true’ nucleus, we can’t really refer to our chimera as a eukaryote. So let’s think now about the selection pressures that turned our strange chimeric cell into a proper eukaryotic cell. These pressures hold the key not just to the origin of the eukaryotic cell, but also to the origin of real complexity, for they explain why bacteria have always remained bacteria: why they could never evolve into complex eukaryotes by natural selection alone, but required symbiosis.

Recall from Part 1 that the key to the hydrogen hypothesis is the transfer of genes from the symbiont to the host cell. No evolutionary novelties were called for, beyond those that already existed in the two collaborating cells entered in an intimate partnership. We know that genes were transferred from the mitochondria to the nucleus, because today mitochondria have few remaining genes, and there are many genes in the nucleus that undoubtedly have a mitochondrial origin, for they can be found in the mitochondria of other species that lost a different selection of genes. In all species, mitochondria lost the overwhelming majority of their genes—probably several thousand. Exactly how many of these genes made it to the nucleus, and how many were just lost, is a moot point among researchers, but it seems likely that many hundreds did make it to the nucleus.

For those not familiar with the ‘stickiness’ and resilience of DNA, it may seem akin to a conjuring trick for genes from the mitochondria to suddenly appear in the nucleus, like a rabbit produced from a top hat. How on earth did they do that? In fact such gene hopping is commonplace among bacteria. We have already noted that lateral gene transfer is widespread, and that bacteria routinely take up genes from their environment. Although we normally think of
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the ‘environment’ as outside the cell, acquiring spare genes from inside the cell is even easier.

Let’s assume that the first mitochondria were able to divide within their host cell. Today, we have tens or hundreds of mitochondria in a single cell, and even after two billion years of adaptation to living within another cell they still divide more or less independently. At the beginning, then, it’s not hard to picture the host cell as having two or more mitochondria. Now imagine that one dies, perhaps because it can’t get access to enough food. As it dies, it releases its genes into the cytoplasm of the host cell. Some of these genes will be lost altogether, but a handful might be incorporated into the nucleus, by means of normal gene transfer. This process could, in principle, be repeated every time a mitochondrion dies, each time potentially transferring a few more genes to the host cell.

Such transfer of genes might sound a little tenuous or theoretical, but it is not. Just how rapid and continuous the process can be in evolutionary terms was demonstrated by Jeremy Timmis and his colleagues at the University of Adelaide in Australia, in a Nature
 paper of 2003. The researchers were interested in chloroplasts (the plant organelles responsible for photosynthesis), rather than mitochondria, but in many respects chloroplasts and mitochondria are similar: both are semi-autonomous energy-producing organelles, which were once free-living bacteria, and both have retained their own genome, albeit dwindling in size. Timmis and colleagues found that chloroplast genes are transferred to the nucleus at a rate of about 1 transfer in every 16 000 seeds in the tobacco plant Nicotiana tabacum
 . This may not sound impressive, but a single tobacco plant produces as many as a million seeds in a single year, which adds up to more than 60 seeds in which at least one chloroplast gene has been transferred to the nucleus—in every plant, in every generation.

Very similar transfers take place from the mitochondria to the nucleus. The reality of such gene transfers in nature is attested by the discovery of duplications of chloroplast and mitochondrial genes in the nuclear genomes of many species—in other words the same gene is found in both the mitochondria or chloroplast and
 in the nucleus. The human genome project has revealed that there have been at least 354 separate, independent transfers of mitochondrial DNA to the nucleus in humans. These DNA sequences are called numts
 , or nuclear-mitochondrial sequences. They represent the entire mitochondrial genome, in bits and pieces: some bits repeatedly, others not. In primates and other mammals, such numts have been transferred regularly over the last 58

million years, and presumably the process goes back further, as far as we care to look. Because DNA in mitochondria evolves faster than DNA in the nucleus, the sequence of letters in numts can act as a time capsule, giving an impression of what mitochondrial DNA might have looked like in the distant past. Such alien
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sequences can cause serious confusion, however, and were once mistaken for dinosaur DNA, leaving one team of researchers with red faces.

Gene transfer continues today, occasionally making itself noticed. For example, in 2003, Clesson Turner, then at the Walter Reed Army Medical Center in Washington, and collaborators, showed that a spontaneous transfer of mitochondrial DNA to the nucleus was responsible for causing the rare genetic disease Pallister-Hall syndrome in one unfortunate patient. How common such genetic transfers are in the pantheon of inherited disease is unknown.

Gene transfers occur predominantly in one direction. Think back again to the first chimeric eukaryote. If the host cell were to die, it would release its symbionts, the proto-mitochondria, back into the environment, where they may or may not perish—but regardless of their fate, the experiment in chimeric co-existence would certainly have perished. On the other hand, if a single mitochondrion were to die, but a second viable mitochondrion survived in the host cell, then the chimera as a whole would still be viable. To get back to square one, the surviving mitochondrion would just have to divide. Each time a mitochondrion died, the genes released into the host cell could potentially be integrated into its chromosome by normal genetic recombination. This means there is a gene ratchet, favouring the transfer of genes from the mitochondria to the host cell, but not the other way around.

The origin of the nucleus

What happens to the genes that are transferred? According to Bill Martin, whom we met in both Parts 1 and 2, such a process might account for the origin of the eukaryotic nucleus. To understand how, we need to recall two points that we have discussed in earlier chapters. First, recall that Martin’s hydrogen hypothesis argues that the eukaryotic cell was first forged from the union of an archaeon and a bacterium. And second, recall from Chapter 6 (page 98) that archaea and bacteria have different types of lipid in their cell membranes. The details don’t matter here, but consider the kind of membranes we would expect to find in that first, chimeric eukaryote. The host cell, being an archaeon, should have had archaeal membranes. The mitochondria, being bacterial, should have had bacterial membranes. So what do we actually see today? Eukaryotic membranes are uniformly bacterial in nature—both in their lipid structure and in many details of their embedded proteins (like the proteins that make up the respiratory chain, and similar proteins found in the nuclear membrane). The bacterial-style membranes of the eukaryotes include the cell membrane, the mitochondrial membranes, other internal membrane structures, and the double nuclear membrane. In fact there is no trace of the original archaeal membranes in the eukaryotes, despite the fact that other

134 The Foundations of Complexity

features make it virtually certain that the original host cell was indeed an archaeon.

Such basic consistency, when we would expect to find disparity, has led some researchers to question the hydrogen hypothesis, but Martin considers the apparent anomaly to be a strength. He suggests that the genes for making bacterial lipids were transferred to the host cell, along with many other genes.

Presumably, if functional, the genes went ahead with their normal tasks, such as making lipids; there is no reason why they should not function normally as before. But there may have been one difference—the host cell may have lost the ability to target protein products to particular locations in the cell (protein targeting relies on an ‘address’ sequence that differs in different species). The host cell may therefore have been able to make
 bacterial products, such as lipids, but not known exactly what to do with them; in particular, where to send them. Lipids, of course, don’t dissolve in water, and so if not targeted to an existing membrane would simply precipitate as lipid vesicles—spherical droplets enclosing a hollow watery space. Such droplets fuse as easily as soap bubbles, extending into vacuoles, tubes, or flattened vesicles. In the first eukaryote, these vesicles might simply have coalesced where they were formed, around the chromosome, to form loose, baggy membrane structures. Now this is exactly the structure of the nuclear membrane today—it is not a continuous double membrane structure like the mitochondria or chloroplasts, but is composed of a series of flattened vesicles, and these are continuous with the other membrane systems within the cell. What’s more, when modern eukaryotic cells divide, they dissolve the nuclear membrane, to separate the chromosomes destined for each of the daughter cells; and a fresh nuclear membrane forms around the chromosomes in each of these daughter cells. It does so by coalescing in a manner reminiscent of Martin’s proposal, and remains continuous with the other membrane systems of the cell. Thus, in Martin’s scenario, gene transfer accounts for the formation of the nuclear membrane, as well as all the other membrane systems of eukaryotic cells. All that was needed was a degree of orientational confusion, a map-reading hiatus.

There is still one step to go: we need to put together a cell with bacterial-style membranes throughout, in other words we need to replace the archaeal lipids of the cell membrane with bacterial lipids. How did this happen? Presumably, if bacterial lipids offered any advantage, such as fluidity, or adaptability to different environments, then any cell that expressed only the bacterial lipids would be at an advantage. Natural selection would ensure that the archaeal lipids were replaced, if such an advantage existed: there was little call for evolutionary

‘novelty’; it was merely a matter of playing with existing parts. It remains possible, however, that some eukaryotes did not go the whole hog. It would be interesting to know if there are still any primitive eukaryotic cells that retain
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vestiges of archaeal lipids in their membranes. In support of the possibility, virtually all eukaryotes, including fungi, plants, and animals like ourselves still possess all the genes for making the basic carbon building blocks of archaeal lipids, the isoprenes
 (see page 99). We don’t use them for building membranes any more, however, but for making an army of isoprenoids
 , otherwise known as terpenoids or terpenes. These include any structure composed of linked isoprene units, and together make up the single largest family of natural products known, totalling more than 23 000 catalogued structures. These include steroids, vitamins, hormones, fragrances, pigments, and some polymers. Many isoprenoids have potent biological effects, and are being used in pharmaceut-ical development; the anticancer drug Taxol
 , for example, a plant metabolite, is an isoprenoid. So we haven’t lost the machinery for making archaeal lipids at all; if anything, we have enriched it.

If his theory is correct, then Martin has derived an essentially complete eukaryotic cell via a simple succession of steps: it has a nucleus enveloped by a discontinuous double membrane; it has internal membrane structures; and it has organelles such as mitochondria. The cell is free to lose its cell wall (but not, of course, its external cell membrane), as it no longer needs a periplasm to generate energy. Being derived from a methanogen, it wraps its genes in histone proteins and has a basically eukaryotic system of transcribing its genes and building proteins (see Part 1). On the other hand, this hypothetical progenitor eukaryotic cell probably did not engulf its food whole by phagocytosis—despite having a cytoskeleton (inherited from the archaea or the bacteria), it has not yet derived the dynamic cytoskeleton characteristic of mobile protozoa like amoeba. Rather, the first eukaryotes may have resembled unicellular fungi, which secrete various digestive enzymes into their surroundings, to break down food externally. This conclusion is corroborated by some recent genetic studies, but we won’t look into these here, for too many uncertainties remain.

Why did mitochondria retain any genes at all?

So the transfer of genes from the mitochondria to the host cell is capable of explaining the origin of the eukaryotic cell, without requiring any evolutionary innovations (new genes with different functions) whatsoever. Yet the sheer ease
 of gene transfer raises another suspicious question. Why are there any genes left in the mitochondria at all? Why were they not all transferred to the nucleus?

There are big disadvantages to retaining genes in the mitochondria. First, there are hundreds, even thousands of copies of the mitochondrial genome in each cell (usually 5 to 10 copies in every mitochondrion). This enormous copy-number is one of the reasons that mitochondrial DNA is so important in
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forensics, and in identifying ancient remains—from such an embarrassment of riches, it is usually possible to isolate at least a few mitochondrial genes. But by the same token, it also means that whenever the cell divides a vast number of ostensibly superfluous genes must be copied. Not only that, but every single mitochondrion is obliged to maintain its own genetic apparatus, enabling it to transcribe its genes and build its own proteins. By thrifty bacterial standards (which, as we have seen, eliminate any unnecessary DNA post haste) the existence of these supernumerary genetic outposts seems a costly extravagance.

Second, as we shall see in Part 6, there are potentially destructive consequences of competition between different genomes within the same cell—natural selection can pit mitochondria against each other, or against the host cell, with no consideration of the long-term cost, merely the short-term gain for the individual genes. Third, storing genes, vulnerable informational systems, in the immediate vicinity of the mitochondrial respiratory chains, which leak destructive free radicals, is equivalent to storing a valuable library in the wooden shack of a registered pyromaniac. The vulnerability of mitochondrial genes to damage is reflected in their high evolution rate—in mammals, some twentyfold greater than the nuclear genes.

So there are serious costs to retaining mitochondrial genes. I repeat: if gene transfer is easy, why on earth are there any mitochondrial genes left? The first and most obvious reason is that the genes are not the problem: it is the products
 of the mitochondrial genes, the proteins, that need to function in the mitochondria. These are mostly involved in cellular respiration and so are vitally important to the life of the cell. If the genes are transported to the nucleus, then somehow their protein products need to be routed back to the mitochondria, and if they fail to get there the cell may well die. Even so, many proteins encoded in the nucleus do
 get back to the mitochondria: they are ‘tagged’ with a short chain of amino acids—an ‘address’ tag, pinpointing the final destination, as we discussed when considering lipids a few pages ago. The address tag is recognized by protein complexes in the mitochondrial membranes that act as customs posts, controlling import and export across the membranes. Many hundreds of proteins destined for the mitochondria are tagged in this way. But the simplicity of this system raises a question of its own—why can’t all
 proteins that are destined for the mitochondria be tagged in this way?

The textbook answer is that they can—it just takes a long time to arrange, long even in terms of the vast stretches of evolutionary time. A number of chance events must be negotiated before a protein can successfully be targeted back to the mitochondria. First of all, the gene must be incorporated properly into the nucleus, which is to say that the entire gene (rather than a bit of it) must be transferred to the nucleus, and then integrated into the nuclear DNA. Once incorporated, it has to work: it must be switched on and transcribed to produce
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a protein. This may be difficult, as genes are inserted more or less randomly into the nuclear DNA, and can make a mess of the other genes already there, as well as regulatory sequences that govern genetic activity. Second, the protein must acquire the correct address tag, which again appears to be a chance event; otherwise it will not be targeted back to the mitochondria. Instead, it will be constructed in the cytoplasm and remain there, like a woebegone Trojan horse that failed to gain entrance to Troy. Acquiring the right address tag takes time, time that is measured in aeons. Thus, say theorists, the few remaining mitochondrial genes are just a shrinking residual. One day, perhaps a few hundred million years hence, no mitochondrial genes will be left at all. And the fact that different species have different numbers of genes that remain in their mitochondria lends support to the slow, random nature of this process.

The nucleus is not enough

But this answer is not quite convincing. All
 species have lost almost
 all their mitochondrial genomes but not one species has lost them all
 . None has more than a hundred genes left, having started out with probably several thousand some two billion years ago, so the process has run very nearly to completion in all species. This gene loss has occurred in parallel: different species have lost their mitochondrial genes independently. As a proportion of the genes lost, all species have now lost between 95 and 99.9 per cent of their mitochondrial genes. If chance alone were the dominating factor, we might expect that at least a few species would have gone the whole hog by now, and transferred all mitochondrial genes to the nucleus. Not one has done so. All known mitochondria have retained at least a few genes. What’s more, mitochondria isolated from different species have invariably retained the same core of genes: they have independently lost the great majority of their genes but kept essentially the same handful, again implying that chance is not to blame. Interestingly, exactly the same applies to chloroplasts, which, as we have seen, are in a similar position: no chloroplast has lost all of its genes, and again, the same core of genes always figures among them. In contrast, other organelles related to mitochondria, such as hydrogenosomes and mitosomes, have almost invariably lost all
 their genes.

A number of reasons have been put forward to account for the fact that all known mitochondria have retained at least a few genes. Most are not terribly convincing. One idea once popular, for example, is that some proteins can’t be targeted to the mitochondria because they are too large or too hydrophobic—

but most of these proteins have in fact been successfully targeted to the mitochondria, either in one species or another, or by means of genetic engineering.

Clearly the physical properties of proteins are not insurmountable obstacles to
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their parcelling and delivery to the mitochondria. Another idea is that the mitochondrial genetic systems harbour exceptions to the universal genetic code, and so mitochondrial genes are no longer strictly analogous to nuclear genes. If these genes were moved to the nucleus and read off according to the standard genetic code, the resulting protein would not be quite the same as that produced by the mitochondrial genetic system, and might not function correctly.

But this can’t be the full answer either, as in many species the mitochondrial genes do
 conform to the universal genetic code. There is no discrepancy in these cases, and therefore no reason why all the mitochondrial genes could not be transferred to the nucleus—and yet they remain stubbornly in the mitochondria. Likewise, there are no variations in the universal genetic code in chloroplast genes, and yet, like mitochondria, they always retain a core contingent of genes on site.

The answer that I believe to be correct is only now gaining credence among evolutionary biologists, despite being put forward by John Allen, then at the University of Lund in Sweden, as long ago as 1993. Allen argues that there are many good reasons why all the mitochondrial genes should have moved to the nucleus, and no clear ‘technical’ reasons why any should have stayed.

Therefore, he says, there must be a very strong positive
 reason for their retention. They have not remained there by chance, but because natural selection has favoured their retention despite
 the manifold disadvantages. In the balance of pros and cons, the pros prevailed, at least in the case of the small number of genes that remain. But if the cons are so obvious and important, it is remarkable that we have overlooked the pros—they must be even weightier.

The reason, says Allen, is no less than the raison d’être
 of mitochondria: respiration. The speed of respiration is very sensitive to changing circumstances—whether we’re awake or asleep, or doing aerobics, sitting around, writing books, or chasing a ball. These sudden shifts demand that mitochondria adapt their activity at a molecular level—a requirement that is too important, and abruptly swinging, to be controlled at a distance by the bureaucratic confederation of genes far away in the nucleus. Similar sudden shifts in requirements occur not just in animals but also in plants, fungi, and microbes, which are even more subject to the vicissitudes of the environment (such as changing oxygen levels, heat, or cold) at the molecular level. To respond effectively to these abrupt changes, Allen argues, mitochondria need
 to maintain a genetic outpost on site, as the redox reactions that take place in the mitochondrial membranes must be tightly regulated by genes
 on a local basis. Notice that I’m referring to the genes themselves here, and not to the proteins that they encode; we’ll look into why the genes are important in a moment. But before we move on, let’s note that the need for local genetic rapid-response units not only explains why mitochondria must retain a contingent of genes, but also, I
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believe, why the bacteria could not evolve into more complex eukaryotic cells by natural selection alone.

The problem of poise

Let’s think back again to how respiration works. Electrons and protons are stripped from food, and react with oxygen to provide the energy that we need to live. The energy is released a bit at a time, by breaking the reaction into a series of small steps. These steps take place in the respiratory chain, down which electrons flow, as if down a tiny wire. At several points the energy released is used to pump protons across a membrane, trapping them on the other side, like water behind the dam of a reservoir. The flow of protons back from this reservoir, through special channels in the dam (the drive shafts of the ATPase motor) powers the formation of ATP, the energy ‘currency’ of the cell.

Let’s consider briefly the speed
 of respiration. Everything is coupled like cogs, so the speed of one cog controls the speed of the rest. So what controls the overall speed of the cogs? The answer is demand
 , but let’s think this through. If electrons flow quickly down the chain, then the protons are pumped quickly (for proton pumping depends on electron flow) and the proton reservoir ‘fills up’. A full reservoir, in turn, provides a high pressure to form ATP quickly, as protons flow back through the dedicated drive shaft of the ATPase. Now think what happens if there is no demand for ATP. In Chapter 4, we saw that ATP is formed from ADP and phosphate, and when it is broken down again, to provide energy, it reverts to ADP and phosphate. When demand is low, ATP is not consumed by the cell. Respiration converts all the ADP and phosphate into ATP, and that’s that: the raw materials are exhausted, and the ATPase must grind to a halt. If the ATPase motor is not turning, then protons can no longer pass through the drive shaft. The proton reservoir brims full. As a result, protons can no longer be pumped against the high pressure of the reservoir. And without proton pumping, electrons can’t flow down the chain. In other words, if demand is low, everything backs up and the speed of respiration slows right down until fresh demand starts all the wheels turning again. So the speed of respiration ultimately depends on demand.

But this is what happens when everything is working well and the cogs are well greased. There are other reasons for respiration to slow down, and these are not related to demand but to supply. We have noted one instance: the supply of ADP and phosphate. Normally, the concentration of these raw materials reflects the consumption of ATP, but it is always possible that there is simply a shortage of ADP and phosphate. Then there is the supply of oxygen or glucose.

If there is not enough oxygen around—if we are suffocating—electron flow down the chain must slow down because there is nothing to remove the elec-
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trons at the end. They are forced to back up in the chain, and everything else slows down just as if there were a shortage of ADP. What about glucose? Now the number of electrons and protons that enter the chain is restricted—as if we were starving—so the flow of electrons is forced to slow down, which is to say the volume of electrons flowing down the chain per second falls.

So, the overall speed of respiration should ideally reflect demand, which is to say consumption
 of ATP, but under difficult conditions, such as starvation or suffocation, or perhaps a metabolic shortage of raw materials, then the speed of respiration reflects the supply rather than the demand. In both cases, however, the overall speed of respiration is reflected in the speed that electrons flow down the respiratory chain. If electrons flow quickly, glucose and oxygen are consumed quickly, and by definition, respiration is fast. Now, after this little detour, we can return to the point. There is a third factor that causes respiration to slow down, and this relates neither to supply nor demand, but rather to the quality of the wiring: it relates to the components of the respiratory chain themselves.

The components of the electron-transport chains have a choice of two possible states: they can either be oxidized (they don’t have an electron) or they can be reduced (they do have an electron). Obviously they can’t be both at once—

they either have an electron or they don’t. If a carrier already has an electron, it can’t receive another one until it has passed on the first to the next carrier in the chain. Respiration will be held up until it has passed on this electron.

Conversely, if a carrier doesn’t have an electron, it can’t pass on anything to the next carrier until it has received an electron from an earlier carrier. Respiration will be held up until it receives one. The overall speed of respiration therefore depends on the dynamic equilibrium between oxidation and reduction. There are thousands of respiratory chains in a single mitochondrion. Respiration will proceed most rapidly when 50 per cent of the carriers within these chains are oxidized (ready to receive electrons from an earlier carrier), and 50 per cent are reduced (ready to pass on electrons to the next carrier). If the rate of respiration is plotted out mathematically, it fits the equation of a bell curve. Respiration is fast at the top of the bell curve and slows precipitously on either side, as the carriers become more oxidized or reduced. The point of optimal balance, the top of the bell curve at which respiration is fastest, is known as ‘redox poise’.

Straying from redox poise slows down energy production, and such inefficiency, as we have seen, is strongly selected against in bacteria.

But the penalty for straying from redox poise is worse than inefficiency: there is the devil to pay. All the carriers of the respiratory chain are potentially reactive—they ‘want’ to pass their electrons to a neighbour (they have a chemical propensity to do so). If respiration is progressing normally, each carrier is most likely to pass on its electrons to the next carrier in the chain, each one of which
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‘wants’ the electron a bit more than did its predecessor; but if the next carrier is already full then the chain becomes blocked. There is now a greater risk that the reactive carriers will pass on their electrons to something else instead. The most likely candidate is oxygen itself, which easily forms toxic free radicals such as the superoxide radical. I discussed the damage caused by free radicals in Oxygen
 ; here, the important point is that free radicals react indiscriminately to damage all kinds of biological molecules. Formation of free radicals by the respiratory chain has influenced life in profound and unexpected ways, including the evolution of warm-bloodedness, cell suicide, and ageing, as we’ll see in later chapters. For now, though, let’s just note that if the chain becomes blocked, it is more likely to leak free radicals, just as a blocked drainpipe is more likely to spring water from small cracks.

So there are two good reasons for sustaining poise: keeping respiration as fast as possible, and restricting the leak of reactive free radicals. But maintaining poise is not just a matter of keeping the correct balance of electrons entering the respiratory chains to those leaving at the other end: it also depends on the relative number of carriers within the chains, and this fluctuates because the carriers are continually replaced, like everything else in the body.

Let’s think about this for a moment. What happens if there aren’t enough carriers in the respiratory chains? A shortage of carriers means that the passage of electrons down the respiratory chain slows down, just as too few links in a human bucket chain means there is a slow supply of water getting to the fire.

Such a slow transfer of water to the fire equates to a shortage of water: even if the reservoir is full, the house will burn down. Conversely, if there are too many carriers in the middle of the chain, these accumulate electrons faster than they can be passed on down the chain. In the bucket chain analogy, the buckets are being passed faster at the beginning of the chain than at the end—there is a build-up in the middle and everything goes haywire. In both cases, respiration slows down because there is an imbalance in the number of carriers in the respiratory chains, not in the levels of any raw materials. If the concentration of any of these carriers gets out of kilter with the requirements of respiration, respiration slows, and free radicals leak out to cause damage.

Why mitochondria need genes

Now we are in a position to see why the mitochondria (and chloroplasts too) must retain a contingent of genes of their own. Let’s consider the last carrier of the respiratory chain, cytochrome oxidase, which we met in Chapter 4. Imagine that there are 100 mitochondria in a cell. One of these mitochondria does not have enough cytochrome oxidase. As a result, in this mitochondrion, respiration slows down, and electrons back-up in the chains, from where they can
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escape to form free radicals. The mitochondrion is inefficient and in danger of damaging itself. To rectify the situation, it needs to make more cytochrome oxidase, so it sends a message to the genes: Make more cytochrome oxidase!


How would this message operate? The signal might well be the free radicals themselves: a sudden burst of free radicals can alter gene activity through the action of transcription factors that leap into action only when oxidized by free radicals (they are said to be ‘redox-sensitive’). In other words, if there is not enough cytochrome oxidase, electrons back up in the chain and leak out as free radicals. The sudden appearance of free radicals is interpreted by the cell as a signal that there is not enough cytochrome oxidase. It responds accordingly by making some more.1

Let’s imagine that the genes are in the nucleus. The message arrives, and the nucleus sends orders to make more copies of cytochrome oxidase. It directs the newly minted proteins to the mitochondria using the standard address tag—

but this tag can’t discriminate between different mitochondria. As far as the nucleus is concerned, ‘mitochondria’ is a concept and all the mitochondria in the cell share exactly the same address (and it’s quite hard to see how this could be otherwise, given that the mitochondrial population is in a constant state of turnover). So the newly minted cytochrome oxidase is distributed to all 100

mitochondria. The mitochondrion that is short does not get enough. The rest receive too much and so immediately send a message back to the nucleus to say: Switch off cytochrome oxidase production!
 Clearly this situation is untenable.

Mitochondria inevitably lose control over respiration, and over-produce free radicals. Cells that lose respiratory control would certainly be selected against. At the very least—and this is a critical point—an inability to control respiration ought to limit the number of mitochondria that a cell could profitably maintain.

Now think what happens the other way round. Imagine that the genes for cytochrome oxidase are retained in the mitochondria. When the signal Makemore cytochrome oxidase!
 is sent, it only goes as far as the local gene contingent.

These local genes produce more cytochrome oxidase, which is immediately incorporated into the respiratory chains, correcting the imbalance in electron 1 One question is how the cell interprets a signal to ‘know’ that more cytochrome oxidase is needed. A free-radical signal is also produced if there is a low demand for ATP: electrons then back up in the respiratory chains, which leak radicals, but the situation is not improved by adding new complexes: there is still a low demand for ATP, and electron flow remains sluggish.

But the cell can detect ATP levels, and so in principle could combine two signals: ‘high ATP’

with ‘high free radicals’. An appropriate response would now be to dissipate the proton gradient, to maintain electron flow (see Part 2, page 92). There is evidence that this happens. In contrast, if there were not enough respiratory complexes, then ATP levels would decline and electrons again would back-up in the respiratory chains. Now the signal would combine ‘low ATP’ with ‘high free radicals’. Such a system could in theory discriminate the need for more respiratory complexes from low demand.

Why Mitochondria Make Complexity Possible 143

flow and restoring redox poise. When the message is sent back: Stop! Switch offcytochrome oxidase production!
 it, too, goes only as far as the local gene contingent, and affects only that single mitochondrion. Such a rapid local response could take place in any of the cell’s mitochondria and might in principle operate quite differently in different mitochondria in the same cell at the same time. The cell as a whole retains control over the speed of respiration, and so benefits despite the high costs of maintaining numerous genetic outposts. It would be worse to move the genes to the nucleus.

Professional biochemists or perceptive readers might object at this point. I mentioned in Part 2 that the respiratory complexes are constructed from a large number of subunits, as many as 45 separate proteins in complex I. Mitochondrial genes encode a handful of these subunits, but the great majority are encoded by nuclear genes. This means that the respiratory complexes are an amalgam encoded by two different genomes. How, then, could a few mitochondrial genes dominate? Surely any construction decisions would need to be shared with the nucleus? Not necessarily. It seems that the respiratory complexes assemble themselves around a few core subunits: once these core proteins have been implanted in the membrane they act as a beacon and a scaffold for the assembly of the rest of the subunits. So if the mitochondrial genes encoded these critical subunits, then they would control the number of new complexes being built. Effectively, the mitochondria make the construction decision, and plant a flag in the membrane; the nuclear components assemble themselves around the flag. Given that the nucleus serves hundreds of mitochondria at once, the overall number of flags in the cell as a whole, at any one time, might remain fairly constant. There would not need to be any change in the overall rate of nuclear transcription to compensate for fluctuations in individual mitochondria, but the effect would be to keep a tight grip on the rate of respiration in all the mitochondria in a cell at once.

If this is true, then Allen’s theory makes some specific predictions about which genes should be retained in the mitochondria. They should encode mostly the core electron-transport proteins in the respiratory chains, such as cytochrome oxidase—those that implant in the membrane like a flag, as if to say ‘ Build here!
 ’ This is indeed the case (see Figure 11). It is also the case for chloroplasts, which as we have seen are in a similar position. Of course, additional genes may also be retained (by chance or for other reasons) but both the mitochondrial and the chloroplast genes of all
 species always
 encode the critical electron-transport proteins, along with the necessary machinery to physically produce the proteins within the mitochondria (such as transfer RNA molecules). When gene loss has progressed to an extreme, it is only—and invariably—this core of respiratory genes that remains. For example, the mitochondria of Plasmodium
 , the cause of malaria, have retained just three protein-
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 Very simplified representation of the respiratory chain, showing the coding of the subunits. Each complex is composed on numerous subunits, about 46 in the case of complex I. Some of these are encoded by mitochondrial genes and some by nuclear genes.

John Allen’s hypothesis argues that mitochondrial genes are necessary to control the rate of respiration on a local basis, and for this to work, the subunits encoded by mitochondrial genes should be the core subunits inserted in the membrane. The figure shows that this is broadly true: the subunits encoded by mitochondrial genes (shown in grey) are embedded in the core of the membrane, whereas the subunits encoded by nuclear genes (shown in black) assemble around them. Complex II is not shown here. It does not pump any protons, and does not have any subunits encoded by mitochondrial genes.

coding genes, and as a result they have had to keep all the complex machinery needed to make these proteins in each and every mitochondrion. All three of these genes encode cytochromes—the core electron-transporting proteins of the respiratory chain—exactly as predicted.

The theory makes another prediction, which also seems to be broadly true.

This is that any organelles that do not need to conduct electrons will lose their genome. A good example of this is the hydrogenosome of some anaerobic eukaryotes (see Part 1, page 52). Hydrogenosomes are known to be related to mitochondria, and undoubtedly descend from bacteria. Their function is to carry out fermentations to generate hydrogen gas. They do not conduct electrons, and have no need to maintain redox poise. According to Allen’s theory, they should have no need of a genome—and in virtually all cases they have indeed lost it.

Barriers to complexity in bacteria

If mitochondria need
 a core of genes to control the speed of respiration, might this explain why bacteria can’t evolve into eukaryotes by natural selection alone? I believe so, although I should emphasize that this is my own speculation (which I have expanded on elsewhere: see Further Reading). Bacteria are about the same size as mitochondria, so clearly a single set of genes can control respiration over a certain area of energetic membranes. Presumably the same is true of bacteria that evolved extensive internal membrane systems, such as
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Nitrosomonas
 and Nitrosococcus
 . They get by with a single gene set, so presumably that must be enough too. But let’s expand our bacterium; let’s double the area of internal membranes. Now, perhaps, we’re beginning to lose control over some parts of the membrane. If you don’t think so, double the area again.

And again. We could double the internal membrane area of Nitrosomonas
 six or seven times before we’re level with the eukaryotes. I doubt we could maintain control over the speed of respiration now. How might we regain control?

One way would be to copy a subset of genes and delegate it to regulate the extra membranes—but how could we choose the right genes? There is no way I can think of that does not involve some kind of foresight (an awareness of which genes to choose), and evolution has none. The only way such delegation might work would be to replicate the entire genome, and then whittle away at one of the two genomes until all the superfluous genes were gone (as actually happened in the mitochondria). But how would we know which genome should lose its genes? Both must be active for genetic control to work. In the meantime, however, we have a bacterium with two active genomes, each under a heavy selective pressure to throw away any excess genes. Either of the two genomes might be expected to lose some genes—but then the two dissimilar genomes would compete with each other, potentially leading to the destruction of the cell (more on this in Part 6), and certainly not stabilizing it in the selective battle against other cells.

Such competition between genomes might be stopped if it was possible to demark the sphere of influence of each genome. The eukaryotes solved the sphere-of-influence problem by sealing off the mitochondrial genomes within a double membrane. This is not possible in bacteria, however. If the spare set of genes were sealed off, there would be no way of getting food supplies in and ATP out. In particular, ATP exporters do not exist among bacteria—exporting energy in the form of ATP to their competitors in the outside world would be a suicidal behavioural trait for bacteria. The ATP exporters, along with the family of 150 mitochondrial transport proteins to which they belong, are a eukaryotic invention. We know this because the gene sequences of the ATP exporters are clearly related in plants, animals, and fungi, but there are no similar bacterial genes. This implies that the ATP exporters evolved in the last common ancestor of all the eukaryotes, before the divergence of the major groups, but after the formation of the chimeric ancestral eukaryotic cell.

The eukaryotes had time to evolve such niceties because the relationship between the two partners of the chimera was stable over evolutionary time. The two partners lived in harmony together, and didn’t need anything else—there was ample time and stability for evolutionary change to take place. This stability was only possible because there were other advantages to the association between the collaborating partners. If the hydrogen hypothesis is correct, the
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initial advantage was the mutual chemical dependency of two radically different cells, which lasted for long enough for the ATP exporters to evolve. In the case of bacteria evolving simply by natural selection, however, there is no corresponding stability. Simply duplicating a gene set and sealing it off within a membrane could in itself provide no advantages in the interim. Far from it: maintaining extra genes and membranes without any payback is energy sapping, and would no doubt be swiftly dumped by natural selection. Whichever way we look at it, selection pressure is always likely to jettison the burdensome additional genes needed for respiratory control over a wide area of membranes in bacteria. The most stable state is always a small cell that respires across the outer cell membrane. Such a cell will almost invariably be favoured by selection in place of any larger, inefficient, free-radical-generating competitors.

So we can now finally appreciate the full set of barriers to large size and complexity in bacteria. Bacteria replicate as quickly as they can, and are limited at least partly by the speed at which they can generate ATP. They generate ATP by pumping protons across their external membrane. They can’t grow larger because their energetic efficiency tails away as their size increases. This fact in itself makes the predatory eukaryotic lifestyle unlikely, because phagocytosis requires a combination of large size with abundant energy that is precluded by respiration across the outer membrane. Some bacteria developed complex internal membrane systems. However, the area of these is several orders of magnitude less than that of the mitochondrial membranes in a single eukaryotic cell, because without gene outposts bacteria can’t control the speed of respiration over a wider area. Given the strong selection pressures for fast reproduction and efficient energy generation, any of the possible transition states en route
 to establishing such genetic outposts would likely have been selected against whenever they arose. Only endosymbiosis was stable enough to provide the long-term conditions necessary for respiratory control on a wider scale.

Would things have happened differently somewhere else in an infinite universe? Anything is possible, but it seems to me unlikely. Natural selection is probabilistic: similar selection pressures are most likely to generate similar outcomes anywhere in the universe. This explains why natural selection so often converges on similar solutions, such as eyes and wings. Despite 4000 million years of evolution, we know of no single example of bacteria that succeeded in becoming eukaryotes by natural selection alone, or for that matter, of any mitochondria that lost all of their genes and still functioned as mitochondria. I doubt whether such events would happen any more often anywhere else either.

What of a eukaryotic-style chimera? We saw in Part 1 that the eukaryotic cell evolved here on earth just once, by way of what seems to have been a deeply improbable chain of circumstances. Perhaps a similar concatenation would be
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repeated elsewhere, but I see nothing in the laws of physics to suggest that the rise of complexity was inevitable. Physics is stymied by history. At best, the evolution of multicellular complexity seems to have been improbable; and without a kernel of complexity, intelligence is unthinkable. Yet once the loop that had kept bacteria simple was broken, the birth of that first large, complex cell, the first eukaryote, marked the beginning of a road that led, almost inexorably, to the spectacular feats of bioengineering that we see all around us today, including ourselves. This path was just as dependent on mitochondria as the origin of the eukaryotic cell itself, for the existence of mitochondria made the evolution of large size and greater complexity not just possible, but probable.
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Part 4 Power Laws: Size and the Ramp of Ascending Complexity



Power Laws

Size and the Ramp of Ascending Complexity

Does life inherently become more

complex? There may be nothing in

the genes to push life up a ramp of

ascending complexity, but one force

lies outside the genes. Size and

complexity are usually linked, for

larger size requires greater genetic

and anatomical complexity. But there

is an immediate advantage to being

bigger: more mitochondria means

more power and greater metabolic

efficiency. It seems that two

revolutions were powered by

mitochondria—the accumulation of

DNA and genes in eukaryotic cells,

giving an impetus to complexity, and

the evolution of warm-blooded

animals, which inherited the earth.

The more the merrier—mitochondrial

numbers dictate the evolution of size and

complexity
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Size is a dominating bias in biology. By and large, we are

mostly interested in the largest life-forms—the plants, animals, and fungi that we can actually see. Our interest in bacteria or viruses tends to be anthropocentric, a morbid curiosity, probing into the horrors of the diseases that they cause, and the more gruesome the better.

Necrotizing bacteria that chew up whole limbs in a matter of days can hardly but attract more attention than the myriad microscopic plankton that exert such a profound influence on our planet’s climate and atmosphere. Textbooks on microbiology tend to focus disproportionately on pathogens, despite the fact that only a tiny proportion of microbes actually cause disease. When we search for signs of life in space, we are really seeking extraterrestrial intelligence: we want proper aliens with twisting tentacles, not microscopic bacteria.

In the last few chapters, we have considered the origins of biological complexity: why it was that bacteria gave rise to our own remotest ancestors, the first eukaryotes—morphologically complex cells with nuclei and organelles such as mitochondria. I have argued that the fundamental mechanism of energy generation in cells made symbiosis necessary for the evolution of complexity: eukaryotic cells almost certainly could not have evolved by natural selection alone. Generating energy using mitochondria inside the cell made this leap possible. While symbiosis is commonplace in eukaryotic cells, however, endosymbiosis in bacteria (in which one bacterium lives inside another) is far less common. It seems that bacterial endosymbiosis gave rise to the complex eukaryotic cell on just one occasion, perhaps by way of the improbable train of events discussed in Part 1.

Yet once the first eukaryotes had evolved, we can legitimately talk about a ramp of ascending complexity: the progression from single cells to human beings certainly looks like a ramp, more than a little dizzying, even if we are deceived by appearances. Now a larger question looms: what drove the eukaryotes to acquire greater size and complexity? One answer that was popular in Darwin’s day, and which enabled many biologists to reconcile evolution and religion, is that life innately becomes more complex. According to this line of reasoning, evolution leads to greater complexity in the same way that an embryo develops into an adult—it follows instructions, ordained by God, in which each step approaches closer to Heaven. Many of our turns of phrase, such as ‘higher organisms’ and the ‘ascent of man’, hark back to this philosophy, and are in common currency today despite the admonitions of evolution-

152 Size and the Ramp of Ascending Complexity ists right back to Darwin himself. Such metaphors are powerful and poetic, but can be profoundly misleading. Another visually striking metaphor, that electrons orbit the nucleus of an atom in the same way that planets orbit the sun, long concealed the fantastic mysteries of quantum mechanics. The idea that evolution is akin to embryonic development conceals the fact that evolution has no foresight: it cannot
 operate as a program (whereas the development of an embryo is necessarily programmed by the genes). So complexity can’t have evolved with the distant goal of approaching closer to God, but only as an immediate payback for an immediate advantage.

If the evolution of complexity was not programmed, are we to believe that it occurred merely by chance, or was it an inevitable outcome of the workings of natural selection? The fact that bacteria never showed the least tendency to become more complex (morphologically) argues against the possibility that natural selection inevitably favours complexity. Numerous other examples show that natural selection is as likely to favour simplicity as complexity. On the other hand, we have seen that bacteria are stymied by their respiration problem, but eukaryotes are not. Did complexity perhaps evolve in eukaryotes just because it could? Ridding himself of higher religious connotations, Stephen Jay Gould once compared complexity with the random meanderings of a drunkard: if a wall blocks his passage on one side of the pavement, then the drunkard is more likely to end up in the gutter, simply because there is nowhere else for him to go. In the case of complexity, the metaphorical wall is the base of life: it is not possible to be any simpler than a bacterium (at least as an independent organism), so life’s random walk could only have been towards greater complexity. A related view is that life became more complex because evolutionary success was more likely to be found in the exploitation of new niches—an idea known as the ‘pioneering’ theory. Given that the simplest niches were already occupied by bacteria, the only direction in which life could evolve was towards greater complexity.

Both these arguments imply there was no intrinsic advantage to complexity—in other words, there was no trait inherent to the eukaryotes that encouraged the evolution of greater complexity—it was simply a response to the possibilities offered by the environment. I don’t doubt for a moment that both of these theories account for certain trends in evolution, but I do find it hard to swallow that the entire edifice of complex life on Earth was erected by what amounts to evolutionary drift. The trouble with drift is its lack of direction, and I can’t help but feel there is something inherently directed about eukaryotic evolution. The great chain of being may be an illusion, but it is a compelling one, one that held mankind in its sway for 2000 years (since the ancient Greeks). Just as we must account for the apparent evolution of ‘purpose’ in biology (the heart as a pump, etc), so too we must account for the apparent

Power Laws 153

trajectory towards greater complexity. Can a random walk, stopping off at vacant niches on the way, really produce something that even looks
 like a ramp of complexity? To twist Stephen Jay Gould’s analogy, how come so many meandering drunkards didn’t end up in the gutter, but actually succeeded in crossing the road?

One possible solution, inherent to eukaryotic cells but not to bacteria, is sex.

That there is a link between sex and complexity has been argued persuasively by Mark Ridley in Mendel’s Demon
 . The trouble with asexual reproduction, says Ridley, is that it is not good at eliminating copying errors and harmful mutations in genes. The larger the genome, the greater the probability of a catastrophic error. The recombination of genes in sexual reproduction may lower this risk of error, and so raise the number of genes an organism can tolerate before undergoing a mutational meltdown (although this has never been proved). Clearly, however, the more genes an organism accumulates, the greater its possible complexity, so the invention of sex in eukaryotes might have opened the gates to complexity. While there is almost certainly some truth in this argument, there are also problems with the idea that sex stands at the gate-way to complexity, as Ridley himself concedes. In particular, the number of genes in bacteria is well below the theoretical asexual limit, even if they relied on asexual reproduction alone, which they do not (lateral gene transfer in bacteria helps restore genetic integrity). Ridley acknowledges that the data are ambivalent, and the asexual limit to gene number may fall somewhere between fruit flies and human beings. If so the gates of complexity could hardly have been thrown open by the evolution of sex. Something else must have been the gate-keeper.

I do think there was an inherent tendency for eukaryotes to grow larger and more complex, but the reason relates to energy rather than sex. The efficiency of energy metabolism may have been the driving force behind the rampant ascent of eukaryotes to diversity and complexity. The same principles underpin energetic efficiency in all eukaryotic cells, giving an impetus to the evolution of larger size in both unicellular and multicellular organisms, whether plants, animals, or fungi. Rather than being a random walk through vacant niches, or a march driven by the imperative of sex, the trajectory of eukaryotic evolution is better explained as an inherent tendency to become larger, with an immediate payback for an immediate advantage—the economy of scale. As animals become larger, their metabolic rate falls, giving them a lower cost of living.

I am here conflating size with complexity. Even if it is true that greater size is favoured by a lower cost of living, is there really a connection between size and complexity? Complexity is not an easy term to define, and in attempting to do so we are inevitably biased towards ourselves: we tend to think of complex beings in terms of their intellect, behaviour, emotions, language, and so on,

154 Size and the Ramp of Ascending Complexity rather than, for example, a complex life cycle, as in an insect with its drastic morphological transitions, from caterpillar to butterfly. In particular, I am not alone in my bias towards larger size: for most of us, I suspect, a tree appears more complex than a blade of grass, even though, in terms of photosynthetic machinery, grasses might be said to be more highly evolved. We insist that multicellular creatures are more complex than bacteria, even though the biochemistry of bacteria (as a group) is far more sophisticated than anything we eukaryotes can muster. We are even inclined to see patterns in the fossil record implying an evolutionary trend towards greater size (and presumably complexity), known as Cope’s Rule. While accepted with little question for a century, several systematic studies in the 1990s suggested that the trend is nought but an illusion: different species are equally likely to become smaller as they are larger.

We are so mesmerized by our fellow large creatures that we easily overlook the smaller ones.

So do we conflate size with complexity, or is it fair to say that larger organisms are in general more complex? Any increment in size brings along a new set of problems, many of which are related to the troublesome ratio of surface area to volume that we discussed in the previous chapter. Some of these issues were highlighted by the great mathematical geneticist J. B. S. Haldane, in a delightful 1927 essay entitled On Being the Right Size
 . Haldane considered the example of a microscopic worm, which has a smooth skin across which oxygen can diffuse, a straight gut for absorbing food, and a simple kidney for excretion. If its size were increased tenfold in each dimension, its mass would rise by 103, or 1000-fold. If all the worm’s cells retained the same metabolic rate it would need to take up a thousand times more oxygen and food, and excrete a thousand times more waste. The trouble is that if its shape didn’t change, then its surface area (which is a two-dimensional sheet) would increase by a factor of 102, or 100-fold. To match the heightened requirements, each square millimetre of gut or skin would need to take up 10 times more food or oxygen every minute, while its kidneys would need to excrete 10 times as much waste.

At some point a limit must be reached, beyond which larger size can be attained only by way of specific adaptations. For example, specialized gills or lungs increase the surface area for taking up oxygen (a man has a hundred square metres of lung), while the absorptive area of the gut is increased by folding. All these refinements require greater morphological, and supporting genetic, complexity. Accordingly, larger organisms tend to have a larger number of specialized cell types (anything up to 200 in humans, depending on the definition we use), and more genes. As Haldane put it: ‘The higher animals are not larger than the lower because they are more complicated. They are more complicated because they are larger. Comparative anatomy is largely the story of the struggle to increase surface area in proportion to volume.’
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As if the purely geometric obstacles to large size were not intractable enough, there are other disadvantages to being big. Large animals struggle to fly, burrow, penetrate thick vegetation, or walk on boggy ground. The consequences of a fall for large animals can be catastrophic, as the air resistance during a fall is proportional to the surface area (which is smaller, relative to body mass, for large animals). If we drop a mouse down a mineshaft, it will be briefly stunned, before scampering away. If we drop a man, he will break; if we drop a horse, according to Haldane, it will ‘splash’ (though I’m not sure how he knew). Life looks bleak for giants; why bother getting bigger? Again, Haldane offers a few reasonable answers: larger size gives greater strength, which aids in the struggle for a mate, or in the battle between predator and prey; larger size can optimize the function of organs, such as the eyes, which are built from sensory cells of fixed size (so more cells means larger eyes and better vision); larger size reduces the problems of water tension, which can be lethal for insects (often forcing them to drink using a proboscis); and larger size retains heat (and for that matter water) better, which explains why small mammals and birds are rarely found anywhere near the poles.

These answers make good sense, but they betray a mammal-centric view of life: none begins to explain why something as large as a mammal should have evolved in the first place. The question I’m interested in answering is not whether large mammals are better adapted than small mammals, but why it was that small cells gave rise to large cells, then larger organisms, and finally to highly dynamic, energetic creatures like ourselves; in essence, why anything exists that we can see at all. If being larger demands greater complexity, which has an immediate cost—a need for new genes, better organization, more energy—was there any immediate
 payback, some advantage to being bigger for its own sake, which could counter-balance the costly new organization? In Part 4, we’ll consider the possibility that the ‘power laws’ of biological scaling may have underpinned the apparent trajectory towards greater complexity that seems to have characterized the rise of the eukaryotes, while forever defying the bacteria.
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The Power Laws of Biology

They say that in London everyone lives within 6 feet of a rat. Denizens of the night, these rats are presumably dozing the day away somewhere beneath the floorboards, or in the drains. Or perhaps you’re reading this in bed, in which case they may be having a riot in the kitchen (in the house next door). Perhaps a few are decomposing in the drains too, as rats don’t live much longer than three years. Once feared as carriers of the black plague, rats still symbolize squalor and filth, but we are also indebted to them: in the laboratory, their clean-living cousins have helped rewrite the medical texts, serving as models of human diseases and (in that archaic turn of phrase) as guinea pigs for many new treat-ments. Rats are useful laboratory animals because they are like us in many ways—they, too, are mammals, with the same organs, the same layout and basic functionality, the same senses, even sensibilities—they share a lively curiosity about their surroundings. Rats, too, suffer from the equivalent diseases of old age—cancer, atherosclerosis, diabetes, cataracts, and so on, but offer the tremendous advantage that we don’t need to wait for seventy years to see whether a therapy is working—they suffer from such senile diseases within a couple of years. Like us, they are prone to overeat when bored, easily becoming obese. Anyone who owns a pet rat (commonly the researchers who work with them) knows they must guard against overfeeding and boredom. Hiding the raisins is a good idea.

We’re so close to rats (in every sense) that it might come as a shock to appreciate how much faster their organs must work than ours: their heart, lungs, liver, kidneys, intestines (but not the skeletal muscle) must work on average seven
 times harder than ours. Let me specify what I mean by this. Let a modern-day Shylock take one gram of flesh from a rat, and another from a human being—perhaps a bit of liver. Both bits of liver contain roughly the same number of cells, which are about the same size in rats and humans. If we can keep the tissue alive for a while, and measure its activity, we’ll see that the gram of rat liver consumes seven times as much oxygen and nutrients per minute as its human counterpart—even though we could hardly tell which piece was which down the microscope. I should stress that this is purely an empirical finding; why
 it happens is the subject of this chapter.
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Even though the reasons behind this striking difference in metabolic rate are obscure, the consequences are certainly important. Because the cells in a rat and a human being are of a similar size, each individual rat cell must work seven times harder (nearly as fast as Haldane’s geometrically challenged worm). The repercussions permeate all aspects of biology: each cell must copy its genes seven times faster, make seven times as many new proteins, pump seven times as much salt out of the cell, dispose of seven times as many dietary toxins, and so on. To sustain this rapid metabolism, the rat as a whole must eat seven times as much food relative to its size. Forget the appetite of a horse. If we had the appetite of a rat, instead of feeling full after a 12 ounce steak, we’d want to eat a five pounder! These are fundamental mathematical relationships, which have nothing to do with genes (or at least nothing directly), and go part way to explaining why rats live for three years, while we live out our three score years and ten.

Rats and humans sit on an extraordinary curve, which connects shrews, one of the smallest mammals, with elephants and even blue whales, the largest (see Figure 12). Large animals clearly consume more food and oxygen than small animals. However, given a doubling in mass, oxygen consumption does not rise by as much as one might predict. If the mass is doubled, so is the total number of cells. If each cell needs the same amount of energy to stay alive, then doubling the mass ought to double the quantity of food and oxygen required. This assumes an exact equivalence: for every rise in mass, there is an equivalent rise in metabolic rate. Yet this is not actually what happens. As animals become larger, their cells need fewer
 nutrients to stay alive. Effectively, large animals have a rather slower metabolic rate than they ‘should’ have. For every step in mass, there is a smaller step up in metabolic rate. We have seen there is a sevenfold difference between a rat and a man. The larger the animal gets, the less it needs to eat per gram weight. In the case of the elephant and the mouse, for example, if we work out the quantity of food needed to sustain each cell (or per gram weight), the elephant requires 20 times less food and oxygen every minute. Put the other way around, an elephant-sized pile of mice would consume 20 times more food and oxygen every minute than the elephant does itself. Clearly it’s cost-effective to be an elephant; but can the cost savings of greater size explain the tendency of organisms to grow larger and more complex over evolution?

Metabolic rate is defined as the consumption of oxygen and nutrients. If the metabolic rate falls, then each cell consumes less food and oxygen. And if all the cells in the body consume less oxygen, then the breathing rate, heartbeat, and so forth, can all afford to slow down. This is why the heartbeat of an elephant is ponderous in comparison to the fluttering beat of a mouse—the individual cells of an elephant need less fuel and oxygen, so the elephant’s heart doesn’t

158 Size and the Ramp of Ascending Complexity need to beat as vigorously to provide them (this assumes that the heart is the same size, relative to the overall size of the animal). Another unexpected consequence is that the rate of ageing slows down. Mice live for 2 or 3 years, and elephants for about 60, yet both have a similar number of heartbeats in their lifetime, and over their lives their component cells consume around about the same quantity of oxygen and food (the elephant in 60 years, the mouse in 3).

The cells seem able to burn a fixed amount of energy, but the elephant burns its quota more slowly than the mouse (its cells have a slower metabolic rate), and it does so, apparently, just because it is bigger. Such relationships have a profound effect on ecology and evolution. The size of animals influences their population density, the range of distances they travel in a day, the number of offspring, the time to reproductive maturity, the speed of population turnover, and the rate of evolution, such as the origin of new species. All of these traits can be predicted, with startling accuracy, from nothing more than the metabolic rate of individual animals.


Why
 metabolic rate should vary with size has perplexed biologists, and indeed physicists and mathematicians, for well over a century. The first person to study the relationship systematically was the German physiologist Max Rubner. In 1883, Rubner plotted the metabolic rates of 7 dogs, ranging in weight from 3.2 to 31.2 kilograms. The raw data trace a curve, but if instead the data are plotted out as a log–log plot, they fit a straight line. There are various reasons for using a log plot, but the most important is that this allows the multiplication factor to be seen clearly: instead of adding steps at a fixed distance along an axis (10 10 10, and so on), a log graph multiplies them (10 10 10, and so on).

This shows how many multiplications of a parameter correspond to multiplications of another. Consider a simple cube. If we plot log surface area on one axis, and log volume on another, we can plot out how they change relative to one another as the size of the cube is increased. For every tenfold increase in the width of the cube, we see a 100-fold increase in the cube’s surface area, and a 1000-fold increase in volume. On a log–log plot, an increase in surface area of 100-fold corresponds to two steps, and the increase in volume to three steps.

This gives the slope of the line. In the case of the cube, the slope is 2/3, or 0.67—

for every two steps in surface area there are three steps in volume. The slope of the line connecting the points is the exponent
 , which is usually written as a superscript after the number it applies to, so in this case the exponent would be written as 2/3. By definition, an exponent denotes how many times a number should be multiplied by itself (so 22 2 2, while 24 2 2 2 2) but when dealing with fractional
 exponents, like 2/3, it’s much easier to think in terms of the slope of a line on a log-log graph. If the exponent is 1, this means that for every step along one axis, there is an equal step along the other axis: the two parameters are directly proportional. If the exponent is ¼, this means that
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for every step along one axis, there are four steps along the other: there is a consistent but disproportionate relationship.

Let’s return to Max Rubner. When plotting log metabolic rate against log mass, Rubner discovered that the metabolic rate was proportional to the mass with an exponent of 2/3. In other words, for every two steps in log metabolic rate there were three steps in log mass. This is of course exactly the same as the relationship between the surface area and the volume of a cube, which we just discussed. For his dogs, Rubner explained the relationship in terms of heat loss.

The amount of heat generated by metabolism depends on the number of cells, whereas the rate at which the heat is lost to the surroundings depends on the surface area (just as the amount of heat emitted by a radiator depends on its surface area). As animals get larger, their mass rises faster than their surface area. If all the cells continued to generate heat at the same rate, the overall rate of heat production would rise with body mass, but heat loss
 would depend on the surface area. Larger animals would retain more heat. If all the cells of an elephant generated heat at the same rate as those of a mouse, it would melt—

literally. More constructively, if the point of a fast metabolic rate is to keep warm, and large animals retain heat better, then there is less need for an elephant to have a fast metabolic rate: it is as fast as it needs to be to maintain a stable body temperature of about 37C. Thus, as animals increase in size their metabolic rate slows down by a factor that corresponds to the ratio of surface area to mass.

In considering dogs, of course, Rubner was considering only one species, even though the different breeds vary dramatically in size and appearance. Half a century later, the Swiss-American physiologist Max Kleiber plotted log metabolic rate against log mass of different species, and constructed his famous curve from mice to elephants. To his and everybody else’s surprise, the exponent was not 2/3 as expected, but 3/4 (0.75; or in actual fact 0.73, rounded up; Figure 12). In other words, for every three steps in the log metabolic rate, there were four steps in log mass. Other researchers, notably the American Samuel Brody, came to a similar conclusion. Even more unexpectedly, the 0.75

exponent turned out to apply to more than just the mammals: birds, reptiles, fish, insects, trees, even single-celled organisms, have all been placed on the same curve: metabolic rate is claimed to vary with the 3/4 power of mass (or mass3/4) across an extraordinary 21 orders of magnitude. Many other traits also vary with an exponent based on multiples of one quarter (such as 1/4 or 3/4), giving rise to the general term ‘quarter-power scaling’. For example, the pulse rate, the diameter of the aorta (even the diameter of tree trunks), and lifespan, all conform roughly to ‘quarter-power scaling’. A minority of researchers, most persuasively Alfred Heusner at UC Davis, have contested the universal validity of quarter-power scaling, but it has nonetheless entered virtually all standard
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12
 Graph showing the scaling of resting metabolic rate with body mass across mammals of widely differing mass, from mouse to elephant. The slope of the line on a log–log plot is ¾, or 0.75, which is to say that the line rises 3 steps up the vertical axis in the space of 4

steps on the horizontal axis. This slope gives the exponent. The metabolic rate is said to vary with the three-quarter power of mass, or mass3/4.

biological texts as ‘Kleiber’s law’. It is often said to be one of the few universal laws in biology.1

Why on earth metabolic rate should vary with the 3/4 power of mass remained a mystery for another half century; and indeed the glimmerings of an answer are only now beginning to materialize, as we shall see. But one point was patent: while a 2/3 exponent, connecting the metabolic rate with the surface area to volume ratio, made sense for warm-blooded mammals and birds, there was no obvious reason why it should apply to cold-blooded animals, such as reptiles and insects: they don’t generate heat internally (or at least not much), so the balance of heat generation and heat loss could hardly be the dominating factor. From this perspective a 3/4 exponent made as much, and as little, sense as a 2/3 exponent. But while various attempts have been made to rationalize the 3/4 exponent, none ever really convinced the whole field.

Then, in 1997, a high-energy particle physicist at Los Alamos National 1 How do we reconcile Max Rubner’s exponent of 2/3 with Max Kleiber’s 3/4? The usual answer is that within species the metabolic rate does indeed vary with 2/3, and the 3/4 exponent only becomes apparent when we compare different species.
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Laboratory, Geoffrey West, joined forces with the ecologists James Brown and Brian Enquist, at the University of New Mexico, Albuquerque (through the Santa Fe Institute, an organization that fosters cross-disciplinary collaborations). They came up with a radical explanation based on the fractal geometry of branching supply networks, such as the circulatory system of mammals, the respiratory tubes of insects (the trachea), and the plant vascular system. Their densely mathematical model was published in Science
 in 1997, and the ramifi-cations (if not the maths) swiftly captured the imagination of many.

The fractal tree of life

Fractals (from the Latin fractus
 , broken) are geometric shapes that look similar at any scale. If a fractal is broken into its constituent parts, each part still looks more or less the same, because, as the pioneer of fractal geometry Benoit Mandelbrot put it, ‘the shapes are made of parts similar to the whole in some way’. Fractals can be formed randomly by natural forces such as wind, rain, ice, erosion, and gravity, to generate natural fractals, like mountains, clouds, rivers, and coastlines. Indeed, Mandelbrot described fractals as ‘the geometry of nature’, and in his landmark paper, published in Science
 , in 1967, he applied this approach to the question advanced in its title: How Long is the Coast of Britain?


Fractals can also be generated mathematically, often by using a reiterative geometric formula to specify the angle and density of branches (the ‘fractal dimension’).

Both types of fractal share a property known as scale invariance, which is to say they ‘look’ similar whatever the magnification. For example, the contours of a rock often resemble those of a cliff or even a mountain, and for this reason geologists like to leave a hammer lying around in photographs, to enable viewers to grasp the scale. Similarly, the pattern of river tributaries looks alike for a vast continental system, such as the Amazon basin when viewed from space, or small streams seen from the top of a hill, or even soil erosion in the back garden from the bathroom window. For mathematical ‘iterative’ fractals, a repeating geometric rule is used to generate an infinite number of similar shapes. Even the most complex and beautiful fractal images, seen adorning T-shirts and posters, are built from reiterations of geometric rules (often quite complicated ones), followed by plotting the points spatially. For many of us, this is as close as we’ll ever get to the beauty of deep mathematics.

Most of nature’s fractals are not really true fractals, in that their scale invariance does not extend to infinity. Even so, the pattern of twigs on a branch resembles the branching of the tree as a whole; and the branching pattern of blood vessels in a tissue or an organ resembles that of the body as a whole—it can be difficult to grasp the scale. Stepping up again in scale, the cardiovascular
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followed by six zeros). When networks retain a similar appearance over such a scale, the natural language to describe them is fractal geometry; if nature’s branching networks are not true fractals, they are still close enough to be modelled accurately using these mathematical principles.

West, Brown, and Enquist asked themselves whether the fractal geometry of nature’s supply networks might account for the apparently universal scaling of metabolic rate with body size. This makes perfectly good sense, for the metabolic rate corresponds to the consumption of food and oxygen, and these don’t arrive at the individual cells of an animal by diffusing across the body surface, but by way of the branching supply network—blood vessels in our own case. If the metabolic rate is constrained by the delivery of these nutrients, it’s reasonable to assume that it should depend ultimately on the properties of the supply network. In their 1997 Science
 paper, West, Brown, and Enquist made three basic assumptions. First, they assumed that the network serves the entire organism—it must supply all cells, and so fill the entire volume of the organism.

Second, they assumed that the smallest branch of the network, the capillary, is a size-invariant unit, which is to say that all capillaries are the same size in all animals, regardless of the size of the animal. And third, they supposed that the energy necessary to distribute resources through the network is minimized: over evolutionary time, natural selection has optimized the supply network to deliver nutrients with the minimum time and effort.

A number of other factors, relating to the elastic properties of the tubes themselves, also needed to be considered, but we needn’t worry about these here.

The upshot is this. To maintain a self-similar fractal network (one that ‘looks’

the same on any scale), while scaling up the body size over orders of magnitude, the total number of branches rises more slowly than the volume. This is observed to be true. For example, a whale is 107 (10 million) times heavier than a mouse, but has only 70 per cent more branches going from the aorta to the capillaries. According to the idealized calculations of fractal geometry, the supply network ought to take up relatively less space in a large animal, and so each capillary ought to serve a larger number of ‘end-user’ cells. Of course this means that cells must partition less food and oxygen between them; and if they receive less food to burn, then presumably they would be forced to have a slower metabolic rate. How much slower, exactly? The fractal model predicts that the metabolic rate should correspond to body mass to the power of ¾.

Picture this as the slope of the line on a log-log plot: for every three steps in log metabolic rate, there are four steps in log mass. In other words, the fractal model calculates, from first principles, that the metabolic rate should scale with
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mass3/4, thus explaining the universality of Kleiber’s law, the quarter-power scaling rule. If this is true, then the entire living world is subject to the rules of fractal geometry. They determine body size, population density, lifespan, speed of evolution—everything.

As if this weren’t enough, the fractal model goes still further and makes a radical general prediction. Because Kleiber’s law apparently applies not only to large organisms that manifestly have a branching supply network, like mammals, insects, and trees, but also to simpler creatures that seem to lack a supply network, like single cells, then they too must have some sort of fractal supply network. This is radical as it implies that there exists a whole echelon of biological organization that we have not yet detected, and even the proponents feel obliged to talk about a ‘virtual’ network, whatever that might be. Even so, many biologists are receptive to the possibility, for the cytoplasm is now seen to be far more organized than the amorphous jelly that is passed off in text books. The nature of this organization is elusive, but it is clear that the cytoplasm ‘streams’ through the cell, and that many biochemical reactions are more carefully defined in space than had been assumed. Most cells have a complex internal architecture, including branching networks of cytoskeleton filaments and mitochondria; but is this really a fractal network, that obeys the same laws of fractal geometry? While it unquestionably branches, there is a very modest resemblance to the tree-like
 network of circulatory systems (Figure 13). If fractal geometry applies to self-similar systems, these do not look similar.

To address such intangibles, West, Brown, and Enquist recast their model to eliminate the need for explicit structures, like a branching anatomy, grounding it instead in the geometry of hierarchical networks (networks embedded within networks, like a set of Russian dolls). Other physicists, notably Jayanth Banavar at the University of Pennsylvania and his colleagues, have attempted to sim-plify the network model to eliminate the need for fractal geometry altogether; but they, too, specify a branching supply network. Various abstruse mathematical arguments have filled the pages of prestigious science journals every few months since the late 1990s, often delivering withering mathematical ripostes, such as ‘this must be incorrect because it violates dimensional homo-geneity. . .’ The debate tends to polarize biologists, who are only too aware of exceptions to supposedly universal rules (‘yeah, but what about the crayfish?’), and physicists, like West, who seek a single unifying explanation. West doesn’t mince his words: ‘If Galileo had been a biologist he would have written volumes cataloguing how objects of different shapes fall from the leaning tower of Pisa at slightly different velocities. He would not have seen through the distracting details to the underlying truth: if you ignore air resistance, all objects fall at the same rate regardless of their weight.’
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13
 The mitochondrial network in a mammalian cell in a tissue culture, stained with the dye MitoTracker. Mitochondria often move around the cell, and can form into reticulated networks, as here, but these networks don’t really resemble a fractal tree.

Supply and demand—or demand and supply?

West and Brown teamed up with the Los Alamos biochemist William Woodruff to report perhaps the most thought-provoking finding of all in 2002. They published data in the Proceedings of the National Academy of Sciences
 in which they extended their fractal model to the mitochondria. They showed that mitochondria, and even the thousands of miniscule respiratory complexes within individual mitochondria, could be plotted onto the same universal quarter-power scale. In other words, they said, the relationship between metabolic rate and body size extends from the level of individual respiratory complexes right up to
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the blue whale, spanning ‘an astounding 27 orders of magnitude’. When I set out the proposal for this book, I had it in mind to discuss their paper. I had read it carefully enough to find the central argument compelling, but had not really come to grips with its implications. I’ve been struggling with them ever since—

is it true that a straight line connects the metabolic rate of individual complexes within the mitochondria with the metabolic rate of a blue whale? And if it is true, what does it mean?

Because the metabolic rate is defined as the rate of oxygen consumption, which takes place mainly in the mitochondria, then ultimately the metabolic rate reflects the energetic turnover of the mitochondria themselves. The base-line rate of mitochondrial energy production is proportional to the size of the organism. According to West and his colleagues, the slope of this line is determined by the properties of the supply network connecting to the cells, then to the mitochondria, and finally, deep inside, to the respiratory complexes themselves. This means that the telescopic series of networks constrains
 the metabolic rate, and forces
 a particular metabolic rate on individual mitochondria. West and his colleagues do refer to the network as a constraint, what they call ‘network hierarchy hegemony’.2 But if the supply networks do constrain the metabolic rate, then as animals become larger the metabolic rate of individual mitochondria is forced
 to slow down, regardless of whether this is good or not. The maximum power they can possibly attain must fall
 . Why? Because as animals get bigger, the scaling of the network constrains each capillary to feed a larger number of cells (or the model doesn’t work at all). Metabolic rate is obliged
 to fall in harness with capillary density. As West and colleagues admit, this is a constraint
 of larger size, not an opportunity, and has nothing to do with efficiency.

If this is true, then one of West’s colloquial arguments must be wrong. He argues: ‘As organisms grow in size, they become more efficient. That is why 2 In fact they make a specific prediction based on this. The presence of a network obliges individual mitochondria to operate more slowly than they would if they were relieved from the constraints of the network. When grown in culture, cells have a lavish supply of nutrients delivered to them directly from the surrounding medium: there is no network, so cells can’t be constrained by it. If unconstrained, the metabolic rate should rise. On this basis, West, Woodruff, and Brown calculate that cultured mammalian cells should become more metabolically active in culture, and they predict that cells should contain approximately 5000 mitochondria after several generations in culture, each with about 3000 respiratory complexes.

These numbers seem wrong. Mammalian cells tend to adapt to culture by losing
 mitochondria, becoming instead dependent on fermentation to provide energy, giving off the waste product lactate. Accumulation of lactate is known to impede the growth of mammalian cell cultures. As to the number of respiratory complexes in a single mitochondrion, most estimates are in the order of 30 000, not 3000. Far from ‘agreeing with observation’, West, Woodruff, and Brown’s estimate appears to be an order of magnitude out.

166 Size and the Ramp of Ascending Complexity nature has evolved large animals. It’s a much better way of utilising energy.’ If West’s fractal argument is correct, then the truth must actually be the reverse.

As animals become larger, their constituent cells are forced
 by the supply network to use less energy. Large animals must find a way of surviving with less power, at least in relation to their mass. This is not efficiency so much as rationing. If the network really does constrain metabolic rate, this adds up to another reason why the evolution of large size, and with it complexity, is so improbable.

So are organisms constrained by their network? The network is certainly important, and may well be fractal in its behaviour, but there are good reasons to question whether the network constrains
 the metabolic rate. In fact, the contrary may be true: there are certainly some instances in which the demand
 controls the network. The balance between supply and demand might seem more relevant to economists, but in this instance it makes the difference between an evolutionary trajectory towards greater complexity, and a world perpetually stuck in a bacterial rut, in which true complexity is unlikely to evolve. If cells and organisms become more efficient as they become bigger, then there really are rewards for larger size, an incentive to get bigger. And if size and complexity really do go hand in hand, then any rewards for larger size are equally rewards for greater complexity. There are good reasons for organisms to become larger and more complex in evolution. But if larger size is only rewarded by enforced frugality, the tight-fisted welcome of a miser, then why does life tend to get larger and more complex? Large size is already penalized by the requirement for more genes and better organization, but if the fractal model is right, size is also penalized by an everlasting vow of poverty—what’s in it for giants?

Questioning the universal constant

There are various reasons to question whether the fractal model is really true, but one of the most important is the validity of the exponent itself—the slope of the line connecting the metabolic rate to the mass. The great merit of the fractal model is that it derives the relationship between metabolic rate and mass from first principles. By considering only the fractal geometry of branching supply networks in three-dimensional bodies, the model predicts that the metabolic rate of animals, plants, fungi, algae, and single celled organisms should all be proportional to their mass to the power of ¾, or mass0.75. On the other hand, if the steady accumulation of empirical data shows that the exponent is not
 0.75, then the fractal model has a problem. It comes up with an answer that is found empirically not to be true. The empirical failings of a theory may inculcate a fantastic new theory—the failings of the Newtonian universe ushered in relativity—but they also lead, of course, to the demise of the original model. In our
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case here, fractal geometry can only explain the power laws of biology if the power laws really exist—if the exponent really is a constant, the value of 0.75

genuinely universal.

I mentioned that Alfred Heusner and others have for decades contested the validity of the 3/4 exponent, arguing that Max Rubner’s original 2/3 scaling was in fact more accurate. The matter came to a head in 2001 when the physicists Peter Dodds, Dan Rothman, and Joshua Weitz, then all at MIT in Cambridge, Massachusetts, re-examined ‘the 3/4 law’ of metabolism. They went back to the original data sets of Kleiber and Brody, as well as other seminal publications, to examine how robust the data really were.

As so often happens in science, the apparently solid foundations of a field turned to rubble on closer inspection. Although Kleiber’s and Brody’s data did indeed support an exponent of 3/4 (or in fact, of 0.73 and 0.72, respectively) their data sets were quite small, Kleiber’s containing only 13 mammals. Later data sets, comprising several hundred species, generally failed to support the 3/4 exponent when re-analysed. Birds, for example, scale with an exponent close to 2/3, as do small mammals. Curiously, larger mammals seem to deviate upwards towards a higher exponent. This is in fact the basis of the 3/4 exponent. If a single straight line is drawn through the entire data set, spanning five or six orders of magnitude, then the slope is indeed approximately 3/4. But drawing a single line already makes an assumption that there is
 a universal scaling law. What if there is not? Then two separate lines, each with a different slope, better approximate the data, so large mammals are simply different from small mammals, for whatever reason.3

This may seem a little messy, but are there any strong empirical reasons to favour a nice crisp universal constant? Hardly. When plotted out reptiles have a steeper slope of about 0.88. Marsupials have a lower slope of 0.60. The frequently cited 1960 data set of A. M. Hemmingsen, which included single-celled organisms (making the 3/4 rule look truly universal) turned out to be a mirage, reforming itself around whichever group of organisms were selected, with slopes varying between 0.60 and 0.75. Dodds, Rothman, and Weitz concurred an earlier re-evaluation, that ‘a 3/4 power scaling rule. . . for unicellular organisms generally is not at all persuasive.’ They also found that aquatic invertebrates and algae scale with slopes of between 0.30 and 1.0. In short, a single universal constant cannot be supported within any individual phyla, and can only be perceived if we draw a single line through all phyla, incorporating many orders of magnitude. In this case, even though individual phyla don’t support the universal constant, the slope of the line is about 0.75.

3 Another re-analysis, published in 2003 by Craig White and Roger Seymour, at the University of Adelaide, came to a similar conclusion.

168 Size and the Ramp of Ascending Complexity West and his collaborators argue that it is precisely this higher level of magnification that reveals the universal importance of fractal supply networks—the non-conformity of individual phyla is just irrelevant ‘noise’, like Galileo’s air resistance. They may be right, but one must at least entertain the possibility that the ‘universal’ scaling law is a statistical artefact produced by drawing a single straight line through different groups, none of which conforms individually to the overall ‘rule’. We might still favour a universal law if there was a good theoretical basis for believing it to exist—but it seems the fractal model is also questionable on theoretical grounds.

The limits of network limitation

There are some circumstances when it is clear that supply networks do constrain function. For example, the network of microtubules within individual cells are highly efficient at distributing molecules on a small scale, but probably set an upper limit to the size of the cell, beyond which a dedicated cardiovascular system is required to meet demand. Similarly, the system of blind-ending hollow tubes, known as trachea, which deliver oxygen to the individual cells of insects, impose quite a low limit to the maximum size that insects can attain, for which we can be eternally grateful. Interestingly, the high concentration of oxygen in the air during the Carboniferous period may have raised the bar, facilitating the evolution of dragonflies as big as seagulls, which I discussed in Oxygen
 . The supply system can also influence the lower limits to size. For example, the cardiovascular system of shrews almost certainly nears the lower size limit of mammals: if the aorta gets much smaller, the energy of the pulse is dissipated, and the drag caused by blood viscosity overcomes smooth flow.

Within such limits, does the supply network limit the rate of delivery of oxygen and nutrients, as specified by the fractal model? Not really. The trouble is that the fractal model links the resting
 metabolic rate with body size. The resting metabolic rate is defined as oxygen consumption at rest, while sitting quietly, well fed but not actively digesting a meal (the ‘post-absorptive state’). It is therefore quite an artificial term—we don’t spend much time resting in this state, still less do animals living in the wild. At rest, our metabolism cannot be limited by the delivery of oxygen and nutrients. If it was, we would not be able to break into a run, or indeed sustain any activity beyond sitting quietly. We wouldn’t even have the reserves of stamina required to digest our food. In contrast, though, the maximum
 metabolic rate—defined as the limit of aerobic performance—is unquestionably limited by the rate of oxygen delivery. We are swiftly left gasping for breath, and accumulate lactic acid because our muscles must turn to fermentation to keep up with demand.

If the maximum metabolic rate also scaled with an exponent of 0.75, then the
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fractal model would hold, as the fractal geometry would predict the maximal aerobic scope, which is to say the range of aerobic capacity between resting and maximum exertion. This might happen if the maximal and resting metabolic rates were connected in some way, such that (evolutionarily) one could not rise unless the other did. This is not implausible. There certainly is
 a connection between the resting and maximal metabolic rates: in general, the higher the maximal metabolic rate, the higher the resting metabolic rate. For many years, the ‘aerobic scope’ (the increase in oxygen consumption from resting to maximal metabolic rate) was said to be fixed at 5 to 10-fold; in other words, all animals consume around 10 times more oxygen when at full stretch than at rest.

If true, then both the resting and the maximal metabolic rates would scale with size to the power of 0.75. The entire respiratory apparatus would function as an indivisible unit, the scaling of which could be predicted by fractal geometry.

So does the maximum metabolic rate scale with an exponent of 0.75? It’s hard to say for sure, as the scatter of data is confoundingly high. Some animals are more athletic than others, even within a species. Athletes have a greater aerobic scope than couch potatoes. While most of us can raise oxygen consumption 10-fold during exercise, some Olympic athletes have a 20-fold scope. Athletic dogs like greyhounds have a 30-fold scope, horses 50-fold; and the pronghorn antelope holds the mammalian record with a 65-fold scope. Athletic animals raise their aerobic scope by making specific adaptations to the respiratory and cardiovascular systems: relative to their body size, they have a greater lung volume, larger heart, more haemoglobin in red cells, a higher capillary density, and suchlike. These adaptations do not rule out the possibility that aerobic scope might be linked to size as well, but they do make it hard to disentangle size from the muddle of other factors.

Despite the scatter, there has long been a suspicion that the maximum metabolic rate does
 scale with size, albeit with an exponent that seemed greater than 0.75. Then in 1999, Charles Bishop, at the University of Wales in Bangor, developed a method of correcting for the athletic prowess of a species, to reveal the underlying influence of body size. Bishop noted that the average mammalian heart takes up about 1 per cent of body volume, while the average haemoglobin concentration is about 15 grams per 100 ml of blood. As we have seen, athletic mammals have larger hearts and a higher haemoglobin concentration. If these two factors are corrected against (to ‘normalize’ data to a standard), 95 per cent of the scatter is eliminated. Log maximum metabolic rate can then be plotted against log size to give a straight line. The slope of this line is 0.88—roughly, for every four steps in metabolic rate there are five steps in mass. Critically, this exponent of 0.88 is well above that for resting metabolic rate. What does that mean? It means that maximum metabolic rate and mass are closer to being directly proportional—we are closer to the expectation that

170 Size and the Ramp of Ascending Complexity for every step in mass we have a similar step in metabolic rate. If we double the body mass—double the number of cells—then we very nearly double the maximum metabolic rate. The discrepancy is less than we find for the resting metabolic rate. This means that the aerobic scope rises with body size—the larger the animal, the greater the difference between resting and maximum metabolic rate; in other words, larger animals can in general draw on greater reserves of stamina and power.

This is all fascinating, but the most important point, for our purposes, is that the slope of 0.88 for maximal metabolic rate does not tally with the prediction (0.75) of the fractal model—and the difference is statistically highly significant.

On this count, too, it seems that the fractal model does not correspond to the data.

Just ask for more

So why does the maximal metabolic rate scale with a higher exponent? If doubling the number of cells doubles the metabolic rate, then each constituent cell consumes the same amount of food and oxygen as before. When the relationship is directly proportional, the exponent is 1. The closer an exponent is to 1, then the closer the animal is to retaining the same cellular metabolic power. In the case of maximum metabolic rate, this is vital. To understand why it is so important, let’s think about muscle power: clearly we want to get stronger as we get bigger, not weaker. What actually happens?

The strength of any muscle depends on the number of fibres, just as the strength of a rope depends on the number of fibres. In both cases, the strength is proportional to the cross-sectional area; if you want to see how many fibres make up a rope, you had better cut the rope—it’s strength depends on the diameter of the rope, not its length. On the other hand, the weight of the rope depends on its length as well as its diameter. A rope that is 1 cm in diameter and 20 metres long is the same strength, but half the weight, as a rope that is 1 cm in diameter and 40 metres long. Muscle strength is the same: it depends on the cross-sectional area, and so rises with the square of the dimensions, whereas the weight of the animal rises with the cube. This means that even if every muscle cell were to operate with the same power, the strength of the muscle as a whole could at best increase with mass to the power of 2/3 (mass0.67). This is why ants lift twigs hundreds of times their own weight, and grasshoppers leap high into the air, whereas we can barely lift our own weight, or leap much higher than our own height. We are weak in relation to our mass, even though the muscle cells themselves are not weaker.

When the Superman cartoons first appeared in 1937, some captions used the scaling of muscle strength with body mass to give ‘a scientific explanation of
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Clark Kent’s amazing strength.’ On Superman’s home planet of Krypton, the cartoon said, the inhabitants’ physical structure was millions of years advanced of our own. Size and strength scaled on a one-to-one basis, which enabled Superman to perform feats equivalent, for his size, to those of an ant or a grasshopper. Ten years earlier, J. B. S. Haldane had demonstrated the fallacy of this idea, on earth or anywhere else: ‘An angel whose muscles developed no more power, weight for weight, than those of an eagle or a pigeon would require a breast projecting for about four feet to house the muscles engaged in working its wings, while to economise in weight, its legs would have to be reduced to mere stilts.’

For biological fitness, it’s plainly important to be strong in proportion to weight, as well as just having brute strength. Flight, and many gymnastic feats such as swinging from trees or climbing up rocks, all depend on the strength-to-weight ratio, not on brute strength alone. Numerous factors (including the lever-length and contraction speed) mean the forces generated by muscle can actually rise with weight. But all this is useless if the cells themselves grow weaker with size. This might sound nonsensical—why would they grow weaker?

Well, they would grow weaker if they were limited by the supply of oxygen and nutrients, and this would happen if the muscle cells were constrained by a fractal network. Muscle would then have two disadvantages—the individual cell would be forced to become weaker, and at the same time the muscle as a whole would be obliged to bear greater weights. A double whammy. This is the last thing we would want: there is no way out of muscle having to bear greater weights with increasing size, but surely nature can prevent the muscle cells becoming weaker with size! Yes it can, but only because fractal geometry doesn’t apply.

If muscle cells don’t become weaker with larger size, their metabolic rate must be directly proportional to body mass: they should scale with an exponent of 1. For every step in mass there should be an equal step in metabolic rate, because if not the muscle cells can’t sustain the same power. We can predict, then, that the metabolic power of individual muscle cells should not decline with size, but rather scale with mass to an exponent of 1 or more; they should not lose their metabolic power. This is indeed what happens. Unlike organs such as the liver (wherein the activity falls sevenfold from rat to man, as we’ve seen) the power and metabolic rate of the skeletal muscle is similar in all mammals regardless of their size
 . To sustain this similar metabolic rate, the individual muscle cells must draw on a comparable capillary density, such that each capillary serves about the same number of cells in mice and elephants. Far from scaling as a fractal, the capillary network in skeletal muscles hardly changes as body size rises.

The distinction between skeletal muscle and other organs is an extreme case

172 Size and the Ramp of Ascending Complexity of a general rule—the capillary density depends on the tissue demand
 , not on the limitations of a fractal supply network. If tissue demand rises, then the cells use up more oxygen. The tissue oxygen concentration falls and the cells become hypoxic
 —they don’t have enough oxygen. What happens then?

Such hypoxic cells send distress signals, chemical messengers like vascular-endothelial growth factor. The details needn’t worry us, but the point is that these messengers induce the growth of new capillaries into the tissue. The process can be dangerous, as this is how tumours become infiltrated with blood vessels in cancer (the first step to metastasis, or the spreading of tumour outposts to other parts of the body). Other medical conditions involve the pathological growth of new blood vessels, such as macular degeneration of the retina, leading to one of the most common forms of adult blindness. But the growth of new vessels normally restores a physiological balance. If we start regular exercise, new capillaries start growing into the muscles to provide them with the extra oxygen they need. Likewise, when we acclimatize to high altitude in the mountains, the low atmospheric pressure of oxygen induces the growth of new capillaries. The brain may develop 50 per cent more capillaries over a few months, and lose them again on return to sea level. In all these cases—

muscle, brain, and tumour—the capillary density depends on the tissue demand, and not on the fractal properties of the network. If a tissue needs more oxygen, it just asks for it—and the capillary network obliges by growing new feeder vessels.

One reason for capillary density to depend on tissue demand may be the toxicity of oxygen. Too much oxygen is dangerous, as we saw in the previous chapter, because it forms reactive free radicals. The best way to prevent such free radicals from forming is to keep tissue oxygen levels as low as possible.

That this happens is nicely illustrated by the fact that tissue oxygen levels are maintained at a similar, surprisingly low level, across the entire animal kingdom, from aquatic invertebrates, such as crabs, to mammals. In all these cases, tissue oxygen levels average 3 or 4 kilopascals, which is to say about 3 to 4 per cent of atmospheric levels. If oxygen is consumed at a faster rate in energetic animals such as mammals, then it must be delivered faster: the through-flow, or flux
 , is faster, but the concentration of oxygen in the tissues need not, and does not, change. To sustain a faster flux, there must be a faster input, which is to say a stronger driving force. In the case of mammals, the driving force is provided by extra red blood cells and haemoglobin, which supply far more oxygen than is available in crabs. Physically active animals therefore have a high red blood cell and haemoglobin count.

Now here is the crux. The toxicity of oxygen means that tissue delivery is restricted, to keep the oxygen concentration as low as possible. This is similar in all animals, and instead a higher demand is met by a faster flux. The tissue flux
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needs to keep up with maximum oxygen demand, and this sets the red blood cell count and haemoglobin levels for any species. However, different tissues have different oxygen demands. Because the haemoglobin content of blood is more or less fixed for any one species, it can’t change if some tissues need more or less oxygen than others. But what can
 change is the capillary density. A low oxygen demand can be met by a low capillary density, so restricting excess oxygen delivery. Conversely, a high tissue oxygen demand needs
 more capillaries.

If tissue demand fluctuates, as in skeletal muscle, then the only way to keep tissue oxygen levels at a constant low level is to divert the blood flow away from the muscle capillary beds when at rest. Accordingly, skeletal muscle contributes very little to resting metabolic rate, because blood is diverted to organs like the liver instead. In contrast, skeletal muscle accounts for a large part of oxygen consumption during vigorous exercise, to the point that some organs are obliged to partially shut down their circulation.

The diversion of blood to and from the skeletal muscle capillary beds explains the higher scaling exponent of 0.88 for maximal metabolic rate: a larger proportion of the overall metabolic rate comes from the muscle cells, which scale with mass to the power of 1—in other words, each muscle cell has the same power, regardless of the size of the animal. The metabolic rate is therefore somewhere in between the resting value of mass2/3 or mass3/4

(whichever value is correct) and the value for muscle, of mass to the power of 1.

It doesn’t quite reach an exponent of 1 because the organs still contribute to the metabolic rate, and their exponent is lower.

So the capillary density reflects tissue demand. Because the network as a whole adjusts to tissue demands, the capillary density does
 actually correlate with metabolic rate—tissues that don’t need a lot of oxygen are supplied with relatively few blood vessels. Interestingly, if tissue demand
 scales with body size—in other words, if the organs of larger animals don’t need
 to be supplied with as much food and oxygen as those of smaller animals—then the link between capillary network and demand would give an impression
 that the supply network scales with body size. This can only be an impression, because the network is always controlled by the demand, and not the other way around.

It seems that West and colleagues may have confounded a correlation for causality.

Part and parcel of metabolism

The fact that resting metabolic rate scales with an exponent of less than 1 (it doesn’t matter what the precise value is) implies that the energetic demand of cells falls with size—larger organisms do not need to spend as great a proportion of their resources on the business of staying alive. What’s more, the fact

174 Size and the Ramp of Ascending Complexity that an exponent of less than 1 applies to all eukaryotic organisms, from single cells to blue whales (again, it doesn’t matter if the exponent is not exactly the same in every case), implies that the energetic efficiencies are very pervasive.

But that doesn’t mean that the advantage of size is the same in every case. To see why energy demand falls, and what evolutionary opportunities this might offer, we need to understand the components of the metabolic rate, and how they change with size.

In fact, regardless of the network, we have yet to show that greater size actually yields efficiencies rather than constraints—from the exponent alone, it can be almost impossible to tell. For example, the metabolic rate of bacteria falls with size. As we saw in the previous chapter, this is because they rely on the cell membrane to generate energy. Their metabolic power therefore scales with the surface area to volume ratio, i.e. mass2/3. This is a constraint, and helps to explain why bacteria are almost invariably small. Eukaryotic cells are not subject to this constraint because their energy is generated by mitochondria inside the cell. The fact that eukaryotic cells are much larger implies that their size is not constrained in this way. In the case of large animals, unless we can show why
 energy demand falls with size, we can’t eliminate the possibility that scaling reflects a constraint rather than an opportunity.

We have noted that the large skeletal muscles contribute very little to the resting metabolic rate. This should alert us to the possibility that different organs contribute differently to the resting, and the maximal, metabolic rate.

At rest, most oxygen consumption takes place in the bodily organs—the liver, the kidneys, the heart, and so on. The scale of their consumption depends on their size relative to the body as a whole (which may change with size), coupled to the metabolic rate of the cells that make up the organ (which depends on the demand). For example, the beating of the heart necessarily contributes to the resting metabolic rate of all animals. As animals get larger, their hearts beat more slowly. Because the proportion of the body filled by the heart remains roughly constant as size increases, but it beats more slowly, the contribution of the heart muscle to the overall metabolic rate must fall with size. Presumably something similar happens with other organs. The heart beats more slowly because it can afford
 to—and this must be because the oxygen demand of these other tissues has fallen. Conversely, if the tissue demand for oxygen rises, for example if we break into a run, then the heart must beat faster to provide it. The fact that the heart rate is slower in larger animals implies that there really are energetic efficiencies that can be gained from greater size.

Different organs and tissues respond differently to an increase in body size. A good example is bone. Like muscle, the strength of bone depends on the cross-sectional area, but unlike muscle the bone is metabolically almost inert. Both factors influence scaling. Imagine a 60-foot giant—ten times taller, ten times
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wider, and ten times thicker than an ordinary man. This is an example from Haldane again, who cites the giants Pope and Pagan from The Pilgrim’sProgress
 —one of the few references that dates his essay, as I doubt that many science writers today would turn to Bunyan for an everyday analogy. Because bone strength depends on cross-sectional area, the giants’ bones are 100 times the strength of ours, but the weight they must bear is 1000 times greater. Each square inch of giant bone must withstand ten times the weight of our own.

Because the human thigh bone breaks under about ten times the human weight, Pope and Pagan would break their thighs every time they took a step.

Haldane supposes this is why they were sitting down in his illustration.

The scaling of bone strength to weight explains why large, heavy animals need to be a different shape to smaller, lighter ones. Such a relationship was first described by Galileo in his Dialogues Concerning Two New Sciences
 , a delightful title that could hardly be matched these days. Galileo observed that the bones of larger animals grew more quickly in breadth than in length, compared with the slender bones of small animals. Sir Julian Huxley put Galileo’s ideas on a firm mathematical footing in the 1930s. For a bone to retain the same strength relative to weight, its cross-sectional area must change at the same rate as body weight. Let’s restrain ourselves to doubling the dimensions of our giant. His volume, and therefore weight, increases eightfold (23). To support this extra weight, his bones must grow eightfold in cross-sectional area.

However, bones have length as well as cross-sectional area. If their cross-section is raised eightfold, and their length doubled, the skeleton is now sixteen (or 24) times heavier. In other words, the skeleton takes up a greater proportion of body mass. Theoretically, the scaling exponent is 4/3, or 1.33, although in reality it is less than this (about 1.08) because bone strength is not constant.

Nonetheless, as Galileo realized in 1637, bone mass imposes an insurmountable limit on the size of any animal that must support its own weight—the point at which bone mass catches up with total mass. Whales can surpass the size limit of terrestrial animals because they are supported by the density of water.

The fact that bones necessarily take up a greater proportion of body mass as body size increases, coupled with their metabolic inertia, means that a greater proportion of a giant’s body is metabolically inert. This lowers the total metabolic rate, and so contributes to the scaling of metabolic rate with size (the scaling exponent is 0.92). However, the difference in bone mass alone is not sufficient to account for the reduction in metabolic rate with size. But might other organs scale in a similar fashion? Might there be a threshold of liver or kidney function, beyond which there is little need to continue amassing ever more hepatic or renal cells? There are two reasons to think that there may indeed be a threshold of function in these organs. First, the relative size of many organs falls as body size rises. For example, the liver accounts for about 5.5 per

176 Size and the Ramp of Ascending Complexity cent of the body mass of a 20 gram mouse, about 4 per cent that of a rat, and just 0.5 per cent that of a 200 kg pony. Even if the metabolic rate of each liver cell remains the same, the proportionately lower mass of the liver would contribute to the lower metabolic rate of the pony. And second, the metabolic rate of each liver cell is not
 constant: oxygen consumption per cell falls about ninefold from the mouse to the horse. Presumably there is a limit to just how small an organ can be within the body cavity—it is better to maintain the size of the liver, so that it does not swing loose in the peritoneum, and instead restrict the metabolic rate of its component cells. The combination of both factors (a relatively small liver, along with a lower metabolic rate per cell) means that the contribution of the liver to metabolic rate falls quite dramatically with size.

By now we can begin to see that the resting metabolic rate of an animal is composed of many facets. To calculate the overall metabolic rate we need to know the contribution of each tissue, of each cell within that tissue and even of particular biochemical processes within cells. Such an approach can also explain how and why the metabolic rate changes from rest to aerobic exercise.

This was the tack taken by Charles-Antoine Darveau and his colleagues at the University of British Columbia, Vancouver, in the lab of the Canadian guru of comparative biochemistry, Peter Hochachka, in work published in Nature
 in 2002. Darveau and colleagues attempted to sum up the contribution of each facet, and the influence of critical hormones (such as thyroid hormones and catecholamines) to derive an equation that could explain the scaling of metabolic rate with size, giving a flexible overall exponent of about 0.75 for the resting metabolic rate and 0.86 for maximal metabolic rate. Both West and colleagues, and Banavar and colleagues refuted their paper on mathematical grounds in the letters pages—and plainly Darveau’s equations did need some refinement. Hochachka’s group defended the soundness of their conceptual approach and did modify their equations, publishing a more detailed exposition in the journal Comparative Biochemistry and Physiology
 in 2003. Sadly, this was among the last works of Peter Hochachka, who died of prostate cancer at the age of sixty-five in September 2002. It is a measure of his unquenchable thirst for knowledge that his final paper was a study of the wayward metabolism of malignant prostate cells, published with his doctors as co-authors.

The strident mathematical dismissal of Hochachka’s argument, and the concession of errors in its defence, may have caused some dispassionate observers (including me, initially) to suspect that if the maths was wrong, then so too, perhaps, was the whole approach. Not so: this might have been a flawed first approximation, but it was robustly grounded in biology, and I’m looking forward to more sophisticated revisions. But it already offers a quantitative demonstration that metabolic demand does
 fall with size, and that this controls the supply network, rather than the other way around. Even more importantly,
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it gives an insight into the evolution of complexity, and especially into a problem that has long eluded biologists—the evolution of warm-bloodedness in mammals and birds. There is no better illustration of the link between size and metabolic efficiency, and the way in which these attributes pave the way to greater complexity. For warm-bloodedness is about far more than just keeping warm in the cold: it adds a whole new energetic dimension to life.
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The Warm-Blooded Revolution

Warm-bloodedness is a misleading term. It means that the temperature of the blood, and with it the body, is maintained at a stable temperature above that of the surroundings. But many so-called ‘cold-blooded’ creatures, such as lizards, are really warm-blooded in this sense, for they maintain a higher temperature than their surroundings through behaviour. They bask in the sun. While this sounds inherently inefficient, at least in England, many reptiles succeed in regulating their body temperature within tightly specified limits at a similar level to mammals—around 35 to 37C (although it usually falls at night). The distinction between reptiles, such as lizards, and birds and mammals lies not in their ability to regulate temperature, but to generate heat internally. Reptiles are said to be ‘ectothermic’, in that they gain their body heat from the surroundings, whereas birds and mammals are ‘endothermic’—they generate their heat internally.

Even the word endothermic needs some clarification. Many creatures, including some insects, snakes, crocodiles, sharks, tuna fish, even some plants, are endothermic: they generate heat internally, and can use this heat to regulate their body temperature above that of their surroundings. All of these groups evolved endothermy independently. Such animals generally use their muscles to generate heat during activity. The advantage of this is related directly to the temperature in the muscle. All biochemical reactions, including the metabolic rate, are dependent on temperature. The rate of metabolism doubles for each 10C rise in temperature. Along with this, the aerobic capabilities of all species improve with higher body temperature (at least up to the point that the reactions become destructive). Speed and endurance are therefore enhanced at higher body temperature, and this clearly offers many advantages, whether in the competition for mates or in the battle for survival between predators and prey.1

1 Lizards are sluggish when cold (as are torpid mammals or birds), and so vulnerable to predators. The earless lizard finds a way around this problem by using a blood sinus on top of its head. In the mornings, it pokes its head out of its burrow, and remains there, keeping a wary eye out for predators, ready to duck back inside if necessary. It can warm its whole body via the
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Birds and mammals stand apart in that their endothermy is not dependent on muscle activity, but on the activity of their organs, such as liver and heart. In mammals, muscles contribute to heat generation only during shivering in intense cold, or during vigorous exercise. When at rest, the body temperature of all other groups falls (unless they maintain it by basking in the sun) whereas the mammals and birds maintain a constant and high temperature even at rest.

The difference in resource use is profligate and shocking. If an equally sized reptile and mammal maintain the same temperature, through behavioural and metabolic means, respectively, the mammal needs to burn six to ten times as much fuel to maintain this temperature. If the surrounding temperature falls, the distinction becomes even greater, because the temperature of the reptile will fall, whereas the mammal strives to maintain a constant temperature of 37C, by increasing its metabolic rate. At 20C, a reptile uses only about 2 or 3

per cent of the energy needed by a mammal, and at 10C barely 1 per cent. On

‘average’, in the wild, a mammal uses about thirty times more energy to stay alive than an equivalent reptile. In practical terms, this means that a mammal must eat in one day
 the amount of food that would sustain a reptile for a whole month.

The evolutionary costs of such a profligate lifestyle are profound. Instead of merely keeping warm, a mammal could divert thirty times more energy towards growth and reproduction. I shudder to think of the consequences on teenage angst; but given that natural selection is all about surviving to maturity and reproducing, the costs are grave indeed. The benefits must at least equal these costs, or natural selection would favour the reptilian lifestyle, and the evolution of mammals and birds would have been snuffed out at the beginning.

Most attempts to explain the evolution of warm-bloodedness for its own sake fall prey to this difficulty.

For example, the benefits of endothermy include the ability to operate at night, and to expand ecological niches into temperate and even polar climates.

A high body temperature, as we have seen, also speeds up the metabolic rate, with potential benefits on speed, stamina, and reaction time. The drawback is the cost-to-benefit ratio, and in particular the large amount of energy needed to raise the body temperature by a trifling degree. Revealingly, digesting a very large meal can raise the resting metabolic rate of lizards by as much as fourfold for a period of several days, but only raises the body temperature by 0.5C. To sustain such a rise in body temperature would require the reptile to eat on average four times as much food—and this is no easy matter, as it inevitably blood sinus on its head, and only when warm and up to speed does it venture out. Natural selection never misses a trick: some lizards have a connection from this sinus to the eyelids, through which they can squirt blood at predators, especially dogs, who find the taste repugnant.

180 Size and the Ramp of Ascending Complexity demands extra hours of foraging, with a concurrent exposure to danger. The advantage in speed and endurance is also trivial: a 0.5C rise in temperature speeds the rate of chemical reactions by about 4 per cent—well within the inter-individual variability of athleticism for most species. The problem is not merely one of heat loss, which could be offset by a fur coat or feathers. One amusing experiment, in which a lizard was dressed in a specially tailored fur coat, showed that far from warming the body by improving heat retention, the fur had the opposite effect: it interfered with the lizard’s ability to absorb heat from its surroundings. Insulation, of course, keeps the heat out as well as in. In short, there are serious and immediate costs to raising body temperature, which more than offset the trifling advantages. How, then, do we explain the rise of endothermy in mammals and birds?

Much the most coherent and plausible (albeit still unproven) explanation for the evolution of endothermy was put forward in an illuminating and un-surpassed paper in Science
 in 1979 by Albert Bennett and John Ruben, then (and indeed still) at UC Irvine and Oregon State University, respectively. Their theory, known as the ‘aerobic capacity’ hypothesis, makes two assumptions.

First, it postulates that the initial advantage was not related to temperature at all, but to the aerobic capacity of animals. In other words, selection was primarily directed at speed and endurance—at the maximum metabolic rate and muscular performance, not at the resting metabolic rate and body temperature. Second, the hypothesis postulates that there is a direct connection between the resting and the maximal metabolic rate, such that it is not possible (evolutionarily) to raise one without raising the other. Thus, selection for a faster maximal metabolic rate (a higher aerobic capacity) necessarily entails raising the resting metabolic rate. This is plausible: we’ve already noted that there is
 a link between the resting and the maximal metabolic rate, and that the aerobic scope (the factorial difference between the two) rises with body size. So there certainly is a link; but is it causal? If one rises or falls, must
 the other?

Bennett and Ruben argued that the resting metabolic rate was eventually elevated to the point that internal heat production could raise body temperature permanently. At this point, the advantages of endothermy—niche expansion, and so on—were selected for their own benefit. Selection was now directed at maintaining internally generated heat, favouring the evolution of insulatory layers such as subcutaneous fat, fur, down, and feathers.

Sizing up to complexity

For the aerobic capacity hypothesis to work, both the maximal and the resting metabolic rate of mammals and birds need to be substantially higher than
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those of lizards. This is well known to be the case.2 Lizards become exhausted quickly and have a low capacity for aerobic exercise. While they can move very fleetly (when warmed up) their muscles are mostly powered by anaerobic respiration to produce lactate (see Part 2). They can sustain a burst of speed for little more than 30 seconds, enabling them to dart for the nearest hole and hide, whereupon they often need several hours to recover. In contrast, the aerobic performance of similarly sized mammals and birds is at least six to tenfold greater. While not quicker off the mark or fleeter of foot, they can sustain the pace for far longer. As Bennett and Ruben put it in their original Science
 paper:

‘The selective advantages of increased activity are not subtle but rather are central to survival and reproduction. An animal with greater stamina has an advantage that is readily comprehensible in selective terms. It can sustain greater levels of pursuit or flight in gathering food or avoiding becoming food. It will be superior in territorial defense or invasion. It will be more successful in courtship or mating.’

What must an animal do to improve its stamina and speed? Above all else, it has to augment the aerobic power of its skeletal muscles. To do so requires more mitochondria, more capillaries and more muscle fibres. We immediately run into a difficulty with space allocation. If the entire tissue is taken up with muscle fibres, there is no room left over for mitochondria to power muscle contraction, or for capillaries to deliver oxygen. There must be an optimal tissue distribution. To a point, aerobic power can be improved by a tighter packing of these components, but beyond that improvements can only be made by greater efficiency. This is indeed what happens. According to Australian researchers Tony Hulbert and Paul Else, at the University of Wollongong, New South Wales, mammalian skeletal muscles have twice as many mitochondria as the equivalent lizard muscles, and these are in turn more densely packed with membranes and respiratory complexes. The activity of respiratory enzymes in rat skeletal muscle is also about twice that of the lizard. In total, the aerobic performance of rat muscle is nearly eight times that of the lizard—a difference that wholly accounts for its greater maximum metabolic rate and aerobic capacity.

This deals with the first part of the aerobic capacity hypothesis: selection for 2 The scaling equation is given as metabolic rate aMb in which a
 is a species-specific constant, M
 is the mass, and b
 is the scaling exponent. The constant a
 is fivefold greater in mammals than in reptiles, but both groups still scale with size (the lines are parallel). The fractal model can’t explain why different species should have different a
 constants, in other words why the resting metabolic rate and capillary density in various organs is different in mammals and reptiles; nor can it explain the rise of endothermy. The explanation again lies in the tissue demand for more oxygen to power greater aerobic performance: this is the driving force that leads to the remodelling of muscle and organ architecture, and with it the fractal supply network.

182 Size and the Ramp of Ascending Complexity endurance raises the mitochondrial power of muscle cells, leading to a faster maximum metabolic rate; but what about the second part? Why is there a link between maximal and resting metabolic rate? The reason is not clear, insofar as none of the possible explanations has been proved. Even so, there is a good intuitive reason to expect a connection. I mentioned that lizards may often take several hours to recover from exhaustion, even after a few minutes of vigorous exertion. Such a slow recovery is less dependent on muscles than on organs, such as the liver and kidneys, which process the metabolic waste and other breakdown products of vigorous exercise. The rate at which these organs operate depends on their own metabolic power, which in turn depends on their mitochondrial power—the more mitochondria, the faster the recovery.

Presumably the advantages of endurance also apply to recovery time: given the eightfold rise in aerobic power of mammalian muscles, if there were no compensating changes in organ function it would take a whole day, rather than a few hours to recover from exercise.

Unlike muscles, organs are not faced with a dilemma of space allocation—

while the density of mitochondria doesn’t change with size in muscles, it does in the organs. As animals get bigger, the power laws that we discussed in the last chapter mean that their organs become more sparsely populated with mitochondria. This is an opportunity in waiting. For the organs of a large animal to gain power, the tissue architecture doesn’t need to be restructured as it does in muscle: it can simply be repopulated with mitochondria. This opportunity seems to have given rise to endothermy. In their classic comparative studies, Hulbert and Else showed that the organs of mammals contain five times as many mitochondria as an equivalent lizard, but in all other respects the mitochondria are no different. For example, the efficiency of their respiratory enzymes is exactly the same. In other words, for every hard-won increment in muscle power, it’s relatively simple to counterbalance the new power by filling up the half-empty organs with a few more mitochondria, so as to ensure speedy recovery from aerobic exertion. The important point is that the function of organs like the liver is coupled to muscle demand, and not with the need to keep warm.

Proton leak

But there is a diabolical catch. We have seen that the muscles contribute little to the resting metabolic rate: the danger of oxygen toxicity means that blood is diverted away from the muscles and into the organs, where there are relatively few mitochondria to cause damage. So what might have happened in the first mammals? They had extra mitochondria in their organs to compensate for their higher aerobic capacity, but nowhere to divert the blood, which had to pass through either the organs or the muscles.
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Once our prototype mammal has digested his food, caught so easily with his newfound aerobic prowess, he goes to sleep. Beyond replenishing his reserves of glycogen and fat, there is little call to expend energy. His mitochondria fill up with electrons extracted from food. This is a dangerous situation. The respiratory chains in the mitochondria become packed with electrons, because there is only a sluggish electron flow. At the same time, there is plenty of oxygen around, as the blood flow can’t be diverted. In these conditions, electrons easily escape from the respiratory chains to form reactive free radicals, which can damage the cell. What might be done?

According to Martin Brand in Cambridge, one answer might be to wasteenergy
 by keeping the whole system ticking over. The danger from free radicals is at its greatest when there is no electron flow down the chain. Electrons pass most readily on to the next complex in the chain, and so tend to react with oxygen only when that complex is choked up with electrons, blocking normal flow.

Restarting electron flow usually requires the consumption of ATP.3 If there is no demand for ATP, the whole system clogs up and becomes reactive. This is the situation when resting after a large meal. One possible escape is to uncouple the proton gradient, so electron flow is not tied to ATP production. In Part 2, we compared this to a hydroelectric dam, in which an overflow channel prevents flooding in times of low demand. In the case of the respiratory chains, instead of passing through the ATPase to generate ATP (the main dam gates), some protons pass back through other pores in the membrane (the overflow channels), so that part of the energy stored in the gradient is dissipated as heat. By uncoupling the proton gradient in this way, slow electron flow is maintained, and this restricts free-radical damage (just as the overflow channel prevents flooding). The fact that such a mechanism does
 protect against free-radical damage was verified in a fascinating study of mice by John Speakman and his colleagues in Aberdeen, working with Martin Brand. Their title said it all:

‘Uncoupled and surviving: individual mice with high metabolism have greater mitochondrial uncoupling and live longer.’ We’ll look into this further in Part 7, but in short they live longer because they accrue less free-radical damage.

In resting mammals, perhaps a quarter of the proton gradient is dissipated as heat. The same is true of reptiles, but they have barely a fifth the mitochondria in each cell and so generate five times less heat per gram. Their organs are also relatively small, so reptiles have fewer mitochondria altogether, adding up to a 3 In respiration, ATP is formed from ADP and phosphate, and during cellular work it is converted back to them. If all the cell’s ADP and phosphate has already been converted to ATP, then there is a shortage of raw materials, which means that respiration must come to a halt.

Once the cell has consumed some ATP, more ADP and phosphate are formed, and respiration starts again. Thus the speed of respiration is tied to the demand for ATP.

184 Size and the Ramp of Ascending Complexity tenfold difference in heat production. In the first large mammals, proton leak may well have generated enough heat to raise body temperature by a significant degree, simply as a side-effect of aerobic health. Once heat is generated in this way, selection can take place for endothermy for its own sake—for keeping warm. In contrast, small animals can only generate enough heat to maintain their body temperature if they insulate themselves better, and even step up the rate of heat production. These properties probably evolved in the descendents of animals that were already endothermic—otherwise we’re back to the problems of raising body temperature for its own sake. In other words, it’s likely that endothermy evolved in animals that were large enough to balance heat production with heat loss, while the smaller descendents of the first endothermic mammals had to make further adjustments to offset their heat-retention problem. Small mammals like rats need to supplement their normal heat production with brown fat, rich in mitochondria, which are dedicated to heat production—here, all the protons leak back across the mitochondrial membranes to give off heat. This in turn means that the resting metabolic activity of small mammals doesn’t correlate with muscular capacity for hard work, but rather with the rate of heat loss.

These ideas explain several long-standing puzzles, and scotch any fond lingering notions of a universal constant (metabolic rate scales with mass3/4

across the entire living world) once and for all. It is plain why small mammals and birds (none of which approach large mammals in size) scale with an exponent of about 2/3: the greater part of their metabolic rate is linked not to muscle function, but to maintaining body heat instead. In contrast, for larger mammals and reptiles, heat generation is not a top priority—quite the contrary, overheating is much more of a problem—so the metabolic power of their organs only needs to balance muscular demand, and not heat production.

Because the maximal metabolic rate scales with an exponent of 0.88, so too does the resting metabolic rate.

How closely animals meet these expectations depends on other factors, such as diet, environment, and species. So, for example, marsupials have a lower resting metabolic rate than most other mammals, as do desert-dwellers and all ant-eaters: we can predict that they should take longer to recover from vigorous physical exertion, or will be less likely to partake in it at all; and generally this is the case.4 It seems that the scaling of energetic efficiency presents an opportu-4 Some marsupials, such as kangaroos, are capable of moving at great speeds despite a low resting metabolic rate. They can do this because hopping differs from running, in that oxygen consumption tapers off with speed—they can hop faster and faster without consuming more and more oxygen. Hopping is more efficient because it makes use of the elastic rebound, which can be dissociated from aerobic muscle contraction to some extent.
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nity that can be met in different ways, from new pinnacles of aerobic power in energetic birds and mammals, to varying degrees of sloth in well-protected but less energetic animals, whether armadillos or tortoises.

First steps up the ramp

Generating energy with mitochondria enables eukaryotic cells to be much larger than bacteria—on ‘average’, perhaps 10 000 to 100 000 times the size.

Large size brings with it the gift of energetic efficiency. Within limits that are probably defined by the efficiency of the supply network, the bigger the better.

This is an immediate payback for an immediate advantage, and is likely to counterbalance the immediate disadvantages of larger size—the requirement for more genes, more energy, and better organization. The immediate reward of energetic efficiency may have helped push eukaryotes up the ramp of ascending complexity.

Still a couple of conundrums tease me, but I think they can be explained.

First, energetic efficiency is often dismissed as a target for natural selection, on the grounds that large animals still have to eat more food than small animals: the energetic savings are only apparent on a cell-by-cell, or gram-weight basis.

The critic is quick to point out that natural selection works at the level of individuals, usually, and certainly not on a gram-weight basis. This is obviously true, but the environment and the needs of an organism still relate to its size.

We saw that a rat is seven times as hungry as a human being: in relation to its body size it must find and eat seven times as much food as we do. But a rat is no stronger or faster in relation to its surroundings than we are. The term relative
 here is real. Clearly, a rat can’t hunt buffalo, but we can, or anything else down to the size of a rat and beyond. The world that animals inhabit is shaped by their size, and in our own world we need to eat seven times less food than does a rat, day in day out. On the same basis, we can survive seven times as long without food or water. The scale of the advantage can be seen even more clearly if we think in terms of how much we need to eat relative to our body weight. A mouse, for example, must eat half
 its body weight every day to avoid starvation, whereas we need only consume about 2 per cent of our own body weight. Surely this is a genuine advantage. That is not to say size is invariably a dominant advantage—in many circumstances, small size may offer strong advantages, leading to different evolutionary trends; but the energetic efficiency of greater size does seem to have had a deep influence on the direction of eukaryotic evolution.

The second conundrum that teases me relates to the very pervasiveness of energetic advantage. In Part 4, we’ve considered mostly the mammals and reptiles. We have broken down the energy savings into their components, to

186 Size and the Ramp of Ascending Complexity conclude that they offer genuine opportunities, rather than merely the constraints of a fractal network. On the other hand, I have also pointed out that bacteria are limited by their surface area-to-volume ratio, and that this is a constraint, not an opportunity. Do single eukaryotic cells, such as amoeba, really have an advantage with larger size? Do trees, or shrimps? Have we, in rejecting a universal constant, also relinquished any right to generalize beyond the example of mammals?

I don’t think so. I have left other examples aside until now because the answers are less certain—they have received far less attention than mammals and reptiles. Nonetheless, I suspect that most organisms, including single cells, gain the same benefits. In larger organisms, these benefits are the familiar economies of scale: it’s cheaper by the dozen. As in society, such benefits depend on the set-up costs, operational costs, and distribution costs, and these impose outer limits on the economies of scale. But within these limits, the benefits ought to apply widely. This is because living organisms are highly conservative in their operational principles. In particular, their organization is invariably modular. Both single cells and multicellular organisms are made up from a mosaic of functional parts. In multicellular organisms, the organs perform particular functions, such as breathing or detoxification; within cells, discrete functions are carried out by organelles like mitochondria. Modular functions within single cells include genetic transcription, protein synthesis, packaging, membrane synthesis, pumping salts, digesting food, detecting and responding to signals, generating energy, moving around, trafficking of molecules, and so on. I imagine that the economies of scale apply as much to these modular aspects of single cells as they do to multicellular organisms.

This idea brings us back to the question of gene number, which I touched on at the start of the chapter. We noted that complex organisms need more genes, and thought about Mark Ridley’s argument that the invention of sex enabled the accumulation of genes, opening the gates to complexity. But sex, as we saw, may not have been the gatekeeper, and certainly didn’t limit gene number in bacteria or single eukaryotic cells. I wonder whether the accumulation of genes in eukaryotes is better explained in terms of the energetic efficiency of larger cells. Larger cells usually have a larger nucleus. It seems that balanced growth during the cell cycle requires the ratio of nuclear volume to cell volume to be basically constant—another power law! This means that, over evolution, the nuclear size, and with it the DNA content, adjusts to changes in cell volume for optimal function. So as cells grow larger they adjust by developing a larger nucleus with more DNA, even if this extra DNA does not necessarily code for more genes. This explains the C-value paradox discussed in Chapter 1, and is why cells like Amoeba dubia
 have 200 times more DNA than a human being, albeit coding for fewer genes.
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The extra DNA is often dismissed as junk, and may be purely structural, but it can also be called upon to serve useful purposes, from forming the structural scaffolding of chromosomes, to providing binding sites that regulate the activity of many genes. This extra DNA also forms raw material for new genes, building the foundations of complexity. The sequences of many genes betray their ancestry as junk DNA. Might it be that the origin of complexity was as simple as a scale? As soon as eukaryotic cells became powered with mitochondria, there was a selective advantage to them being bigger. Bigger cells need more DNA, and with this they had the raw material needed for more genes and greater complexity. Notice that this is the reverse of bacteria: whereas a heavy selection pressure to lose genes oppresses bacteria, eukaryotes are under pressure to gain them. If Ridley is correct that sex postpones mutational meltdown, it might be that the requirement for more DNA with larger size was an underlying selection pressure that gave rise to sex itself.

For eukaryotic cells, the possession of mitochondria raised the ceiling on the possibilities of life. Mitochondria made larger size probable, rather than stag-geringly unlikely, inverting the constrained world of bacteria. With larger size came greater complexity. But there were disadvantages too, arising from a conflict between the mitochondria and the host cells. The consequences of this long battle were equally pervasive, marking life forever with deep scars; yet even these scars had the power to create and destroy. Without mitochondria we would have had no cell suicide, but no multicellular ‘individuals’; no ageing, but no sexes. The dark side of mitochondria had even more power to rewrite the script of life.
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Part 5 Murder or Suicide: The Troubled Birth of the Individual



Murder or Suicide

The Troubled Birth of the Individual

When cells in the body become worn

out or damaged, they die by

enforced suicide, or apoptosis. The

cell blebs, is packaged up, and

reabsorbed. If the mechanisms

controlling apoptosis fail, the result

is cancer, a conflict of interest

between cells and the body as a

whole. Apoptosis seems to be

necessary for the integrity and

cohesion of multicellular individuals,

but how did once-independent cells

come to accept death for the greater

good? Today apoptosis is policed by

mitochondria, and the machinery of

death was inherited from their

bacterial ancestors, suggesting a

history of murder. So was the

cohesion of the individual forged in

deadly conflict?

Death by apoptosis—mitochondria

determine whether a cell lives or dies by

enforced suicide
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‘I think therefore I am’ said Descartes, begging the rejoinder

‘But what exactly am I?’ The nature of the individual has long eluded philosophers and scientists, and is only now coming

into focus. We can say that an individual is an organism composed of genetically identical cells, which are specialized to perform diverse tasks for the good of the organism as a whole. From an evolutionary point of view, the question is: why did these cells subordinate their selfish interests to collaborate so altruistically in the body? Inevitably there were conflicts between the various levels of organization in the body, between genes, organelles, and cells, but paradoxic-ally without these internecine battles the strong bonds that forge the individual might never have evolved. Such conflicts spurred the evolution of a molecular

‘police force’, which curbs selfish interests much as the legal system enforces acceptable behaviour in society. In the body, programmed cell death, apoptosis
 , is central to the policing of conflicts. Today, apoptosis is enforced by mitochondria, raising the possibility that they may have been key to the evolution of individuals. In this Part we shall see that, back in the mists of evolutionary time, mitochondria were indeed intimately linked with the rise of multicellular individuals.

There has been more spleen vented about selfish genes, altruism, and the limits of natural selection than is seemly in polite scientific society. Underpinning many of the arguments was a simple question: what does natural selection act upon—genes, individuals, groups of individuals (such as a kin group), or the species as a whole? In 1962, Vero Wynne-Edwards’ eloquent treatise on animal behaviour, Animal Dispersion in Relation to Social Behaviour
 , concentrated minds. He ascribed many aspects of social behaviour to selection not at the level of the individual, as had been assumed by Darwin, but at the level of the species. Behaviour was just the tip of the iceberg. Many other traits seemed easier to explain by thinking of the species rather than the individual. For example, ageing doesn’t seem to benefit the individual in any way (what do we gain from getting old and dying?) but does look like a useful service to the species, for it leads to population turnover, preventing overcrowding and over-consumption of lean resources. Similarly, sex seemed pointless for individuals, so much so that we must be bribed by intense erotic pleasure; presumably, mild pleasure is not enough. Rather than simply dividing in two like a bacterium, such that one parent produces two daughter cells, sex takes two parents to produce a single offspring, making it twice as costly as clonal reproduction—
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the twofold cost of sex—to say nothing of the trouble of finding a mate. Worse, sex randomizes the very genes that had ensured the success of the parents, making it a potential liability. Its most obvious value is the fast dissemination of variation, and beneficial adaptations, throughout a population: a benefit to the species.

The reaction to these ideas is often dismissed as ultra-Darwinism, a term of disparagement meaning little. How, one must ask, does species-level selection work? There are ways in which it might. For example, a fast population turnover may lead to a fast rate of evolution, which might benefit one species over another if conditions change quickly (for example during rapid global warming, or after a meteorite impact). Another possibility, which Richard Dawkins refers to as the ‘evolution of evolvability’ relates to the genetic ‘flexibility’ of a species—some species have more scope for further evolution in their form and behaviour than others. In most instances, however, the blindness of evolution means that such species-level selection just can’t develop. Sex is complicated and didn’t evolve overnight. If the only benefits are at the species level, and are deferred until sex has actually evolved, what happens in the meantime? Any individuals in a population that take a tentative step towards sex will lose out, and eventually be eliminated by natural selection, because they suffer from the twofold cost of sex and the randomization of any beneficial traits, before any advantages can take over. Similarly, individuals who don’t age will leave their anti-ageing genes behind, which will come to dominate the population simply because the carriers have more time to have more children, who can pass on the same anti-ageing genes. Thus, on one hand there seemed few ways that selection could work at the level of the species, and on the other, some noble self-effacing traits could only be explained (at the time) by recourse to selection at the level of the species.

From the 1960s onwards, William Hamilton, George C. Williams, John Maynard Smith, and others, sought to explain apparently altruistic traits by means of selection at the level of the individual, the kin group, or the gene. The new approach boiled down to a mathematical exploration of inclusive fitness
 —

the idea famously expressed in a pub conversation by J. B. S. Haldane: ‘Would I lay down my life to save my brother? No, but I would to save two brothers, four nephews, or eight cousins’ (on the grounds that he shared 50 per cent of his genes with his brothers, 25 per cent with his nephews and 12.5 per cent with his cousins, so his genes at least would break even). Much of the ensuing acrimony centred on the use of such loaded terms as ‘selfish’—terms that have a specific definition in biology, but emotive overtones in general usage. In particular, Richard Dawkins’ The Selfish Gene
 either inspired or raised the hackles of an entire generation, at least partly because it was so well written that everyone could feel the icy blast of its conclusion—living organisms are the throwaway
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survival machines of their genes, temporary puppets controlled by virtually immortal puppet-master genes. The only logical way to think about evolution, said Dawkins, is to stop gazing at our own belly buttons, and take a genes’-eye view of population dynamics.

The idea that the gene is the ‘unit of selection’ has been attacked from many quarters. The most common line of attack is the claim that genes are invisible to natural selection: they are inert stretches of ticker tape that do no more than code for proteins or RNA. What’s more, there is an ambiguous relationship between a gene and the protein it encodes: the same gene may be split up in different ways, so that it codes for several different proteins; and we now realize that many proteins fulfil more than one function. Genes can also have very different effects, depending on the body they find themselves in. For example, it’s often pointed out that a variant of the haemoglobin gene protects against malaria when present in half dose (heterozygous), but causes sickle cell an-aemia when present in full dose (homozygous). All this is true, but none of it undermines the power of a gene-centred approach to explain the currents of evolution: the individual may be the object of selection, but only the genes are passed on to the next generation. The key to the selfish gene is that, in sexual reproduction, the individual does not persist from one generation to the next; no more do any of the individual cells, nor even chromosomes. Bodies dissolve and reform like wisps of cloud, each one fleeting and different. According to Dawkins, only the genes persist, resistant to being scrambled, old as the mountains. From the perspective of a population over evolutionary time, the changes in gene frequencies are the best means of quantifying evolution. To an extent this is a mathematical crutch to a complex problem, but it is also a reality, however unpalatable it may be.

From the point of view of selfish genes, the evolution of an individual is not a problem. If the conglomeration of cells that we call a body happens to be successful at passing on its genes to the next generation, then these genes will thrive to the detriment of the genes that don’t collaborate in this way. A body is the product of genes collaborating together to serve their own selfish end of being copied in ever greater numbers. Dawkins is explicit on the point: ‘Some people use the metaphor of the colony, describing a body as a colony of cells. I prefer to think of the body as a colony of genes
 , and of the cell as a convenient working unit for the chemical industries of the genes.’

The crux of the selfish gene is that only the gene passes from one generation to the next, so the gene is the most stable evolutionary unit: it is the ‘replicator’.

Dawkins makes it clear that this perspective is restricted to sexually reproducing organisms, like most (but not all) eukaryotes. It doesn’t apply to bacteria with the same force, because they replicate clonally. In this case, the individual cell can
 be said to persist from one generation to the next, whereas accumulat-

194 The Troubled Birth of the Individual

ing mutations mean that the genes themselves do
 change. In fact, in physically stressful circumstances, bacteria can even speed up the mutation rate in their genes. So there is a dilemma in bacteria about whether selection is ‘for’ the genes or the cell as a whole. In many respects the cell is the replicator.

Mutations in a gene don’t necessarily change the phenotype (the function or appearance of the organism) but by definition they must change the gene itself, perhaps even scrambling its sequence out of recognition over aeons. Mutations accumulate because many of them have little or no effect on function, and so go unnoticed by natural selection—they are said to be ‘neutral’. Most of the genetic differences between people, on average one in every 1000 DNA letters, millions of letters in total, are likely to result from neutral mutations. When we consider very different species, two sequences can be so dissimilar that it is not possible to discern any relationship between them, unless we take into consideration the spectrum of intermediary forms in more closely related species.

Then we can see that two apparently unrelated genes are indeed related. The physical structure and function of proteins encoded by utterly dissimilar genes is often strikingly well conserved, even though the amino acid components are now mostly different. Plainly, the structure and function of the protein has been selected ‘for’, whereas the sequence of the gene is relatively plastic. It’s like returning to a company that you once worked for, to discover that none of your former colleagues still works there, but that the type of business, ethos, and management structures are exactly as you remembered them, a ghostly echo of the past.

Because genes can change, while the cell and its constituents remain essentially unchanged, the bacterial cell might be considered more stable an evolutionary unit than its genes. For example, cyanobacteria (the bacteria that

‘invented’ photosynthesis) have certainly changed their gene sequences over evolution, but if the fossil evidence can be believed, the phenotype has barely changed over billions of years. If, as Dawkins has argued, the worst enemy of the selfish gene is a competitive (polymorphic, or altered) form of the same gene, then neutral mutations are the selfish gene scrambler par excellence
 : gene sequences diverge over time as neutral mutations accumulate. There may be millions of different forms of the same gene in different species, all scrambled to varying degrees; this is the basis of any gene tree. So evolution pits the selfish interests of genes (which ‘want’ to produce exact copies of themselves) against the randomizing power of mutation, which forever scrambles the sequence of genes, turning the selfish gene into its own worst enemy, the gene it used to hate.

Several other considerations militate against the gene as the ‘unit of selection’ in bacteria. It is said that in clonal replication all the genes are passed on together, so there is no distinction between the fate of the genes and the fate of
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the cell. This isn’t quite true. Bacteria swap genes, and are prey to viruses called bacteriophages which load up cassettes of selfish DNA. Yet whereas eukaryotes are stuffed with selfishly replicating ‘parasitic’ DNA (DNA sequences that replicate for their own benefit, rather than that of the organism), bacteria have small genomes and next to no parasitic DNA. As we saw in Part 3, bacteria lose excess DNA, including functional genes, because this speeds up their replication. If these genes are ‘selfish’, they are punished for it by being regularly thrust out into the hostile world. Perhaps it’s reasonable to think of lateral gene transfer in bacteria as a selfish rearguard action on the part of the genes themselves, but in general such lateral gene transfers only last as long as the cell needs the extra genes, and then they are lost again, along with any other genes that are not needed. I don’t doubt we could interpret all of this in terms of selfish genes, but I find such behaviour much easier to grasp in terms of the costs and benefits to the cells themselves, not the genes.

There is another sense in which it might be better to see the cell as the selfish unit, rather than its genes, at least in bacteria. This is that genes do not code for cells: they code for the machinery that makes up cells, the proteins and RNA that in turn build everything that is needed. This may seem a trivial distinction, but it is not. All cells have a highly elaborate structure, even bacterial cells, and the more we learn about them, the more we appreciate that cellular function depends on this structure; as we saw in Part 2, cells are emphatically not
 just a bag of enzymes. Intriguingly, there seems to be nothing in the genes that codes for the structure
 of cells. For example, membrane proteins are directed to their particular membranes by means of well-known coding sequences, but nothing stipulates how to create such a membrane from scratch, or determines where it should be built: lipids and proteins are added to existing membranes. Similarly, new mitochondria are always formed from old mitochondria—they cannot be made from scratch. The same goes for other components of the cell like centrioles (the bodies that organize the cytoskeleton).

At the fundamental level of the cell, then, nature depends
 on nurture, and vice versa. In other words, the power of the genes depends absolutely on the pre-existence of the cell itself, while the cell can only be perpetuated through the action of the genes. Accordingly, the genes are always
 passed on within a cell, such as an egg or a bacterium, never as a discrete packet. Viruses, which are a discrete packet, only come alive when they gain access to the machinery of an existing cell. The microbiologist Franklin Harold, whom we met in Part 2, has pondered long and deep about these matters; he put it thus some twenty years ago, and little has changed:

The genome is the sole repository of hereditary information and must ultimately determine form, subject only to limited modulation by the environment. But the inquiry into just how the genome does this leads through another set of Chinese boxes, to show the
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innermost one empty. . .. Gene products come into a pre-existing organized matrix consisting of previous gene products, and their functional expression is channelled by the places into which they come, and by the signals they receive. Form is not explicitly spelled out in any message but is implicit in its combination with a particular structural context. At the end of the day, only cells make cells.

On balance, then, there are many reasons to see the bacterial cell as the selfish unit of evolution, rather than its genes. Perhaps, as Dawkins said, the invention of sex in the eukaryotes changed all that; but if we wish to understand the deeper currents of evolution we must look to the bacteria, which alone held dominion over the world for two billion years.

These differences in perspective help to explain why microbiologists, such as Lynn Margulis, are among the most prominent critics of the selfish gene. In fact, Margulis has become an outspoken critic of mathematical neo-Darwinism in general, going so far as to dismiss it as being reminiscent of phrenology, that Victorian obsession with cranial shape and criminality, and likely to suffer the same ignominious fate.

While one senses that Margulis is repelled by the concept of the selfish gene, it is also true that bacteria are rather more likely to behave in a civil manner, forming communities that live together in harmony rather than ‘eating’ each other: the idea of bacteria as merely pathogenic is persistent but false. For Margulis, evolution is largely a bacterial affair, and can be explained in terms of mutual collaborations between consortia of bacteria, including endosymbioses, such as those which founded the eukaryotic cell. These consortia work well in bacteria because predatory behaviour doesn’t pay: as we saw in Part 3, the mechanism of respiration across the cell membrane means that large, energy-rich bacterial cells capable of physically engulfing other cells (phagocytosis) are virtually precluded by natural selection. Bacteria are obliged to compete with each other by the speed of their growth, rather than the size of their mouth. Given the reality of food shortage in bacterial ecosystems, bacteria gain more by living from each others’ excrement than they do by fighting over the same raw materials. If one bacterium lives by fermenting glucose to form lactic acid, then there is scope for another to live by oxidizing the waste lactic acid to carbon dioxide; and for another to convert the carbon dioxide into methane; and another to oxidize the methane; and so on. Bacteria live by endless recycling, which is best achieved via cooperative networks.

Perhaps it’s worth remembering that even cooperative partnerships can only persist if the partners do better within the partnership than without. Whether we measure ‘success’ by the survival of cells or the survival of their genes, we still see only the survivors—the cells or genes that did
 copy themselves most successfully. Those cells whose altruism is so extreme that they die for another are doomed to disappear without trace, just as many young war heroes fought
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and died for their country, leaving behind a mourning family but no children of their own. My point is that collaboration is not necessarily altruistic. Even so, a world of mutual collaboration seems a far cry from the conventional idea, expressed by Tennyson, of ‘nature, red in tooth and claw’. Collaboration might not be altruistic, but neither is it ‘aggressive’—it doesn’t make us think of jaws dripping in blood.

This discrepancy is partly responsible for the schism that has opened between Margulis and neo-Darwinists like Dawkins. As we have seen, Dawkins’

ideas about selfish genes are equivocal when applied to bacteria (which he does not try to do). For Margulis, however, the whole tapestry of evolution is woven by the collaborations of bacteria, which form not just colonies but the very fabric of individual bodies and minds, responsible even for our consciousness, via the threadlike networks of microtubules in the brain. Indeed, Margulis pictures the entire biosphere as the construct of collaborating bacteria—Gaia, the concept that she pioneered with James Lovelock. In her most recent book, Acquiring Genomes: A Theory of the Origins of Species
 , written with her son Dorion Sagan, Margulis argues that even among plants and animals, new species are formed by means of a bacterial-style merging of genomes, rather than the gradual divergence pictured by Darwin, and accepted by virtually every other biologist. Such a theory of merging genomes might be true in some instances, but in most cases it flies in the face of a century of careful evolutionary analysis. In dismissing neo-Darwinism, Margulis deliberately provokes the majority of mainstream evolutionists.1 Few have the patience displayed by the late Ernst Mayr, who contributed a wise foreword to the book, in which he commended Margulis’s vision of bacterial evolution, while cautioning the reader that her ideas don’t apply to the overwhelming majority of multicellular organisms, including all 9000 species of bird, Mayr’s own particular field of expertise. The reality of sexual reproduction means that genes must compete for space on the chromosomes; and the rise of predation in the eukaryotes means that nature, at this level, really is red in tooth and claw, however much we may wish it otherwise.

Given their different perspectives, it’s ironic that the views of Dawkins and Margulis do not diverge as far as one might think when it comes to the individual. As we have seen, Dawkins wrote of the individual as a colony of collaborating genes, while Margulis thinks of an individual as a colony of collaborating 1 These ideas attract passionate devotees, some of whom will doubtless feel that because Lynn Margulis is a visionary who has proved an entire field wrong before, then she is necessarily right. Another of my heroes, Peter Mitchell, revolutionized biochemistry, but towards the end of his life was proved completely wrong about several aspects of his own theory.

Likewise, I fear Margulis is plain wrong to condemn neo-Darwinism as irrelevant.
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bacteria, which might be construed as a colony of collaborating bacterial genes. Both see the individual as a fundamentally collaborative entity. Here is Dawkins, for example, in his splendid book The Ancestor’s Tale
 : ‘My first book, The Selfish Gene
 , could equally have been called The Cooperative Gene
 without a word of the book itself needing to be changed… Selfishness and cooperation are two sides of a Darwinian coin. Each gene promotes its own selfish welfare, by cooperating with other genes in the sexually stirred gene pool which is the gene’s environment, to build shared bodies.’

But the ideal of collaboration does not give proper weight to the conflict between the various selfish entities that make up an individual, and in particular to the cells and mitochondria within the cells. While conflict between various selfish entities is entirely in keeping with Dawkins’s philosophy, he did not develop the idea in The Selfish Gene
 —these ideas awaited his own later book The Extended Phenotype
 , and in the 1980s and 1990s the important work of Yale biologist Leo Buss and others. Thanks to the exploration of such conflicts and their resolutions, evolutionary biologists now appreciate that colonies of cells (or genes, if you like) do not constitute true individuals, but rather form a looser association, in which individual cells may still act independently. For example, multicellular colonies like sponges often fragment into bits, each of which is able to establish a new colony. Any commonality of purpose is transitory, for the fate of individual cells is not tied to the fate of the multicellular colony.

Such cavalier behaviour is ruthlessly suppressed in true individuals, in whom all selfish interests are subordinated to a common purpose. Various means are employed to guarantee a common purpose, including the early sequestration of a dedicated germ-cell line, so that the great majority of cells in the body (so-called somatic cells) never pass on their own genes directly, and can only participate in the next generation voyeuristically, as it were. Such voyeurism could not possibly work if the individual cells within the body did not share identical genetic bonds—all derive from a single parent cell, the fertilized egg (the zygote), by asexual, or clonal, replication. Although their own genes are not passed on directly to the next generation, the germ-line cells do pass on exact copies of them, which is the next best thing, and ultimately little different.

Even so, carrot measures are not enough: stick measures are also needed. The resolution of selfish conflicts between the cells themselves, even though they are genetically identical, can only be achieved by the imposition of a police state reminiscent of Stalinist Russia. Offenders are not prosecuted but eliminated.

The consequence of this draconian system is that natural selection ceases to pick and choose between the independent entities that make up an individual, and begins to operate at a new and higher level, now choosing between the
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competing individuals themselves. Yet even within apparently robust individuals, we can still detect echoes of dissent, a reminder that the unity of an individual was hard won, and all too easily lost. One such echo of the past is cancer, and it is to this, and the lessons we can learn from it, that we turn in the next chapter.
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Conflict in the Body

Cancer is a chilling ghost of conflict within an individual. A single cell opts out of the body’s centralized control and proliferates like a bacterium. At a molecular level, the sequence of events is one of the most graphic illustrations of natural selection at work. Let’s consider briefly what happens.

Cancer is usually, but not always, the result of genetic mutations. A single mutation is rarely enough. Typically, a cell must accumulate eight to ten mutations in rather specific genes before it can transform into a malignant cell, whereupon the transformed cell puts its own interests before those of the body.

Genetic mutations tend to accumulate at random as we grow older, but it takes a particular combination to cause cancer: mostly the mutations must be in two sets of genes known as oncogenes and tumour-suppressor genes. Both sets code for proteins that control the normal ‘cell cycle’—the way in which cells proliferate or die in response to signals from elsewhere in the body. The products of oncogenes normally signal a cell to divide in response to a particular stimulus (for example, to replace dead cells after an infection) but in cancer they get stuck in the ‘on’ position. Conversely, the products of tumour suppressor genes normally act as a brake on uncontrolled cell division: they counter-mand the signals for proliferation, making cells quiescent, or forcing them to commit suicide instead. In cancer, they tend to get stuck in the ‘off’ position.

There are numerous checks and balances in cells, which is why it takes an average of eight to ten particular mutations before a cell transforms into a cancer cell. People with a genetic predisposition to cancer may inherit some of these mutations from their parents, leaving them with a lower threshold of ‘new’

mutations that must accumulate before the onset of cancer.

Transformed cells no longer respond normally to the body’s instructions. As they proliferate, they form into a tumour. Yet there is still a big distinction between a benign growth and a malignant tumour: many other changes still have to take place for a cancer to spread. First of all, to grow larger than a couple of millimetres across, the tumour requires sustenance. Slow absorption of nutrients across the surface of the tumour is no longer enough—the tumour cells need an internal blood supply. To acquire a blood supply, they need to produce the right chemical messengers (or growth factors) in appropriate
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quantities to stimulate the growth of new blood vessels into the tumour.

Further growth requires digestion of the surrounding tissues, giving the tumour space to invade: the cells need to spray potent enzymes that break down the tissue structure. Perhaps the most feared step is the leap to remote sites elsewhere in the body— metastasis
 . The properties required are opposing and specific.

Cells must be slippery enough to escape the clutches of the tumour, and yet sticky enough to bind to the walls of blood vessels elsewhere in the body. They must be able to evade the attentions of the immune system during their passage through the blood or lymph system, often by ‘sheltering’ in a clump of cells that bind together despite their slipperiness. On arrival, the cells must be able to bore their way through the vessel walls, into the safe haven of the tissue behind—but then stop there. And throughout this hazardous solo journey they must retain their ability to proliferate, to found a cancerous outpost in the new continent of a different organ.

Luckily very few cells come equipped with the dialectical qualities needed to cause metastatic cancer. Yet few of us are untouched by cancer, if not ourselves, then our family, relatives, and friends. How, then, do cells acquire all the properties needed? The answer is that cancer cells evolve
 by natural selection.

In the course of our lifetime, cells acquire hundreds of mutations, some of which may just happen to affect the oncogenes and tumour-suppressor genes that control the cell cycle. If a single cell is freed from the shackles that normally prohibit its proliferation, it proliferates. Soon it is not a single cell but a colony of cells, all of which are busily picking up new mutations. Many of these mutations are neutral, others are detrimental to the cells, but in time a few will cause a single cell to take the next step down the road to malignancy, then the next, and the next. Each time, the descendents proliferate: what had been a singular mutant becomes a heaving population, until this, too, is displaced by another single cell adapted to the next step. In the space of a few years, even a few months, the body becomes riddled with cancer. The cancer cells have no prospects—they are doomed to die as surely as we are. They simply do what they must, grow and change, a progression dictated by the inexorable blind logic of variation and selection.

What is the unit of selection in cancer, the gene or the cell? As we saw with bacteria, it makes more sense to think of the cells themselves as the selfish unit.

The cells do not replicate by sex, but in the manner of bacteria, by asexual replication. The genes may change faster than the phenotype of the cell, which at least for a period retains many aspects of its provenance, including its appearance down the microscope. Even metastatic cancers betray their origins: if we scrutinize a tumour in the lung, it is usually possible to tell whether it is a ‘primary’ tumour, derived from the lung cells, or a ‘secondary’ tumour, a metastatic outpost of cells from a distant tissue such as the breast. We know
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because they still retain some atavistic traits of ‘breast’ cells, such as hormone production. At the same time, cancer cells are notorious for their genetic instability: chromosomes are lost, or broken, or cobbled together in wild rearrangements. So while the cells retain a semblance of their former appearance, their genes are scrambled out of recognition by mutations and rearrangements. If there is a ‘selfish’ evolutionary unit, surely it is the cell, which leaps all hurdles in its way until finally killing its master, a course as heavily laden with fate as that of Macbeth.

In cancer, the word ‘selfish’ rings hollow. There is no sense in which a malignant tumour is making a bid for freedom—it is simply a ghost in the machine, a pointless reversion to an earlier type, which ruled before the evolution of the

‘individual’—that of cells doing their own thing. In this sense, cancer gives a dull and empty sense of the sheer meaninglessness of evolution. Cells replicate, and the cells that replicate best leave the most descendants. That’s it. It’s hard to think of any deeper meaning for cancer: it is mindless mechanics and no more. This contrasts with that other revealing view of evolution in microcosm, bacterial infection, where for all the grinding levers of bacterial replication there is still a strong whiff of purpose: we may find infections abhorrent, but we do accept that bacteria have a point—a life cycle, a future, an ‘objective’.

They’re not doomed, but go on to infect another individual. (Of course, this distinction is in itself imaginary—neither bacteria nor cancer cells have any

‘purpose’. However, cancer is a useful example, for it is plain that cancer cells are not equipped to outlive the body, and so the futility of their short-term success in self-replication is transparent.)

If cancer has no meaning, it does at least illustrate the obstacles that must be overcome to forge an individual. If today we still succumb to the lawlessness of cancer, what hope had the first individuals? In those days of looser associations, deserters had the same chance as bacteria of making it alone: desertion was not futile. How did the first individuals quell the strong tendency of their own cells to rebel? It seems they did so in the same way that we do today: they killed the trans-gressors via a mechanism known as programmed cell death, or apoptosis—they forced the dissident cells to commit suicide. Apoptosis exists even in cells that spend part of the time as independent free-living cells, and part of the time in colonies, begging the question: how and why did apoptosis evolve in single-celled organisms? Why would a potentially independent cell ‘agree’ to kill itself?

Much of our understanding of apoptosis comes from the study of its role in cancer. The more we learn, the more we appreciate that mitochondria play the title role in apoptosis. And as we trace our way back through evolutionary time, it emerges that apoptosis evolved out of the manipulative campaigns between mitochondria and their host cells in the first eukaryotes—at a time when colonies were far from the rule.
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Chronicle of a death foretold

There are two main forms of cell death: the violent, unexpected, swift demise known as necrosis, in which the carpet is left stained with blood and gore; and the silent, premeditated swallow of a cyanide pill, apoptosis, in which all evidence of the deed is spirited away. This is the spooks’ end, and it seems appropriate in the Stalinist state of the body. In contrast, death by necrosis incites an unruly inflammatory reaction, equivalent to an incendiary police investigation, in which more bodies turn up, and the ructions take a long time to fade.

Historically, there has been a curious reluctance among biologists to cede full significance to apoptosis. Biology, after all, is the study of life and there is a sense in which death, the absence of life, is beyond the remit of biology. Many of the early observations of programmed cell death were treated as curiosities without wider meaning. One of the earliest observations was in 1842, from the German revolutionary, savant, and materialist philosopher, Karl Vogt, whose politics had forced him to flee to Geneva, and whose dealings with Napoleon III later made him the target of Karl Marx’s brilliant polemical pamphlet, Herr Vogt
 (1860). Perhaps it’s more edifying to remember Vogt for his careful studies of the metamorphosis of the midwife toad, from the tadpole into the adult. In particular, Vogt used a microscope to follow the fate of the flexible, primitive backbone of the tadpole, the notochord: did the cells of the notochord transform into the spinal column of the adult toad, or did they disappear, making way for new cells which formed the spinal column? The answer turned out to be the latter: the cells of the notochord die off, by apoptosis as we now know, and are replaced by new cells.

Other ninteenth-century observations also concerned metamorphosis. The great German pioneer of evolutionary biology, August Weismann, noted in the 1860s that many cells die off quietly during the transformation of the caterpillar into the moth, but curiously he did not discuss his findings in relation to ageing and death, subjects that later made him famous. Most subsequent descriptions of orderly cell death also came from embryology—the changes that take place during development. Most strikingly, whole populations of neurons (nerve cells) were found to die off in fish and chick embryos. The same applies to us.

Neurons disappear in successive waves during embryonic development. In some regions of the brain, more than 80 per cent of the neurons formed during the early phases of development disappear before birth! Cell death allows the brain to be ‘wired’ with great precision: functional connections are made between specific neurons, enabling the formation of neuronal networks. But the same general theme of sculpting pervades all of embryology. Just as the sculptor chips away at a block of marble to create a work of art, so too the sculpting of the body is achieved by subtraction rather than addition. Our
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fingers and toes, for example, are formed by orderly cell death between the digits, not by forming discrete extensions to a ‘stump’. In web-footed animals such as ducks, some of the cells do not die, so the feet remain webbed.

Despite its importance in embryology, the role of apoptosis in adults was not appreciated until much later. The name itself was coined in 1972 by John Kerr, Andrew Wyllie, and Alastair Currie, all then at Aberdeen University, following the suggestion of James Cormack, professor of Greek at that university. It means ‘falling off’, and was introduced in the title of their paper in the BritishJournal of Cancer
 : ‘Apoptosis: a basic biological phenomenon with wide-ranging implications in tissue kinetics.’ Being Greek, the second ‘p’ is silent, so the term should be pronounced ‘ape-oh-toe-sis’. The word had been used by the ancient Greeks, originally Hippocrates, to mean ‘the falling off of the bones’, an opaque phrase that referred to the erosion of fractured bone beneath gangrenous bandages; while Galen later extended its meaning to ‘the dropping off of scabs’.

In modern times, John Kerr noticed that in rats the size of the liver was not fixed, but changed dynamically with fluctuations in blood flow. If blood flow was impaired to certain lobes of the liver, the affected lobes compensated by becoming gradually smaller over a period of weeks, as cells were lost by apoptosis. Conversely, if blood flow was restored, the corresponding lobes gained in weight, again over weeks, as cells proliferated in response. This balancing act is generally applicable. Every day in the human body, some 10 billion
 cells die and are replaced by new cells. The cells that die do not meet a violent unpremeditated end, but are removed silently and unnoticed by apoptosis, all evidence of their demise eaten
 by neighbouring cells. This means that apoptosis balances cell division in the body. It follows that apoptosis is just as important as cell division in normal physiology.

In their 1972 paper, Kerr, Wyllie, and Currie presented evidence that the form of cell death is basically similar in numerous disparate circumstances—in normal embryonic development as well as teratogenesis (malformation of the embryo); in healthy adult tissues, cancers, and tumour regression; and in the shrinkage of tissues with disuse and ageing. Apoptosis is also critical to immune function: immune cells that react against our own body tissues commit apoptosis during development, enabling the immune system to distinguish between ‘self’ and ‘non-self’. Thereafter, immune cells exert many of their own effects by inducing damaged or infected cells to undergo apoptosis themselves.

This kind of screening by immune cells eliminates incipient cancer cells before they get a chance to proliferate.

The sequence of events in apoptosis is precisely choreographed. The cell shrinks and begins to develop bubble-like blebs on its surface. The DNA and proteins in the nucleus (the chromatin) condense in the vicinity of the nuclear
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membrane. Finally, the cell breaks up into small membrane-wrapped structures called apoptotic bodies, which are taken up by immune cells. Effectively, the cell packages itself into bite-sized chunks, which are then cannibalized without fanfare. Consistent with such a choreography, apoptosis requires a source of energy in the form of ATP—if deprived of ATP, a cell cannot undergo apoptosis. So the process is very different from the swelling and rupture characteristic of necrosis, the violent unpremeditated form of cell death. Also unlike necrosis, there is no aftermath to apoptosis, in particular no inflammation: nothing to mark the passing of a cell but its absence. It is a death foretold, but unremembered.

The executioners

For more than a decade, Andrew Wyllie and a handful of others persevered, evangelists of apoptosis, in the face of indifference in the wider biological community. Wyllie began to convert the unbelievers through his discovery that, in apoptosis, the chromosomes break up into segments that exhibit a characteristic laddering pattern on biochemical analysis. This finding enabled apoptosis to be diagnosed in the lab, overcoming the cynical biochemists’ perpetual suspicion of electron-microscope artefact. But the real turning point came in the mid 1980s, when Bob Horvitz, at MIT in Boston, set about identifying the genes responsible for apoptosis in the nematode worm Caenorhabditiselegans
 , research for which he shared the Nobel Prize in 2002. C. elegans
 is a tiny, microscopic worm which offered several big advantages—first, it is transparent, so researchers could actually make out the fate of individual cells down the microscope; second, a small, predictable group of cells, 131 of the 1090

somatic cells (body cells, as opposed to germ-line cells) comprising the nematode, die by apoptosis during embryonic development; and third, the mean lifespan of C. elegans
 is barely 20 days, so its swift development is easily tracked in the lab.

Horvitz and his colleagues discovered several genes that coded for the effec-tors of cell death in nematodes—the death genes. Their findings were fascinating in their own right, but by far the most unexpected and important discovery was that there were exact equivalents of the death genes in flies, mammals, and even plants. Cancer researchers had already identified some of these genes at the time, but why or how they were involved in cancer was still unknown.

The link with nematodes made their function clear, while giving another demonstration of the fundamental unity of life. Not only were the human genes unambiguously related to the nematode genes, but also they could even be genetically engineered to replace the nematode genes in the worms themselves, where they worked equally well! Mutations that disabled any of the
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death genes prevented the nematodes from losing their 131 cells by apoptosis as usual. The implications for cancer were plain: if the same mutations had a similar effect in people, then incipient cancer cells would likewise fail to commit suicide, and would instead continue to proliferate to form a tumour.

By the early 1990s, researchers realized that a number of oncogenes and tumour suppressor genes, which we discussed earlier as the causes of cancer, did indeed control the fate of the cell through their effect on apoptosis. In other words, cancers arise from cells that have lost the ability to kill themselves by apoptosis, after mutations in the death genes. The death genes are any genes that normally cause a cell to commit apoptosis, and so can potentially include both oncogenes and tumour-suppressor genes, both of which can overrule a cell’s commitment to die in the interest of the body as a whole. As Wyllie put it at the time: ‘The ticket to cancer comes with a ticket to apoptosis built in; the apoptosis ticket has to be cancelled before reaching cancer.’

The executioners responsible for carrying out the cell death program are proteins known as caspases
 (a rather more evocative name than the biochemists’

original ‘cysteine-dependent aspartate-specific proteases’). More than a dozen different caspases have now been discovered in animals, 11 of which also operate in people. All work in essentially the same way: they slice up proteins into bits and pieces, some of which are activated in turn, such that they go on to degrade other components of the cell, like DNA. Interestingly, the caspases are not made to order when needed, but are produced continuously, whereupon they wait in an inactive state for the call to arms: they hang poised over the cell like the sword of Damocles, suspended by a thread above the man who would be king. It is a sobering thought that almost all eukaryotic cells contain within themselves, at all times, this silent apparatus of death.

We can be grateful, we who sit beneath the suspended sword, that the thread is strong. Once the caspases have been activated, there is little hope of turning back the clock; but many checks and balances must be triggered before the ancient machinery grinds into operation. These controls are the subject of nearly two decades of intensive research, and the welter of names and acro-nyms is enough to confuse all but the most dedicated student. The situation is not helped by the retention of historical names for the same gene in different organisms. I am reminded of Celtic music, in which the same tune goes by several names, and the same title refers to several different tunes: an endless stream of lovely variation, but scarcely conducive to a straightforward understanding. Just to give a genetic example, the gene ced-3
 in nematode worms is known as nedd-2
 in mice, dcp-1
 in Drosophila
 , and ICE
 , or interleukin-1 beta-converting enzyme, in humans (as at the time it was known to be involved in the production of the immune messenger, interleukin 1-beta). After discovering its importance in nematode worms, ICE turned out to be the prototype caspase
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in humans too, and it is now known as caspase-1
 , although it seems to play a lesser role in human apoptosis. Similar caspase enzymes, and related ones called para-caspases and meta-caspases, have been found in fungi, green plants, algae, protozoa, even sponges: they are virtually universal among the eukaryotes, and so presumably their forerunners were present in some of the earliest eukaryotes, perhaps 1.5 to 2 billion years ago.

There is no need for us to get bogged down in the detail. Suffice to say that the regulation of apoptosis is complex, involving a number of steps in which one caspase sets off the next in a cascade, leading finally to the activation of a small army of executioners, which slice up the cell.1 Virtually all these steps are opposed by other proteins, which are responsible for counteracting the cascade, thereby preventing a false alarm turning into an orgy of death.

Mitochondria, angels of death

This was the state of knowledge a decade ago, in the mid 1990s. None of it has been contradicted. Yet since then, there has been a change of emphasis that amounts to a revolution, overturning the nascent paradigm. The paradigm was that the nucleus is the operations centre of the cell, and controls its fate. In many respects this is of course true, but in the case of apoptosis it is not.

Remarkably, cells lacking a nucleus can still commit apoptosis. The radical discovery was that the mitochondria control the fate of the cell: they determine whether a cell shall live or die.

There are two ways in which the apparatus of death is sprung. These originally seemed quite distinct, but more recent work shows that they share some common features. The first mechanism is known as the extrinsic pathway, because death is signalled from the outside, via ‘death’ receptors on the outer membrane of cell. For example, activated immune cells produce chemical signals (such as tumour necrosis factor) that bind to the death receptors on incipient cancer cells. The death receptors pass on the message, activating the caspases within the cell, to induce apoptosis. While many details clearly needed filling in, the broad outline seemed plain enough. Not a bit of it!

The second route to apoptotic death is called the intrinsic pathway. As the name suggests, the impetus to commit suicide comes from within, usually from 1 The caspase cascade amplifies a signal through the action of enzymes. An enzyme is a catalyst, which acts on a substrate but is unchanged itself, enabling it to act on many substrates. If these substrates are themselves enzymes, activated by the first enzyme, then each step amplifies the response. If the first enzyme activates 100 secondary enzymes, and each of these activates 100 executioners, then we would have an army of executioners 10 000 strong—

each of which is also an enzyme that strikes repeatedly. Add in another intermediary step and we have a caspase army a million strong.

208 The Troubled Birth of the Individual

cell damage. For example, DNA damage from ultraviolet radiation activates the intrinsic pathway, leading to apoptosis of the cell, without any external signal.

Hundreds of triggers have now been discovered that activate the intrinsic pathway of apoptosis—they do not operate through ‘death receptors’, but damage the cell directly. The sheer variety of these is breathtaking. Many toxins and pollutants can cause apoptosis, as do some chemotherapeutic drugs used for treating cancer. Viruses and bacteria can provoke it directly, most notoriously in the case of AIDS, where the immune cells themselves die. Many physical stresses cause apoptosis, including heat and cold, inflammation, and oxidative stress. And cells may commit apoptosis in waves of death following a heart attack or stroke, or in a transplanted organ. All these diverse triggers independently bring about the same response, the activation of the caspase cascade, and so produce a similar pattern of cell death by apoptosis in each case.

Presumably, the signals had somehow to converge on the same ‘switch’. All somehow had to convert an inactive form of a caspase enzyme into the active form, a biochemical task that is as specific as the turn of a key in a lock. But what on earth could recognize such a diverse array of signals, calibrate their strength, and then integrate them into a single common pathway by turning the caspase key in its lock?

The first part of the answer was supplied in 1995 by Naoufal Zamzami and his colleagues, in Guido Kroemer’s research team at the Centre National de la Recherche Scientifique, in Villejuif, France. Their results were published in two papers in the Journal of Experimental Medicine
 , which came to be among the most widely cited papers in medical research. A number of factors had already suggested that mitochondria might play a role in apoptosis, but Kroemer’s team proved that mitochondria are in fact key to the process. In particular, they showed that a loss of the membrane potential across the inner mitochondrial membrane—the proton gradient generated by respiration (see Part 2)—was one main trigger for apoptosis. If the inner membrane depolarized for a period, then the cells invariably
 went on to commit apoptosis. In their second paper, Kroemer’s team showed that the process takes place in two steps. The initial membrane depolarization was followed by a burst of oxygen free-radical generation, which seemed to be required for apoptosis to progress to the next stage.

This mitochondrial two-step—membrane depolarization and free-radical release—takes place in response to virtually all intrinsic triggers. In other words, the mitochondria act as both sensors and transducers of a wide variety of cell damage. Transferring apoptotic mitochondria into a normal cell is enough to cause the nucleus to fragment and the cell to die by apoptosis.

Conversely, blocking the mitochondrial two-step can delay or even prevent cells from committing apoptosis. But a question remained: how do apoptotic
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mitochondria communicate with the rest of the cell? In particular, how do they activate the caspase enzymes?

The answer came from Xiaodong Wang’s group at Emory University in Atlanta, Georgia, in 1996, and was greeted with ‘general stupefaction’, as one expert put it. It was cytochrome c
 . We met cytochrome c, if you recall, in Part 2. It is a protein component of the respiratory chain, originally discovered by David Keilin in 1930, and is responsible for shuttling electrons from complex III to complex IV of the chain. It is normally tethered to the outside of the inner mitochondrial membrane, adjacent to the inter-membrane space (see Figure 5, page 77). Wang’s group discovered that, in apoptosis, cytochrome c is released from the mitochondria. Once free in the cell, it binds to several other molecules to form a complex (the apoptosome
 ), which in turn activates one of the final executioners, caspase 3. Release of cytochrome c from the mitochondria commits the cell inexorably to die—as indeed does just injecting it into a healthy cell. In other words, an integral component of the respiratory chain (which generates the energy needed for the life of the cell) turns out to be an integral component of apoptosis, responsible for the death of the cell. The link between life and death hinges on the subcellular location of a single molecule. Nothing in biology quite compares with this two-faced Janus: life, looking one way, death the other, the difference between the two but a few millionths of a millimetre.

Cytochrome c is not the only protein released from the mitochondria in this way. A number of other proteins are also released, which play a role in apoptosis too—sometimes a more prominent role than cytochrome c. Some of these additional proteins activate caspase enzymes, while others (such as the apoptosis-inducing factor, or AIF) attack other molecules, like DNA, without the involvement of the caspase enzymes. Like so much in biochemistry, the details often seem endlessly involved, but the underlying principles are simple enough: depolarization of the mitochondrial inner membrane and free-radical generation releases cytochrome c and other proteins into the cytosol, which set in motion the enzymes that slice up the cell.

Battle of life and death

If the life or death of the cell depends on the location of cytochrome c and its companions of doom, it’s not surprising that medical research has focused on the specific mechanism that releases these molecules from the mitochondria.

Again the answer is complicated, but helps clarify the link between the intrinsic and extrinsic pathways of apoptosis. Overlooking a few exceptions, likely to be refinements, these findings place the mitochondria at the centre of both forms of cell death. In almost all cases, the basic apparatus of death is controlled by the mitochondria. When enough mitochondria in a cell spill out their death
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proteins—probably beyond a threshold point of no return—then the cell inexorably goes on to kill itself.

The release of cytochrome c takes place in two steps, according to recent research from Sten Orrenius and his colleagues at the Karolinska Institutet in Stockholm. In the first step, the protein is mobilized from the membrane itself.

Cytochrome c is normally bound loosely to lipids (especially cardiolipin) in the inner mitochondrial membrane, and is released only upon the oxidation of these lipids. This explains the requirement for free radicals in apoptosis: they oxidize the lipids in the inner membrane to release cytochrome c from its shackles. But this is still only half the story. Cytochrome c is mobilized into the inter-membrane space, and it can’t escape from the mitochondria altogether until the outer membrane has become more permeable. This is because cytochrome c is a protein, and so is too large to cross the membrane in normal circumstances. If it is to escape the mitochondrion, some sort of pore must breach the outer membrane.

The nature of the pore that opens in the outer mitochondrial membrane has foxed researchers for a decade or more. It seems probable that several distinct mechanisms can operate under different circumstances, giving rise to at least two different types of pore. One mechanism apparently involves metabolic stress to the mitochondria themselves, which leads to excess free-radical generation. The rising stress opens up a pore in the outer membrane, known as the permeability transition pore
 , leading to swelling and rupture of the outer membrane, coupled with the release of proteins.

Another pore, which may be of more general significance, involves a large family of proteins known rather dryly as the bcl-2
 family. The name is now largely irrelevant, and stands for ‘B cell lymphoma/leukaemia-2’, which refers to the oncogene discovered by cancer researchers in the 1980s. At least 21

related genes have since been discovered, which code for proteins in the family.

These proteins fall into two broad groups, which battle among themselves in ways that are complex and still largely obscure. One group protects against apoptosis. They are found in the outer mitochondrial membrane and seem to prevent the formation of pores, thus blocking the release of proteins like cytochrome c into the cytosol. The other group are diametrically opposed: they act to form pores, apparently large enough to allow the escape of proteins from the mitochondria directly. This group thereby promotes apoptosis. They are normally found elsewhere in the cell, and migrate to the mitochondria upon receiving some sort of signal. The final outcome—whether or not the cell commits apoptosis—depends on the numerical balance of the feuding family members in the mitochondrial membrane, and the number of mitochondria embroiled in the battle. If the pro-apoptosis members outnumber their protective cousins in a sufficient number of mitochondria, the pores open, the
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death proteins are spilled out from the mitochondria, and the cell goes on to kill itself.

The existence of the feuding bcl-2
 family helps explain the links between the two different forms of apoptosis, the intrinsic and extrinsic pathways. Many different signals alter the balance of the feud in the mitochondria, either in favour of or against apoptosis. For example, both the ‘death’ signals from outside the cell (the extrinsic pathway) and the ‘damage’ signals from inside the cell (the intrinsic pathway) alter the feuding family balance in favour of apoptosis.2 Thus the bcl-2
 proteins integrate a diverse array of signals from both outside and inside the cell, and calibrate their strength in the mitochondria. If the balance favours death, pores form in the outer membrane, cytochrome c and other proteins spill out, and the caspase cascade is activated. Thus the final events are the same in most cases.

The centrality of mitochondria to both the main forms of apoptosis raises the possibility that it was ever thus. We have discussed the fact that bacteria and cancer cells act independently in their own interests, and so can be seen as

‘units of selection’. At one and the same time, selection can operate at the level of the cell and that of the individual. Mitochondria were once free-living bacteria, and at that time operated independently. Once incorporated into the eukaryotic cell, they presumably retained the power to operate as independent cells, at least for a while: they were independent cells living within a larger organism, and could rebel in the same way as cancer cells (also independent cells living within a larger organism).

If, today, mitochondria bring about the demise of their host cell, might it be that from the very beginning, the mitochondria killed their host cells in their own interests? In other words, the origin of apoptosis was not an altruistic act on behalf of the individual, but a selfish act on behalf of the tenants themselves. If this view is correct, then apoptosis is better seen as murder than suicide. And if so, the reason why single cells should apparently commit suicide is clear: they are sabotaged from within. So is there any evidence that the mitochondria brought with them to the eukaryotic merger the apparatus of death? Indeed there is.

Parasite wars?

We know that the gene for cytochrome c was brought to the eukaryotic merger by the ancestors of the mitochondria, rather than the host cell, and was later 2 Some forms of the extrinsic pathway of apoptosis, mediated by the death receptors, do bypass the mitochondria altogether, but these are likely to be refinements to the original pathway, which probably did involve mitochondria; otherwise it is hard to explain why most forms of the extrinsic pathways do involve mitochondria.
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transferred to the nucleus (see Part 3). We know this because the gene sequence has almost identical counterparts in the -proteobacteria, and is part of the respiratory chain that was their most important contribution to the partnership. Just how important cytochrome c was in the early evolution of apoptosis is less certain. While it seems to play a pivotal role in mammals, and perhaps in plants, it is not needed for apoptosis in fruit flies or nematode worms: certainly it is not a universal player. But it might once have played a central role in apoptosis, before being superseded in a few species, or it might have assumed its decisive role more recently, independently, in plants and mammals. We won’t know which is closer to the truth until we know more about how apoptosis works in the most primitive eukaryotes.

But cytochrome c, as we have seen, is only one of quite a number of proteins released from the mitochondria during apoptosis—proteins with strange names, like Smac/DIABLO, Omi/HtrA2, endonuclease G, and the AIF (and in fruit flies, more evocatively, Reaper, Grim, and Sickle). Their names need not concern us, but we should note that some of these proteins can at times play a more important role than cytochrome c itself. Most of them have only been identified since the turn of the millennium, but already, from the prolific genome sequencing projects around the world, we know something of their provenance. The pattern is striking. With the sole exception of AIF (apoptosis-inducing factor), all known apoptotic proteins released from the mitochondria are bacterial
 in origin, and are absent from the archaea. (Recall from Part 1, page 48, that the host cell was almost certainly an archaeon, whereas the mitochondria are bacterial in origin.) The bacterial origin of these proteins means that they were not
 contributed by the host cell, which must have had little in the way of death machinery. Not all of these proteins were necessarily brought to the merger by the mitochondria themselves—a few seem to have gained access to eukaryotic cells more recently, by lateral gene transfers from other bacteria—but it looks as if only AIF came from the archaeal host cell, and even this does not act to kill in archaea.

These mitochondrial proteins are not the only ones to have come from bacteria. If their gene sequences are to be believed, the caspase enzymes, too, almost certainly came from the bacteria, probably by way of the mitochondrial merger. It’s worth noting, though, that the bacterial caspases are tame—they slice up proteins but do not cause cell death. More intriguing is the ancestry of the bcl-2
 family. Here, the gene sequences have little in common with either the bacteria or archaea—but the 3-dimensional structure of the proteins does betray a possible link with bacterial proteins, in particular a group of toxins found in infectious bacteria such as diphtheria. Like the pro-apoptosis proteins of the bcl-2
 family, the bacterial toxins form pores in the host cell membranes, sometimes even inducing apoptosis, suggesting a plausible functional link.
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Taken together, these findings imply that most of the machinery of death was brought to the eukaryotic merger by the ancestors of the mitochondria. It really does look like murder from within, rather than suicide, a thankless act of ingratitude on the part of the tenant. This idea was developed into a forceful hypothesis by José Frade and Theologos Michaelidis, of the Max-Planck Institute for Psychiatry in Martinsried in Germany, in 1997. Much of the evidence discussed above, accumulated since 1997, seems to lend support to their case.

Frade and Michaelidis drew a parallel between the behaviour of the modern bacterium Neisseria gonorrhoeae
 , the cause of the sexually transmitted disease gonorrhoea, and the possible behaviour of the proto-mitochondria in the early days of the eukaryotic merger. N. gonorrhoeae
 infects the cells of the urethra and cervix, along with white blood cells. Once inside these cells, N. gonorrhoeae
 brings to bear a diabolical cunning. The bacteria produce a pore-forming protein known as PorB (which is similar to the mitochondrial bcl-2
 proteins).

The PorB protein is inserted into the host cell membrane, as well as the vacuole membranes that enwrap the bacteria inside the cell. These pores are kept firmly closed by their interaction with the host cell’s ATP—again, some of the bcl-2
 proteins behave in a similar way—but when the host’s ATP is depleted, the pores open. Opening of the pores triggers the host cell’s apoptosis machinery, leading to cell death. The gonorrhoeae
 themselves survive the experience.

They take the opportunity to escape from the freshly disintegrated host cell, making use of the neatly packaged remnants of the cell for fuel. Thus, the bacteria subsist within their host cell for as long as the cell is healthy, by monitoring its ability to maintain good stocks of ATP (implying plentiful fuel); but as soon as the host cell begins to run down, outlasting its usefulness, it is summarily executed and the bacteria move on to pastures new. Bastards!

Frade and Michaelidis note that N. gonorrhoea
 is not the only bacterium to make use of such an insidious trick—the deadly bacterial predator Bdellovibrio
 , which we met in Part 1, employs similar tactics when inside other bacteria. It, too, monitors their metabolic health for a period before devouring its prey from within. Bdellovibrio
 has been cited by Lynn Margulis as a possible ancestor of the mitochondria themselves. Another contender, which we discussed in Parts 1 and 3, is Rickettsia prowazekii
 , also a parasite that lives inside other cells. These examples have in common a parasitical relationship with the host. Reconstructing such biochemical archaeology suggests that, in the first eukaryotes, the relationship between the mitochondria and their host cells was parasitical. The proto-mitochondria presumably got into an archaeon and monitored its health for a period, before triggering the death of this host, devouring its packaged remains, and moving on to the next.

If apoptosis grew out of an armed struggle between the cells that were later to
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be united as the eukaryotic cell, then the eukaryotic merger grew out of a relationship in which the parasite initially killed its host, and moved on to another.

This is of course exactly what Lynn Margulis and others propose. The relationship ultimately bequeathed the eukaryotic cell with the machinery of death, which was only later employed for the more ‘altruistic’ purpose of programmed cell suicide in multicellular organisms. But a parasite war is not the story that we told in Part 1, when we considered the origin of the eukaryotic cell; there we talked about a collaboration between two peaceful prokaryotes which lived side by side, in what amounted to metabolic wedlock. When we considered the evidence, we dismissed the possibility that the relationship between the two cells was parasitic. But now, from a different perspective, there is a challenge to that view. Nothing is certain in this kind of science—it is all about weighting the bits and pieces of evidence that have a bearing on the matter; and this evidence most certainly bears on the matter. So does it overturn our already unstable craft? Should I, horror of horrors, go back and start rewriting Part 1?
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Foundations of the Individual

The multicellular individual is made up of cells that collaborate together for the greater good. Nonetheless, this collaboration is not a cellular love fest—it is enforced by the death penalty for any cells that try to abscond and return to their ancestral way of life. Occasionally, selfish cells escape detection and evade the death penalty, and when they do the result is cancer. Cancer cells replicate furiously, in their own interests rather than those of the body, undermining the integrity of the body. Ultimately, having evaded death temporarily themselves, they bring about the death of their erstwhile master, and with it their own.

Cancer can persist because it is rare in younger individuals: if the body were to tear itself asunder by internal squabbles before the community of cells had engineered their own reproduction, though the germ-line, then the individual as a whole would fail to pass on its genes, and the selfish genes would be lost from the population. In the early days of multicellular organisms, however, the selfish cells that make up a multicellular body had a far better chance of independent survival—unlike cancer cells they could survive alone, and they had retained the potential to found a new colony of cells. This kind of independence still occurs in sponges and other simple animals today, but their laissez-faire laws of coexistence prevent them from scaling the heights of multicellular complexity. True commitment to the multicellular way of life demands the ultimate sacrifice—death for the greater good. But if cells could survive alone, how was the death penalty imposed upon them in the first place?

Today, the cellular death penalty, known as apoptosis
 , is executed by the mitochondria. The mitochondria integrate signals coming from different sources, and if the balance of signals indicates that the cell is damaged, and so prone to act in its own interests, then they activate the cell’s silent machinery of death. Swift and smooth, almost unnoticed, some 10 billion
 cells die by apoptosis every day in the human body, to be replaced by fresh, undamaged cells.

The death apparatus consists of a number of proteins that are released from the mitochondria into the cell, which then activate the latent death enzymes, the caspases. These enzymes dismember the cell from within, and package its contents for reuse later by other cells. Nothing goes to waste.

Virtually all the death proteins that are released from the mitochondria,
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along with the caspase enzymes themselves, were brought to the eukaryotic cell by the bacterial ancestors of the mitochondria, back in the mists of evolutionary time. They still have close analogues among free-living, and especially parasitic, bacteria today. In modern bacteria, many of the death proteins are used for other purposes and are relatively ‘tame’—they don’t bring about the death of bacteria or anything else. On the other hand, one family of proteins, the bacterial porins
 , are actually targeted at other cells, instruments of war and murder rather than fruitful collaboration. This raises the prospect that it was ever thus: once upon a time, the bacterial ancestors of the mitochondria were parasites, and used proteins like the porins to attack and dismember their host cell from within, feeding on its remains before moving on to another cell.

Whether or not this case is reasonable hinges on the true identity of the bacterial porins. In modern parasites, they are plugged into the membranes of the host cell, and ruthlessly execute its demise as soon as it shows signs of flagging, of being unable to keep pace with the metabolic demands of its parasite. These bacterial porins bear an uncanny physical—but not genetic—resemblance to the mitochondrial porins: the bcl-2
 proteins that activate the cell’s machinery of death by forming pores in the mitochondrial membranes. The larger implication is that the eukaryotic cell itself was forged in the crucible of war between an intracellular parasite, which was later tamed and went on to become the mitochondria, and the host cells, which learnt to survive the infection.

This sounds simple enough, but it presents a conundrum. In Part 1, we looked into some of the theories of the origin of the eukaryotic cell, in particular the

‘parasite model’, in which the mitochondria are derived from a Rickettsia
 -like bacterium, and the hydrogen hypothesis, which contends that the initial alliance grew out of mutual metabolic benefits—both partners lived from the metabolic waste products of the other. There I argued that the evidence at present supports the hydrogen hypothesis, rather than the parasite model. But the parasite story developed above doesn’t sit comfortably with the hydrogen hypothesis, which involves a peaceful metabolic union. A parasite may well benefit from killing its host and moving on to another, but a chemical addict can gain little from killing its supplier, and especially if it has no means of finding another one. So either the parasite story undermines the validity of the hydrogen hypothesis, or else it can’t be correct itself, despite its apparent explanatory power. I don’t see how both of the theories can be right. So which view is correct?

To make a stab at answering this question, we first need to distinguish between the evidence that is known to be true, or at least is not disputed, and ingenious surmise. This is not hard. It’s plain that the mitochondria supplied most of the death machinery: they are central to apoptosis today, and almost certainly were instrumental in its evolution. But the link between the bcl-2
 pro-
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teins, and the bacterial porins, such as those of Neisseria gonorrhoeae
 , which we discussed in the final pages of the last chapter, must be classed as ingenious surmise. Certainly there are intriguing structural similarities, but this does not constitute proof of an evolutionary relationship.

There are three possible relationships between the bcl-2
 proteins and the bacterial porins, on the basis of what is known today. First, the similarities may result from convergent evolution, such that the mitochondria and N. gonorrhoeae
 both independently invented similar-looking proteins with similar purposes. Nothing in the known gene sequences rules out this possibility—and anyone who doubts the power of convergent evolution at a molecular level should read Life’s Solution
 by Simon Conway Morris. If this possibility were true then we wouldn’t expect to find any genetic relationship between the bcl-2


proteins and bacterial porins, since they evolved from different starting places; but we would expect to find structural similarities, as their functional purpose is similar. As there are only a few possible ways to form a large pore in a lipid membrane, these must place functional constraints on possible 3-dimensional structures. If two different cells both need large pores, they are obliged to come up with something similar.

The second possibility is that the mitochondria really did inherit the bcl-2


proteins from their bacterial ancestors, as suggested by Frade and Michaelidis, and discussed in the previous chapter. This can only be proved by similarities in the gene sequences, which have not been found so far. What’s more, such similarities would need to be found among representatives of the -proteobacteria, the known ancestors of the mitochondria, or else lateral gene transfer at a later stage could not be ruled out. Clearly, if lateral gene transfers took place later on, that would say nothing about the initial relationship between the mitochondria and the host cells. So a more systematic sampling of genes across the -proteobacteria might lend support to this hypothesis, but in the meantime the structural similarities are suggestive at best.

Finally, it’s feasible that N. gonorrhoea
 and other parasitic bacteria acquired their porins from the mitochondria, rather than the other way around. Such transfers of genes from host to parasite are common. If this were the case, we might expect to find similarities in the gene sequences between the mitochondria and the parasites. The lack of such genetic similarities might only be for want of trying—they’ll turn up when we have sequenced more genes—or it might be that sequence similarities have simply been lost over time, smother-ing any evidence of common ancestry. This is not unlikely, as the unceasing evolutionary war waged between parasite and host means that parasite genes are notoriously volatile. Furthermore, the bacterial porins do not themselves bring about the whole of apoptosis—they merely plug into the host’s existing death apparatus. Effectively, they bring with them a portable ‘on’ switch, which
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triggers the host’s own machinery. The behaviour of parasites that cause cell death today is therefore not comparable with the inferred role of the proto-mitochondria, for they would have had to bring the entire death apparatus with them, and implement it in the host cell without killing themselves in the process. (Today, of course, the mitochondria die along with their host cell.) On the basis of evidence to date, it isn’t possible to resolve between these three possibilities. Nonetheless, the picture of parasite wars painted by Frade and Michaelidis does seem at least coherent and plausible. Or does it? There are a few other, rather knotty, problems with the story. First and foremost, mitochondria are no longer independently replicating cells, and in all probability they would have lost their independence soon after their genes began to be transferred to the host cell nucleus. Once a few critical genes were held hostage in the nucleus, then the mitochondria could gain nothing from killing their host, as they could no longer survive independently out in the wild. Their future was tied to that of their host. That’s not to say they could gain nothing from manipulating
 their host, but surely they could not gain from actually killing it.

In contrast, none of the parasites that we’ve discussed, even tiny Rickettsia
 , has ever lost its independence. They all maintain complete control over their life cycle and resources. They can get away with murder in a way that mitochondria cannot.

Exactly when mitochondria lost power over their own future is unknown, but it is likely to have happened quite early in the evolution of the eukaryotic cell.

Consider, for example, the evolution of the ATP carrier, the membrane pump that exports ATP from the mitochondria (see page 145). For the first time, this enabled eukaryotic cells to extract energy in the form of ATP from mitochondria (which could hardly even be called mitochondria until then). It was a symbolic moment, for the symbionts no longer had control of their own energy resources—they had suffered a loss of sovereignty. For the mitochondria, it marked the transition from a symbiotic relationship to a captive state. We can date the transition reasonably accurately by comparing the sequences of the ATP-carrier gene in the various different groups of eukaryotes. In particular, the fact that the carrier is found in all groups of eukaryotes, including plants, animals, fungi, algae, and protozoa, implies that it evolved before the divergence of these groups, placing it very early in the history of the eukaryotic cell. I need hardly say that this places it well before the evolution of multicellular organisms; from fossil evidence, probably by a few hundred million years.

So we have a gap. It seems very likely that the mitochondria lost their autonomy well before the evolution of true multicellular organisms. During this period, the mitochondria could gain nothing from killing their hosts, for they could not survive independently. Nor could their hosts gain anything from being killed, for they were not yet part of a multicellular organism. Thus the
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current advantages of apoptosis, the ruthless maintenance of a police state in multicellular organisms, could not apply.

This is a paradox. The persistence of a dedicated machinery of death must have been actively detrimental to both host and mitochondria. We might expect it to have been jettisoned by natural selection, yet we know that it was maintained. We also know that much of the death apparatus was inherited from the mitochondria, rather than from the host (or evolving more recently).

And to cap it all, I have argued in favour of the hydrogen hypothesis, which contends that the eukaryotic cell originated in a metabolic union between two peacefully cohabiting cells, neither of which could gain from killing the other. I seem to have argued us into a blind alley, to wit: a collaborative cell brought with it to a peaceful union a fully developed death apparatus, detrimental to both parties, which persisted against all the odds for a few hundred million years before it happened to find a use. Can this crazy scenario be rationalized?

Yes, but only if we are prepared to make a concession—the death apparatus did not always cause death. Once upon a time, it caused sex.

Sex and the origin of death

Let’s consider the first eukaryotes from the point of view of the peaceful cohabitation proposed by the hydrogen hypothesis. In the introduction to Part 5, we discussed the different levels at which natural selection operates—the level of the individual as a whole, or its constituent cells, or the mitochondria within the cells, or of course the genes themselves. We saw that it is not necessarily helpful, when considering cells that replicate asexually like bacteria, to think about natural selection operating at the level of the genes. Instead, selection works mostly at the level of the individual cells, which in this case are the true replicating units. This background will now prove invaluable to us, for we must consider the interests of the mitochondria and their host cells separately, in the early days of the eukaryotic merger. In those days, both the mitochondria and the host cells could be thought of as separate cells (and we shall see in the next few chapters that in many ways it still helps to consider them in this way).

So what were the private interests of the proto-mitochondria and their host cells? Given their combination of autonomy and uneasy mutual dependency, how could they have acted out their own interests? A compelling answer was put forward in 1999, by one of the most fertile thinkers in evolutionary biochemistry, Neil Blackstone, at Northern Illinois University, along with Douglas Green, one of the pioneers of cytochrome c release in apoptosis, at UCSD, La Jolla.

Like all cells, it is in the interest of mitochondria to proliferate. As soon as their own future has been tied to that of their host, they can gain nothing from killing this host and moving on to another—they could not survive the interim
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in the wild. There’s also a limit to how far the mitochondria can proliferate within a single host cell: a mitochondrial ‘cancer’ within the host would be detrimental to the cell as a whole, which would perish, along with all of its mitochondria. So the only way that the mitochondria can successfully proliferate is in line with the host cell. Each time the host cell divides, the mitochondrial population must double, to provide a contingent for each daughter cell. Of course, there’s nothing the host cell likes better than dividing either, so the interests of host and mitochondria are in common. If they were not, it is quite doubtful that the arrangement could have persisted as a stable relationship for two billion years. It would surely have torn itself asunder early on, and we would not have been here to be any the wiser.

But the interests of the mitochondria and the host cell are not always in common. What might happen if, for some reason, the host cell refused to divide?

Clearly neither the host cell nor its mitochondria could then proliferate (well, the mitochondria could
 proliferate, but only to a certain point: it would be detrimental to the host, and so to the mitochondria themselves, if they continued proliferating until they produced a mitochondrial ‘cancer’ inside the cell). The consequences might differ depending on the reason the host cell refused to divide. The most likely reason is lack of food. In Part 3 we noted that most bacteria spend most of their lives in stasis, despite their enormous capacity to replicate. The same must have applied to the early eukaryotes. If so, there was nothing to do but wait out the lean times, and resume proliferating again as soon as food became available. In this case, the interests of the mitochondria and the host cell are again in common: if the mitochondria pressed the host to divide without sufficient resources, both would perish. Better to devote the remaining resources to bolstering resistance to any physical stress likely to be encountered during the period of deprivation, such as heat, cold, and ultraviolet radiation.

Under these conditions, many cells form a resistant spore, which survives the wait in a dormant state before springing back to life in times of plenty.

Another reason that might prevent the host cell from dividing is damage, in particular to the DNA of the cell nucleus. Now the interests of the host and the mitochondria begin to diverge. Let’s assume that food is plentiful, but the host cell is nonetheless unable to divide. You can almost picture the trapped mitochondria, faces pressed against the bars, yelling ‘Let me out! Unfairly imprisoned!’ In the meantime, their neighbouring cells grin and divide away, their mitochondria proliferating happily. What are the trapped mitochondria to do? They don’t gain anything from killing their host, as they’d soon be dead themselves. But they would
 gain if the host cell fused
 with another, and recombined its DNA with that of the partner. Recombination of DNA is common in bacteria, and is the very basis of sex in eukaryotes. The fused cell gains a new lease of life—and the mitochondria a new playground.
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Why
 sex evolved in eukaryotes is still fiercely contested, given its twofold cost (see page 191). It seems likely that several different factors contribute. Sex tends to mask damaged DNA, as the damaged gene is likely to be paired with an undamaged copy of the same gene; and the variety generated by recombination probably gives cells a competitive edge over parasites—a theory championed by Bill Hamilton. Recent data imply that neither reason alone is sufficiently strong in all circumstances to account for the evolution of sex; but they don’t conflict with each other, and it seems likely that the benefits of sex are many pronged. On the other hand, its origin is a mystery. Bacteria recombine genes, but never fuse
 cells. In contrast, sexual reproduction in most eukaryotes involves the fusion of two cells, then the fusion of their nuclei, and finally the recombination of their genes, an altogether more committing act.

What made eukaryotic cells fuse in the first place? Losing the unwieldy cell wall of bacteria no doubt made the physical act of fusion far more practicable, but this still does not account for the actual urge
 to fuse. Cells don’t fuse all the time, so there is nothing about the wall-less state in itself that promotes fusion.

Might it be that early eukaryotic cells were manipulated by their mitochondria to fuse together? If so, could mitochondrial sabotage explain the origin of sexual fusion? Tom Cavalier-Smith, whom we met in Part 1, has reasoned that cell fusion would have been common in the early eukaryotes: he argues that the form of cell division in sex (meiosis), in which the chromosomal number is first doubled, and then halved, evolved via a few simple steps, as a means of restoring the original number of genes and nuclei after cellular fusions. In this case, mitochondria might have agitated for a fusion that was likely to happen in due course anyway.

The question of whether the mitochondria can manipulate the host cell is a serious one. We know they do today: they cause apoptosis. But might they have done so in the early days of the eukaryotic cell too? Neil Blackstone has suggested an ingenious way in which they could have done, and it explains both the urge to fuse and ultimately the evolution of apoptosis.

Free-radical signal

Think about the respiratory chain. We discussed the leakage of free radicals from the chain in Part 3. Paradoxically, the rate of free-radical leakage does not correspond to the rate of respiration, as one might think intuitively, but rather depends on the availability of electrons (ultimately derived from food) and oxygen. Because these factors vary continuously, free-radical production shifts according to circumstances. Sudden bursts of free-radical production can affect the behaviour of the cell.

If a cell is growing and dividing quickly, and so has a high demand for
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fuel (and plenty to meet this demand), there is a fast flux of electrons down the respiratory chain to oxygen. In these circumstances, relatively few free radicals leak from the chain. This is because they are more likely to pass down the line of least resistance, from one electron acceptor to the next in the chain, and finally to oxygen. Blackstone describes the chain in these circumstances as a well-insulated wire, through which electricity flows as a current of electrons. So, fast growth with plentiful fuel equates to a low leakage of free radicals.

What about times of starvation? Now there is little fuel, and practically no electrons passing down the respiratory chain. There may be plenty of oxygen around, but no spare electrons to stray off and form free radicals. If we think of the respiratory chains as little electrical wires, then starvation equates to a grid power failure: it’s impossible to suffer an electric shock if the mains supply is dead. Free-radical leakage is low because there is no electron flow at all.

But now think about what happens if a cell is damaged, leaving it with plenty of fuel, but no longer able to divide. The mitochondria are trapped in their prison. Because there is no cell division, there is a very low demand for ATP, and the cellular stocks remain high. The rate of electron flow down the chain depends on the rate of consumption of ATP. If ATP consumption is fast, then the electrons flow swiftly to keep up, as if sucked on by a vacuum; but if there is no demand, then the respiratory chain becomes choked up with spare electrons, which have nowhere to go. Now there is plenty of oxygen as well as spare electrons. The rate of free-radical leakage is far higher. The respiratory chain behaves like a badly insulated wire, easily giving an electric shock. So if the host cells are damaged, and don’t grow or divide despite plentiful fuel, their mitochondria give them an electric shock from within: a sudden burst of free radicals.1

Any burst of free radicals tends to oxidize the lipids in the mitochondrial membranes, and release cytochrome c from its shackles into the intermembrane space; this in turn completely
 blocks electron flow down the chain, as cytochrome c is an integral part of the respiratory chain. Losing cytochrome c from the chain is like clipping a live wire. The earlier part of the chain chokes up with electrons, and continues to leak free radicals, just as the live part of a clipped live wire still gives a shock. But cessation of electron flow eventually dissipates the membrane potential (for proton leak is no longer balanced by proton pumping), and as stress mounts the pores open in the outer mitochon-1 As we noted in Part 4, there is a way out of high free-radical production when the chain is blocked, and that is to uncouple electron flow from ATP production (see also Part 2, page 92).

The proton gradient is dissipated as heat, which reduces free-radical production and may have contributed to the evolution of endothermy.
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drial membrane, spewing apoptotic proteins, including cytochrome c, into the rest of the cell. In other words, these circumstances simulate the first steps of apoptosis.

Where does all this leave us? It means the interests of the mitochondria and the host cell are aligned at most times. If both proliferate, all is well and good.

The cell is in a reduced (as opposed to oxidized) state, but free-radical leakage is minimal. Conversely, if resources are scarce, then neither can proliferate, and the cell will do best to bolster its resistance, to wait out the lean times ahead.

The cell is now in an oxidized state, and again free-radical leakage is minimal.

When the host cell is damaged, however, and can’t divide despite having plenty of fuel, then the mitochondria signal their displeasure by producing an angry burst of free radicals. This is significant, says Blackstone, for the free-radicals attack the DNA in the cell nucleus (and the presence of cytochrome c in the cytosol would actually promote free-radical formation there). In yeasts and other simple eukaryotes, DNA damage constitutes a signal for sexual recombination. Even more strikingly, in the primitive multicellular alga Volvox carteri
 , a luminously beautiful hollow green ball, a twofold rise in free-radical production activates the sex genes, leading to the formation of new sex cells (gametes).

Importantly, this effect can be induced by a blockage of the respiratory chain.

So Blackstone’s theory can be furnished with some concrete examples. The long and short of it is this. The first few steps of apoptosis in single cells might once have stimulated sex, not death.

First steps to the individual

This view is entirely compatible with the hydrogen hypothesis, for it implies that the cells involved in the initial eukaryotic merger lived peacefully together, but nonetheless retained their own interests. These interests stretched to manipulating the host for sex, in the case of mitochondria, but not to murder, from which neither side could gain. Moreover, such a gently manipulative relationship, in which most interests are aligned at most times, explains why the machinery of apoptosis might have survived in single cells for possibly hundreds of millions of years—sex benefits both the damaged host and the mitochondria, and so would not be penalized by natural selection.

But the question remains: how did sex turn into death? We know that the mitochondria brought most of the death machinery with them, and they certainly use it to kill their hosts by apoptosis today. If we accept that the original purpose of the death machinery was sex, not death, what led to such a por-tentous change in purpose? When did the drive for sex become punishable by death, and why?

Sex and death are entwined. To an extent, both serve the same purpose.
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Consider why yeasts and Volvox
 are driven to recombine their genes when their DNA is damaged: recombination of genes probably enables the damaged copy to be replaced, or masked, by an undamaged copy of the same gene. Similarly, free radicals promote lateral gene transfer in bacteria (the uptake of genes from other cells or the environment). Again, the damaged genes are replaced or masked. What of programmed cell death, then? In multicellular organisms, apoptosis is also a means of repairing damage. Rather than the costly option of fixing a broken cell, apoptosis takes the cost-effective approach of eliminating it from the body, making space for an undamaged replacement—the first steps towards our modern ‘throwaway’ culture. So sex helps to eliminate damaged genes, while apoptosis eliminates damaged cells. Seen from the point of view of the ‘higher’ organism, sex repairs damaged cells and apoptosis repairs damaged bodies.

In Blackstone’s view, the machinery of apoptosis originally signalled cells to fuse, instigating recombination and repair of damage. At a later stage, in multicellular organisms, the machinery was rededicated to death. In principle, all that was required was the insertion of a new step—the caspase cascade. We noted earlier that the caspase enzymes were inherited from -proteobacteria (probably by way of the mitochondrial merger), but that they serve a different purpose in bacteria—they slice up some proteins, but do not bring about the death of the cell. In this respect, it’s interesting that different groups of eukaryotes appear to have integrated the caspase enzymes into programmed cell death quite independently. Plants, for example, bring about cell death using a group of related proteins known as meta-caspases, whereas mammals use the familiar caspase cascade. Both, however, trigger cell death through the release of cytochrome c and other proteins from the mitochondria. This implies that the death machinery of apoptosis arose independently more than once in the eukaryotes, in response to a common signal (free radicals, and the release of proteins from stressed mitochondria) and a common selection pressure—the need to eliminate damaged cells from a multicellular organism.

If apoptosis is linked with the need to police the multicellular state, rather than a parasite war, and multicellular organisms evolved independently more than once, which they certainly did, then it is not surprising that the detailed execution of apoptosis differs in different groups. On the face of it, it is more surprising that there is so much in common—that somewhat similar machinery was pressed into service more than once. Why was this?

Again Blackstone suggests an answer. He has spent many years studying some of the most primitive animals, such as marine colonial hydroids (colonies of cells that are capable of reproducing sexually or asexually, by fragmentation). He argues that a multicellular colony offers various advantages over individual cells, but as soon as the cells within a colony begin to differentiate—
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so that some are obliged to fulfil menial tasks, like paddling (moving the colony around), while others form fruiting bodies that pass on their genes—then a tension must develop. What stops the menial ‘slave’ cells from revolting?

Although they are all genetically identical (for a period at least), the cells in a colony don’t have equal opportunities—a ‘caste’ system develops in which some cells reap privilege at the expense of others. Blackstone argues that redox gradients are set up by the food and oxygen supply, which varies with currents, other local fluctuations, and the position of cells within the colony (at the surface or buried under other cells). Some cells have plenty of oxygen and food while others are deprived of one or the other, and so find themselves in a different redox state. The differentiation of cells is controlled by their redox state, by way of signals from the mitochondria. We have already noted, for example, that a lack of respiratory electrons, due to starvation, generates a signal for stress resistance.

The urge for independent sex—welling up as a burst of free radicals from the mitochondria—is also a redox signal. In a colony, damaged cells that attempt to have sex with other cells are likely to jeopardize the survival of the colony as a whole—only chaos can ensue. The very signal for sex is a confession of damage to the cell. It is as much as to say that the cell can no longer perform its normal tasks. In somatic (body) cells, there must have been a strong selection pressure to transmute a redox signal for sex into a signal for death. And in time, the selective removal of damaged cells for the greater good paved the way for the evolution of the individual, in whom common purpose is policed by apoptosis.

So the cries for freedom of captive mitochondria, which may once have urged for sex in single cells, were met with death in a multicellular body—their own, along with their damaged host cells.

This answer gives a beautiful insight into the vested interests of different cells, and how these can ebb and flow over time. The final outcome may depend on the environment that the cells find themselves in. In the first eukaryotic cells, the host cells and their mitochondria each had their own selfish interests. For the most part, these interests were aligned, but that was not always the case. In particular, if a host cell became genetically damaged, in a way that prevented it from dividing, the mitochondria were effectively imprisoned, for they no longer had the autonomy to survive outside the host.

Their only escape was through the act of sexual fusion, for in this way they can be passed on to another cell directly. One signal for sexual fusion in simple single-celled organisms is a burst of free radicals emanating from the mitochondria, so mitochondria can indeed manipulate their host cells in this way.

When the host cells formed into colonies, however, times changed. There are many advantages to living in primitive colonies, without the constituent cells having to give up the possibility of a return to free living. But for this reason, the
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path from a colony to a genuine multicellular individual is tricky. The fact that all multicellular individuals make use of apoptosis suggests that cells must accept the death penalty if they step out of line. But why did they do so? Perhaps because the damaged cells were betrayed by their own mitochondria. The free-radical signals, welling up from the mitochondria, amount to a confession of damage to the host cell. In a colony, the future of the other cells is jeopardized: the majority gain if the damaged cell is eliminated. So the battleground shifts from the mitochondria and their host cells, to the cells of the colony, and finally to the more familiar setting of competing multicellular individuals.

One question that emerges from this scenario is, how did the colony as a whole reproduce? If any cells in a colony that ‘want’ to have sex are eliminated, then the colony as a whole is under pressure to find a common, agreed method of reproduction. Today, individuals produce dedicated sex cells from a sequestrated germ-line that is hived off well before birth. How and why such sequestration got started is a conundrum, but if the punishment for sex was generally death, then it must have been much easier to make a single exception rather than many. Surely this must have been a strong selective pressure to sequestrate a germ-line. Such an executive decision might have had a startling outcome. Once a sequestrated germ-line had been established, then multicellular individuals could only replicate by way of sex. The individual no longer persisted from one generation to the next; no more did any of the individual cells, nor even chromosomes. Bodies dissolved and reformed like wisps of cloud, each one fleeting and different. Does this sound at all familiar? I’m repeating myself from the beginning of this Part: these conditions codified the selfish gene. Ironically, the long battles between individual cells that ultimately gave rise to the multicellular individual may in the end have crowned a different victor, who slipped in through the back door: the gene.

Primitive multicellular colonies stand at the gates of sex and death, of selfish cells and selfish genes, and it will be revealing to learn more about their behaviour. It will be revealing, too, to learn more of the mitochondrial signals for sex in single cells. For while sex looks like a good idea from the point of view of mitochondria, the fusion of two cells leads to another conflict—between the two populations of mitochondria derived from the two fusing cells. These populations are not the same, and so can compete among themselves to the detriment of the newly fused host cell. Today, sexual organisms go to extraordinary lengths to block the entry of mitochondria from one of the two parents. Indeed, at a cellular level, the inheritance of mitochondria from only one of the two parents is among the defining attributes of gender. Mitochondria might once have pushed for sex, but they left us everlastingly with two sexes.
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Human Pre-History and the Nature of Gender

Males have sperm and females have

eggs. Both pass on the genes in their

nucleus, but under normal

circumstances only the egg passes

on mitochondria to the next

generation—along with their tiny but

critical genomes. The maternal

inheritance of mitochondrial DNA has

been used to trace the ancestry of all

human races back to ‘Mitochondrial

Eve’, in Africa 170 000 years ago.

Recent data challenge this paradigm,

but give a fresh insight into why it is

normally the mother who passes on

mitochondria. The new findings help

explain why it was ever necessary for

two sexes to evolve at all.

Mitochondrial DNA—a tiny circular

genome in the mitochondria, inherited

from the mother
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What is the deepest biological difference between the sexes?

Most of us, I imagine, would venture the Y chromosome, but

this isn’t actually the case. The Y chromosome is allegedly pivotal to our sexual development, yet its presence is far from categorical, even for us. About 1 in 60 000 women are known to carry a Y chromosome, giving them the typical masculine chromosome combination of XY, yet they are nonetheless female. One unfortunate example was the Spanish 60-metre hurdles champion Maria Patino, who was publicly humiliated and stripped of her medals in 1985 after failing a mandatory sex test, despite the fact she was plainly not a man, nor a drugs cheat. She was in fact ‘androgen resistant’—her body could not respond to the natural presence of testosterone, and so she developed by default as a woman. She had no ‘unfair’ hormonal or muscular advantage. After a legal battle she was reinstated by the International Amateur Athletics Federation nearly three years later. The IAAF abolished the tests altogether in 1992, and in May 2004, in time for the Athens Olympics, the International Olympic Committee ruled that even transsexuals would be permitted to compete in the Games, as they, too, do not gain a hormonal advantage.

Interestingly, 1 in 500 female Olympic athletes carry a Y chromosome, substantially more than the general population, implying there might be some kind of physical advantage, albeit not hormonal. A relatively high proportion of models and actresses also carry a single Y chromosome. It seems to promote a long, leggy physique, ironically attractive to heterosexual men. Conversely, some men carry two X chromosomes but no Y chromosome; in their case, one X

chromosome usually incorporates a tiny fragment of the Y chromosome, bearing a critical sex-determining gene, which stimulates development as a man, but this is not always the case: it’s possible to develop as a man without any Y

chromosome genes at all. Rather more common (about 1 in 500 male births) is the XXY combination, known as Klinefelter’s syndrome. Strangely enough, men with this combination would once have qualified for the women’s Olympic Games by the same test that disqualified Maria Patino—the second X chromosome marks them histologically as women, even though they are not. Various other unusual combinations are also possible, some giving rise to hermaphroditism, in which the organs of both sexes are present, for example both ovaries and testes.

The superficiality of the Y chromosome is exposed if we consider sex determination more widely across species. Essentially all mammals share the famil-

230 Human Pre-History and the Nature of Gender iar X/Y chromosome system, but there are some exceptions. As regularly publi-cized in the media, the Y chromosome is in perpetual decline. With no possibility of recombination between Y chromosomes (men usually only have one copy), it is difficult to correct mutations, as there is no ‘clean’ copy that can act as a template, so mutations accumulate over many generations, potentially leading to a mutational melt-down. The Y chromosome has duly degenerated completely in some species, such as the Asiatic ‘mole voles’ Ellobius tancrei
 and E. lutescens
 . In E. tancrei
 , both sexes have unpaired X chromosomes; in E. lutescens
 , the females and males both carry two X chromosomes. Exactly how their sexes are determined remains an enigma, but it is reassuring to know that the decay of the Y chromosome does not inevitably herald the demise of men.

If we venture further afield the X and Y chromosomes soon begin to look parochial. The sex chromosomes of birds, for example, contain a different set of genes to the mammalian chromosomes, implying that they evolved independently; accordingly, they are denoted W and Z. Their inheritance reverses the mammalian pattern: males carry two Z chromosomes making them chromosomally equivalent to female mammals, whereas females carry a single copy of the W and Z chromosomes. Interestingly, in reptiles, the evolutionary ancestors of birds and mammals, both chromosomal systems exist, along with other variations. Most startlingly, sex determination in the cold-blooded reptiles often depends not on sex chromosomes at all, but on the temperature at which the eggs are incubated. In alligators, for example, males are produced from eggs incubated above about 34C, and females from eggs cooler than about 30C; if the temperature is intermediate, a mixture is produced. This relationship is reversed in other reptiles; in sea turtles, the females develop from eggs incubated at higher temperatures.

Even reptiles fail to exhaust the cornucopia of sex determinators. In Hymenoptera
 , such as ants, wasps, and bees, the males often develop from an unfertilized egg, whereas the females develop from fertilized eggs. So if a queen bee mates with a drone, the daughters share three quarters of their genes, rather than half, as in the X/Y or W/Z systems. Such genetic similarities might have favoured selection at the level of the colony over that of individuals, facilitating the evolution of eusocial structures (in which reproduction is carried out by a specialized caste in a colony of non-reproductive individuals).

In some crustaceans, sex is not fixed but plastic: individuals can undergo a sex-change. Perhaps the most peculiar example is furnished by the diverse range of arthropods that become infected with the reproductive bacteria Wolbachia
 , which converts males into females, thus ensuring its own transmission in the egg (they are not passed on in sperm). In other words, sex is determined by infection. Other examples of sexual plasticity are unrelated to infection. For example, many tropical fish change sex, notably the colourful
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teleosts (the most common type of bony fish) that dwell in coral reefs—a source of confusion that could have added a whole new dimension to Finding Nemo
 .

In fact, most reef fish switch sex at some point in their lives, and the few shrinking violets that don’t are contemptuously labelled gonochoristic. The rest are ardently transsexual: males change to females and vice versa; some change sex in both directions, and others manage to be both sexes at the same time (hermaphrodites).

If any order emerges from this sexual cacophony, it’s certainly not the Y

chromosome. From an evolutionary point of view, sex seems as accidental and shifting as a kaleidoscope. One of the few enduring pillars is the occurrence of two sexes. With the exception of some fungi (which we’ll come to later) there are few unequivocal examples of more than two sexes. What is rather more curious, though, is the need for any sexes at all. The trouble is that having two sexes halves the number of possible mates. This begs the question what’s wrong with having only one sex, which amounts to having no sexes at all? That would give everyone twice the choice of partners, and indeed would spirit away the distinction between homosexuals and heterosexuals; couldn’t everyone be happy? Unfortunately not. In Part 6, we shall see that, for better or worse, we are generally doomed to two sexes. The culprits, need I say it, are mitochondria.
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The Asymmetry of Sex

There are two fundamental aspects to sex: the first is the need for a mate at all, and the second is the need for specialized mating types, which is to say, for having two sexes rather than just any old partner. We touched on the need to mate in Part 5. Sex is often said to be the ultimate existential absurdity, as there is a twofold cost to overcome—two partners are required to produce one offspring—while in clonal, or parthenogenic, reproduction (in which an organism produces an exact replica of itself), only one parent is required to produce two identical copies. Radical feminists and evolutionists agree that males are a serious cost to society.

Most evolutionists believe that the advantage of sex lies in the recombination of DNA from distinct sources, which may help to eliminate broken genes and to foster variety, keeping one step ahead of inventive parasites, or rapid changes in environmental conditions (although any of this has yet to be proved by experiment). Of course it takes two to recombine, hence the need for at least two parents; but even if we accept the need to recombine genes, and so to mate, why can’t we be free to mate with anyone? Why do we need specialized sexes, rather than all being the same sex, or, given the mechanical constraints of fertilization, hermaphrodites, uniting both sexual functions in the same body?

A quick look at the hermaphrodite lifestyle answers this question: they don’t have it easy, by any means. The misogynist German philosopher Arthur Schopenhauer once asked why men seemed to get along with each other quite amicably, whereas women were rather bitchy. His answer was that all women were occupied in the same profession—the business, presumably, of winning men—while men had their own professions and so didn’t need to compete so ruthlessly with each other. I hasten to say I couldn’t disagree more, but his words do help to explain why so few species are hermaphrodites (plants excepted)—they must all compete with each other, using the same tools of the trade.

Just how awkward this can be is illustrated by the marine flatworm Pseudobiceros bedfordi
 , which engages in a sperm battle when mating. Each is equipped with two penises, with which they fence, attempting to smear sperm onto the other without being fertilized themselves. The ejaculate burns a hole
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in the skin of the recipient, which is sometimes cavernous enough to cause the loser to tear in half. The problem is that the flatworms all want to be male. The female, almost by definition, invests more of her resources in the offspring, which means that individuals pass on more of their genes if they succeed in fertilizing others, while avoiding being fertilized themselves. This equates to spraying sperm around liberally without becoming pregnant. Penis envy is more than mere psychology. According to the Belgian evolutionary biologist Nico Michiels, the male mating strategy—of spraying sperm—is often adopted by the entire species, leading to such bizarre mating conflicts as penis fencing flatworms. Having two specialized sexes offers a way out of this trap. Females and males have their own ideas about when to mate, and with whom; males tend to be keener, females choosier. The outcome is an evolutionary arms race in which each sex exerts an influence over the adaptations of the other, countering some of the more preposterous mating strategies. As a rule of thumb, the hermaphrodite lifestyle works well if the prospects of finding a mate are slim, for example in low-density or immobile populations (explaining why many plants are hermaphrodites), while separate sexes develop in species with higher population densities or greater mobility.

This is all very well, but it conceals a deeper mystery: the origin of the asymmetry between the male and female roles. I mentioned that females ‘almost by definition’ invest more of their resources in the offspring. To some this may sound a rather chauvinist remark, implying the father is somehow free to walk away. I do not mean it in that sense. In many sexually reproducing creatures, there is little difference in the input of parental care. Amphibians and fish, for example, produce eggs that are fertilized outside the body, which often develop without any further parental input; and in some crustaceans, only the fathers guard the young. In sea horses, the father nurses the fertilized eggs in his brood pouch, effectively undergoing pregnancy, and giving birth to as many as 150

offspring. Nonetheless there is still a basic inequality of input that is evident at the level of the sex cells, or gametes, themselves—the difference between the sperm and the eggs. Sperm are tiny and disposable. Men, and males in general, produce them by the bucket-load. In contrast women, and females in general, produce far fewer, much larger eggs. Unlike the slippery distinction between the sexes on the basis of their sex chromosomes, this distinction is definitive.

Females produce large, immobile eggs, whereas males produce small, motile sperm.

What is the basis of this asymmetry? Various explanations have been put forward. One of most convincing is the destabilizing tug between quality and quantity—between a small number of large gametes, and a large number of small gametes. This is because the fertilized egg provides not just the genes, but also all the nutrients and cytoplasm (including all the mitochondria) required

234 Human Pre-History and the Nature of Gender for the new organism to grow. Inevitably there is a tension between the needs of the offspring and the parents. For a good start in life, the offspring ‘wants’ to be lavishly supplied with nutrients and cytoplasm, whereas the parents ‘want’ to sacrifice as little as possible, and to fertilize as much as possible. Parental sacrifice is all the more costly if the parents are microscopically small, as was the case early in the evolution of sex, more than a billion years ago.

If the success of a fertilized egg depends at least in part on being properly furnished with resources, one might naively imagine that natural selection would favour an equal input from both parents, minimizing the cost to the parents, while maximizing the benefit to offspring. By this measure, sperm add next to nothing, beyond their genes, to the next generation, and so ‘ought’ to be selected against. In fact, they behave like parasites, giving nothing and gaining everything. While parasitic behaviour might plausibly develop in many cases, why are sperm always
 parasitic? In the case of amphibians and fish, whose eggs are free-floating, the answer might be that millions of tiny sperm can fertilize more eggs, by virtue of their ‘blanket’ coverage. It seems peculiar, though, that the sperm and eggs have retained their extreme size discrepancy even when fertilization is internal. Now, millions of tiny sperm are targeted at one or two eggs closeted in a fallopian tube, rather than thousands of eggs dispersed in the ocean. Is it just too late to change, or not worth bothering; or is there a more fundamental reason for an extreme size discrepancy? There’s a strong argument to say there is.

Uniparental inheritance

The search for a fundamental difference between the sexes takes us back to primitive eukaryotic organisms, such as algae and fungi, some of which have two sexes despite there being no obvious distinctions between their gametes (sex cells). They are said to be isogamous
 , meaning that their sex cells are equally sized. In fact, the two sexes appear to be identical in every way. Because they are basically the same, it makes more sense to refer to them as mating types rather than sexes. But the very lack of differences between the two mating types highlights the fact that there are still two of them. Individuals are restricted to mating with only half the population. As the pioneers of this field, Laurence Hurst and William Hamilton, pointed out, if finding a mate presents a problem then halving the population size ought to be a serious constraint. Imagine that a mutant mating type appeared in the population, which was able to mate with both the existing mating types. This third type ought to spread swiftly, as it has twice the choice of mates. Any subsequent mutants that could mate with all three types would have a similar advantage. The number of mating types should therefore tend towards infinity; and indeed the widespread ‘split gill’
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mushroom Schizophyllum commune
 has 28 000. Short of having no sexes at all (all are the same sex) then it makes sense to have as many as possible. Two is the worst of all possible worlds.

So why do many isogamous species still have two mating types? If there really is a deep asymmetry between the sexes, a grain of inequality from which all other inequalities grow, then the algae and fungi are the place to look.

The answer betrays a fundamental intolerance that makes our own battle of the sexes look like a love-in. Take the primitive alga Vulva
 , for example, also known as the sea lettuce. It is a multicellular alga, which forms into sheets of cells only two cells thick but up to a metre long, giving the appearance of leaves.

Sea lettuces produce identical gametes, or isogametes, which contain both chloroplasts and mitochondria. The two gametes, and their nuclei, fuse together in a perfectly normal fashion, but after cell fusion the organelles attack each other with savage ferocity. Within a couple of hours of fusion, the chloroplasts and mitochondria deriving from one of the gametes have been pulped to a swollen mass, and soon afterwards disintegrate altogether.

This is an extreme example of a general trend. The common denominator is an intolerance of the organelles from one of the two parents, but the method of extermination varies widely. Perhaps the most illuminating example is the single-celled alga Chlamydomonas rheinhardtii
 , which at first sight appears to buck the trend. Instead of destroying half its chloroplasts in a wanton display of violence, the chloroplasts fuse together peaceably. But biochemical scrutiny shows this alga is no more tolerant than its cousins; rather, it is more refined in its intolerance, like a cultivated Nazi. To use the correct, rather chilling euphemism, Chlamydomonas
 practices ‘selective silencing’: it eliminates the DNA in the organelles rather than the whole organelles, leaving the infrastruc-ture intact. The organelle DNA from each parent attacks the other with lethal DNA-digesting enzymes. According to some reports, 95 per cent of all the organelle DNA is dissolved, but the speed of destruction is slightly faster on one side than the other. The surviving DNA, by definition, derives from the

‘maternal’ parent.

The upshot is that nuclear fusion and recombination are fine, but the organelles—the chloroplasts and mitochondria—are almost invariably inherited from only one parent. The problem is not with the organelles, but with their DNA. There’s something about this DNA that fate abhors. Two cells fuse, but only one of them passes on the organelle DNA.

Here lies the deepest difference between the sexes: the female sex passes on organelles, the male sex does not. The result is uniparental inheritance
 , which means that organelles, such as mitochondria, are normally inherited only down the maternal line, like Judaism. The realization that mitochondria are inherited only from the mother is not age-old knowledge: it was first reported
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Is this really the deepest difference between sexes? The best place to look for a reality check is at any apparent exceptions to the rule. We already noted, for example, that the mushroom S. commune
 has 28 000 mating types. These are encoded by two ‘incompatibility’ genes on different chromosomes, each of which comes in many possible versions (alleles). An individual inherits one out of more than 300 possible alleles on one chromosome, and one out of more than 90 on the other, giving a total of 28 000 possible combinations. If two cells share the same allele on either chromosome, they cannot mate. This is likely to be the case among siblings, which encourages out-breeding. However, if the gametes have different alleles at both loci, they are free to mate, and this allows them to mate with more than 99 per cent of the population, rather than a feeble 50 per cent like the rest of us.

But with all these sexes, how on earth do the fungi keep track of their organelles? Can they, too, ensure that organelles are inherited from only one of two parents? If so, with 28 000 sexes, how do they know which is the ‘mother’?

In fact they solve the problem by engaging in a fastidious form of sex, a loveless fungal missionary position, and are zealous never to mix bodily fluids. Sex, for S. commune
 , is all about getting two nuclei into the same cell, and the cytoplasm never conjoins in blissful union: cell fusion does not take place. In other words, these fungi get around the sex problem altogether by evading the issue.

While it can be said that they have 28 000 different sexes, it is better to say they don’t have any at all: they have incompatibility types instead.

Intriguingly, incompatibility types can coexist with sexes in the same individual, implying that these adaptations really do serve different functions.

The best examples come from the flowering plants, or angiosperms, many of which, as we have seen, are hermaphrodites (the individuals are both male and female). In principle, this means that plants can fertilize themselves or their closest relations—and in practice, given the difficulties of dispersal faced by the sessile plants, this would be the most likely scenario. The trouble is that local fertilization favours in-breeding, thereby losing the benefits of sex altogether.

Many angiosperms get around the problem by having incompatibility types as well as two sexes, ensuring that out-breeding takes place.

In principle, it’s possible to have more than two sexes, while maintaining uniparental inheritance. There are examples of this among primitive eukaryotes, notably the slime moulds, which fuse cells together into a matrix with numerous nuclei sharing the same vast cell. Slime moulds look similar to fungi, overgrowing woody mulch or grass as an amorphous mass; some bright yellow moulds have been likened to dog vomit. From our point of view, the most important aspect is that some of them have more than two sexes, even though
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the whole gametes fuse together, not just the nuclei. The best known example is Physarum polycephalum
 , which has at least 13 sexes, encoded by different alleles of a gene known as matA
 . While looking the same, however, these sexes are not equal—their mitochondrial DNA is ranked in a pecking order. Upon fusion of the gametes, the mitochondrial DNA of the more dominant strain persists, while that of the subordinate strain is digested, and disappears completely within a couple of hours; the vacant sheaths are eliminated within three days of fusion. So uniparental inheritance is preserved despite the occurrence of multiple sexes. Presumably there is a limit to how high a pecking order can rise; it’s hard to imagine a hierarchy accommodating all 28 000 sexes of S. commune
 , for example. And in practice, more than two sexes is rare.

To draw a general conclusion, we can say that the act of sex
 involves nuclear fusion (and out-breeding can be enforced by having incompatibility types), but proper sexes
 can only be distinguished when cytoplasm is shared. In other words, sexes
 develop when the cells as well as their nuclei fuse. Then the female passes on some of her organelles, and the male must accept the untimely demise of all of his. Even when there are multiple sexes, uniparental inheritance of the mitochondria is the rule.

Selfish competition

Why is uniparental inheritance so important? And why are multiple sexes so uncommon, given that they expand the mating opportunities and are technically feasible? The most widely accepted reason was developed as a forceful hypothesis by Leda Cosmides and John Tooby, at Harvard, in 1981. They argued that mixing the cytoplasm from two different cells creates an opportunity for conflict between different cytoplasmic genomes. These include both mitochondrial and chloroplast genomes, but also any other cytoplasmic ‘passengers’ such as viruses, bacteria, endosymbionts, and so on. If these passengers are genetically identical, there can be no competition between them; but as soon as they begin to differ, there is scope for competition to gain entrance to the gametes.

Consider, for example, two different populations of mitochondria, one of which replicates faster than the other. If one population becomes more numerous, it gains preferential entry to the gametes. The other population will be eliminated unless it speeds up its own replication, and to do so almost certainly means that it will fail to do its proper job, generating energy, as effectively. This is because the easiest way to speed up replication is to jettison ‘unnecessary’

genes, as we saw in Part 3; and the genes that are unnecessary for mitochondrial replication are of course exactly the genes that the cell as a whole needs for energy production. So competition between mitochondrial genomes leads to
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The host cell inevitably suffers from competition between mitochondrial genomes, and this in turn generates a strong selective pressure on the genes in the nucleus to ensure that all the mitochondria are identical, thereby preventing such conflict. This can be achieved by the ‘selective silencing’ of one population, as in Chlamydomonas
 , but in general it is safest to preclude their entrance altogether; this simultaneously precludes competition between other cytoplasmic elements, such as bacteria and viruses. Thus, in this selfish theory, the reason that two sexes develop is because this is the most effective means of preventing conflict between selfish cytoplasmic genomes.

The male mitochondria don’t take their purging lying down. Any attempt to exclude them is met with stiff resistance. The angiosperms attest eloquently to the reality of selfish mitochondrial behaviour. In these hermaphrodite flowering plants the mitochondria strive to avoid being caged in the male part of the plant, a dead end for them because they are not passed on in pollen. They avoid ending up in pollen by sterilizing the male sex organs, usually by bringing about the abortion of pollen development. Not surprisingly, this is an important trait in agriculture, discussed at length by Darwin himself, and known rather for-biddingly as male cytoplasmic sterility
 . By sterilizing the male sex organs, the mitochondria convert a hermaphrodite into a female, thereby helping safeguard their own transmission. However, because this upsets the sex balance of the population as a whole, which now comprises females and hermaphrodites, various nuclear genes that counteract the selfish mitochondrial actions have been selected over evolution, restoring full fertility. The battle is still being waged. A trail of selfish mitochondrial mutants and nuclear suppressor genes shows that female conversion took place repeatedly, only to be suppressed each time. In Europe today, 7.5 per cent of angiosperm species are gyno-dioecious, to use the term Darwin coined—their population comprises both females and hermaphrodites.

Hermaphrodites are particularly vulnerable to male sterilization, because the female organs leave open the possibility of mitochondrial transmission in the same individual. But even when the male and female sex organs are housed in separate individuals, there are indications that mitochondria attempt to distort the sex balance by harming males. Some diseases, notably Leigh’s hereditary optic neuropathy, are caused by mutations in the mitochondrial DNA, and are more prevalent in men than women. This situation is similar to the action of Wolbachia
 in arthropods, which we noted earlier. In crustaceans, infection with Wolbachia
 converts males into females, but in many insects the effect is even more drastic: males are simply killed. The ‘objective’ of the bacteria, which are passed on from one generation to the next only in the egg, is to
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convert the entire population into females, thereby improving their own chances of transmission. Mitochondria, too, can help safeguard their own transmission in the egg by eliminating males. Unlike Wolbachia
 , however, their success seems to be very limited. Presumably, this is because there has been a stronger counter-selection against selfish mitochondria. Fully functional mitochondria are essential to our survival and health, and selfish mutants are less likely to be effective at respiring. They are therefore likely to be heavily selected against. Wolbachia
 , in contrast, distorts the sex ratio but doesn’t necessarily cause much damage otherwise; accordingly, there is a lower selective pressure against it.

All these various attempts to subvert the sex ratio come about because mitochondria, along with other cytoplasmic elements such as chloroplasts and Wolbachia
 , are passed on only in the egg. The pressure to bend the rules has almost certainly polarized the existing differences between the sperm and eggs even further. For example, the pressure exerted by selfish mitochondria probably contributed to the extreme size difference between sperm and eggs. The simplest way to tip the scales against the selfish mitochondria is to stack the odds against them. There are some 100 000 mitochondria in human egg cells, but fewer than 100 in sperm. If the male mitochondria get into the egg at all (they do in many species, including ourselves), they are simply diluted out. But even dilution is not enough. Numerous tricks have evolved to exclude male mitochondria from the fertilized egg altogether, or to ensure the permanent silencing of the few that do get in. In mice and humans, for example, the male mitochondria are tagged with a protein called ubiquitin, which marks them up for destruction in the egg. In most cases, the male mitochondria are degraded within a few days of entry to the egg. In other species the male mitochondria are excluded from the egg altogether, or even from the sperm, as in crayfish and some plants.

Perhaps the most bizarre method of excluding the male mitochondria is found in the giant sperm of some species of fruit fly ( Drosophila
 ), which can be more than ten times longer than the total male body length when uncoiled. The testes required to produce such mammoth sperm comprise more than 10 per cent of the total adult body mass, and retard male development markedly.

Their evolutionary purpose is unknown. Such extraordinary sperm add far more cytoplasm to the egg than normal. What’s more, the sperm tail persists in the egg, raising the question of its fate. According to Scott Pitnick and Timothy Karr, at Syracuse University, New York, and the University of Chicago, respectively, the mitochondria fuse together during sperm development to form two enormous mitochondria, which extend the entire length of the tail. These two vast mitochondria fill 50 to 90 per cent of the total cell volume. They are not digested in the egg, but rather are sequestered throughout embryonic develop-
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The fact that there are so many radically different methods of excluding the male mitochondria implies that uniparental inheritance evolved repeatedly, in response to similar selection pressures. This in turn suggests that uniparental inheritance was also lost repeatedly, and later regained by way of whatever trick was most readily pressed into service at the time. I suspect this means that losing uniparental inheritance was weakening but rarely fatal, and indeed there are some examples of mitochondrial mixing, or heteroplasmy
 , notably among the fungi and angiosperms. For example, in one large study of 295 angiosperm species, nearly 20 per cent of all the species examined showed some degree of bi-parental inheritance. Interestingly, bats, too, are often heteroplasmic. Bats are long-lived, vigorously active mammals, so it is curious that they are not compromised by heteroplasmy. Little is known about the circumstances or selection pressures involved, but there is a hint that some sort of selection for the fittest mitochondria might take place in the flight muscles themselves.

We have brought mitochondrial heteroplasmy upon ourselves in some assisted reproductive technologies, especially ooplasmic transfer. This technique involves the injection of cytoplasm, along with its mitochondria, from a healthy donor egg into the egg cell of an infertile woman, thereby mixing mitochondria from two different women. We touched on this technique in the Introduction, for it found fame in a newspaper under the headline ‘Babies born with two mothers and one father.’ More than thirty apparently healthy babies have been born by this method, despite the pungent criticism that it ‘may be akin to trying to improve a bottle of spoiled milk by adding a cup of fresh.’ The profound disquiet felt about mixing two mitochondrial populations, which nature strives so hard to avoid, combined with the suspiciously high rate of developmental abnormalities leading to miscarriage, has led to the technique being placed on hold in the United States. Even so, to an open-minded sceptic, perhaps the most surprising finding is that it works at all. Certainly heteroplasmy is worrying, probably weakening, but not out of the question.

If, as we have seen, the deepest distinction between the sexes relates to restricting the germ-line passage of mitochondria, then the barrier between the sexes seems curiously shaky. The language one tends to read in journals or books speaks of outright conflict, along the lines of: ‘organelles from more than one parent are not tolerated in the offspring.’ In more mundane reality, the condition that forces nature to differentiate two sexes, obliging us to mate with only half the population, is constantly collapsing and reforming. Mitochondrial heteroplasmy seems to be tolerated with surprisingly few detrimental effects in
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many cases—there is little sign of conflict. So while the evidence suggests that mitochondria really are central to the evolution of two sexes, genomic conflict may not be all there is to it. Recent research suggests that there are other, more subtle, but probably more pervasive and fundamental reasons, too.

The area of research forcing this new thinking, ironically, is another field altogether: the study of human prehistory and population movements, by tracking human mitochondrial genes. Some of the most arresting insights into prehistory, such as our relationship with the Neanderthals, have derived from such studies of mitochondrial DNA. All these studies rest on the assumption that the inheritance of mitochondrial DNA is strictly maternal, that any mixing is simply not tolerated. In this hotbed of research, controversial data have recently raised questions about the validity of this assumption in our own case.

But if some of the once iron-cast conclusions now look a bit more rickety, they do give a new insight not just into the origin of the sexes, but also into previously unexplained aspects of infertility. In the next two chapters, we’ll find out why.
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What Human Pre-History Says

About the Sexes

In 1987, Rebecca Cann, Mark Stoneking, and Allan Wilson, at Berkeley, published a celebrated paper in Nature
 , which (although it built on earlier work) was to revolutionize our understanding of our own past. Instead of looking to the fossil record, or to genes in the nucleus, they studied the mitochondrial DNA of 147 living people, drawn from five geographical populations. They concluded that the samples were closely related, and ultimately inherited from a single woman, who lived in Africa about 200 000 years ago. She became known as ‘African Eve’, or ‘Mitochondrial Eve’, and to the best of our knowledge everyone on earth today descends from her.

The radical nature of this conclusion needs to be placed in perspective.

There has long been an unresolved controversy between two warring tribes of palaeoanthropologists—those who believe that modern man issued from Africa in the fairly recent past, displacing earlier groups of migrants, like the Neanderthals and Homo erectus
 ; and those who believe that humans have been present in Asia as well as Africa for at least a million years. If this latter view is correct, then the evolutionary transition from archaic to anatomically modern humans must have happened in parallel in different parts of the old world.

These two views carry a potent political charge. If all modern humans came from Africa less than 200 000 years ago, then we are all the same under the skin.

We have barely had time, in an evolutionary sense, to diverge, but we can perhaps be held responsible for the extinction of our closest relatives, such as the Neanderthals. This theory is known as the ‘Out of Africa’ hypothesis. On the other hand, if the human races evolved in parallel then the differences between us are not skin deep, and our unique racial and cultural identities are firmly grounded in biology, challenging our ideals of equality. Both scenarios could have been offset by interbreeding, to an unknown degree. The dilemma is exemplified by the fate of the Neanderthals. Were they a separate subspecies driven to extinction, or did they interbreed with anatomically modern Cro-Magnons, who arrived in Europe around 40 000 years ago? Bluntly, are we
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guilty of genocide or gratuitous sex? Today we seem distressingly capable of both, sometimes simultaneously.

The patchy fossil record has so far proved inconclusive, not least because it is extremely difficult to tell from a few scattered fossils of widely differing ages whether one population gives rise to another in the same place, or falls extinct, or is displaced by another from a different geographical region, or indeed whether two populations interbred. Numerous fossil finds over the last century—a train of missing links—have demonstrated the possible outlines of human evolution from ape-like ancestors, to all but the most unbelieving of Creationists. Brain size, for example, more than tripled in successive hominid fossils over the last four million years. But the actual line of evolution from Australopithecines, like Lucy, around three million years ago, through Homoerectus
 , and finally to Homo sapiens
 , is fraught with unresolved issues. How can we tell if a fossil discovery represents our own ancestors, or is simply a parallel species, now fallen extinct? Was Lucy really our direct ancestor, or just an extinct, upright, knuckle-dragging ape? All we can say for sure is that there are plenty of skeletons in the closet that exhibit morphologies intermediate between the apes and humans, even if it is difficult to assign their place in our own ancestry. Charting prehistory from ancient skeletal morphology alone is at best an uncertain endeavour.

In terms of our more recent ancestry, the fossil record is also dumb. Did we interbreed with the Neanderthals? If so, we might hope one day to discover a hybrid skeleton, displaying a mosaic of features intermediate between the robust Neanderthal Man and the gracile Homo sapiens
 . Occasionally such claims are made, but rarely convince the field. Here is the kindly Ian Tattersall, commenting on one such case: ‘the analysis . . . is a brave and imaginative interpretation, but it is unlikely that a majority of palaeoanthropologists will consider the case proven.’

One of the biggest problems of palaeoanthropology is its heavy reliance on morphology. This is inevitable, as little else remains. Isolating DNA would be a big help, but in most cases this is impossible. In virtually all fossil skeletons, the DNA slowly oxidizes, and very little survives beyond about 60 000 years. Even in more recent skeletons, the quantities of nuclear DNA that can be extracted are so small that sequencing is unreliable. Thus at present it seems virtually impossible to resolve our past from the fossil record alone.

Luckily, we don’t necessarily need to. In principle, we can search within ourselves to read the past. All genes accumulate mutations over time, and as they do so their sequence of ‘letters’ slowly diverges. The longer that two groups have diverged, the more differences accumulate in the sequences of their genes. Thus, if we compare the DNA sequences of a group of people, we can calculate roughly how closely related they are, at least relative to one another. People with just a few sequence differences are more closely related

244 Human Pre-History and the Nature of Gender than people with lots of them. By the 1970s, geneticists were becoming involved in human population studies, scrutinizing the differences between genes in different races. The results implied that there is less variation between races than had been thought—as a rule of thumb, there is more variation within races than there is between races, implying that we all share a relatively recent common ancestor. Moreover, the deepest divergences are found in sub-Saharan Africa, implying that the last common ancestor of all human races was indeed African, and lived relatively recently, certainly less than a million years ago.

Unfortunately, there are various drawbacks to this approach. Genes in the nucleus accumulate mutations very slowly, over millions of years, and indeed we still share 95 to 99 per cent of our DNA sequence with chimpanzees (depending on whether we include non-coding DNA in the sequence comparison). If gene sequences can barely tell the difference between humans and chimpanzees, then clearly we need a more sensitive measure to distinguish between human races. Another problem with gene sequences is the role of natural selection. To what extent are genes free to diverge from each other at a steady pace (neutral evolutionary drift), and when does selection constrain the rate of change, by favouring particular sequences? The answer depends not just on the gene, but also on the shifting interactions of genes with each other, and with environmental factors like climate changes, diet, infection, and migration.

There is rarely an easy answer.

But the greatest problem with genes from the nucleus is sex—again. Sex recombines genes from different sources, making each of us genetically unique (apart from identical twins and clones). This in turn makes it difficult to determine our lineage. In society, the only way we can know whether we are descended from William the Conqueror, or Noah, or Ghengis Khan, is by keeping detailed records. A surname provides some indication of descent, but most genes know nothing of surnames. They could come from virtually anywhere, and any two different genes almost certainly came from two different ancestors. We are back to the problem of The Selfish Gene
 , discussed in Part 5—in a sexually reproducing species, individuals are fleeting and transitory, mere wisps of cloud; only the genes persist. So we can work out the history of genes, and gene frequencies in a population, but it is difficult to ascribe individual ancestry, and even harder to specify dates.

Down the maternal line

This is where Cann, Stoneking, and Wilson stepped in with their study of mitochondrial DNA, nearly two decades ago. They pointed out that the odd mode of mitochondrial inheritance solved many of the problems associated with
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nuclear genes. The differences made it possible not only to trace human lineages, but also to give a tentative estimate of dates.

The first critical difference between mitochondrial and nuclear DNA is the mutation rate. On average, the mutation rate of mitochondrial DNA is nearly twenty times faster than nuclear DNA, although the actual rate varies according to the genes sampled. This fast mutation rate equates to a fast rate of evolution (but we should beware of always equating the two, as we’ll see later). The fast rate of evolution stems from the proximity of mitochondrial DNA to the free radicals generated in cellular respiration. The effect is to magnify the differences between races. While nuclear DNA can barely distinguish between chimps and humans, the mitochondrial clock ticks fast enough to reveal differences accumulating over tens of thousands of years, just the right speed for peering into human prehistory.

The second difference, said Cann, Stoneking, and Wilson, is that human mitochondrial DNA is inherited only from our mothers, by asexual reproduction. Because all our mitochondrial DNA comes from the same egg, and is replicated clonally during embryonic development, and throughout our lives, it is all (in theory) exactly the same. This means that if we take a sample of mitochondrial DNA from, say, our liver, it should be the exactly the same as a sample taken from the bone, and both should be exactly the same as a random sample taken from our mother—and hers should be exactly the same as her own mother’s, and so on back into the mists of time. In other words, mitochondrial DNA works like a matriarchal surname, linking a string of individuals together down the corridor of the centuries. Unlike nuclear genes, which are shuffled and redealt every generation, mitochondrial genes allow us to track the fate of individuals and their descendents.

The third aspect of mitochondrial DNA that the Berkeley team drew on is its steady rate of evolution: the mutation rate, though fast, remains approximately constant over thousands or millions of years. This is ascribed to neutral evolution, the assumption that there is little selective pressure on mitochondrial genes, which serve a restricted and menial purpose (so the argument goes).

Sporadic mutations occur at random over generations, and as averages balance out, accumulate at a steady, metronomic speed, leading to a gradual divergence between the daughters of Eve. This assumption is perhaps open to question, and later refinements of the technique have concentrated on the ‘control region’, a string of 1000 DNA letters that does not code for proteins, and so is claimed not be subject to natural selection (we will return to this assumption later).1

1 Here is Bryan Sykes in The Seven Daughters of Eve
 : ‘The control region mutations are not eliminated precisely because the control region has no specific function. They are neutral. It appears that this stretch of DNA has to be there in order for mitochondria to divide properly, but that its own precise sequence does not matter very much.’

246 Human Pre-History and the Nature of Gender So how fast does the mitochondrial clock tick? On the basis of relatively recent, approximately known colonization dates (a minimum of 30 000 years ago for New Guinea, 40 000 years ago for Australia, and 12 000 years ago for the Americas), Wilson and colleagues were able to calculate a divergence rate of about 2 per cent to 4 per cent every million years. This figure matches the rate estimated on the basis of divergence from chimpanzees, which began about six million years ago.

If this speed is correctly calibrated, then the actual measured differences between the 147 mitochondrial DNA samples give a date for their last common ancestor of about 200 000 years ago. Furthermore, in agreement with nuclear DNA studies, the deepest divergences were found among African populations, implying that our last common ancestor was indeed African. A third important conclusion of the 1987 paper related to migration patterns. Most populations from outside Africa had ‘multiple origins’, in other words, peoples living in the same place had different mitochondrial DNA sequences, implying that many areas were colonized repeatedly. In sum, Wilson’s group concluded that Mitochondrial Eve lived fairly recently in Africa, and the rest of the world was populated by repeated waves of migration from that continent, lending support to the ‘Out of Africa’ hypothesis.

Not surprisingly these unprecedented findings gave birth to a dynamic new field, which dominated genealogy in the 1990s. The unresolved questions raised by skeletal morphology, by linguistic and cultural studies, by anthropology and population genetics, could at last all be answered with ‘hard’ scientific objectiv-ity. Many technical refinements have been introduced, and calibrated dates modified (Mitochondrial Eve is now dated to about 170 000 years ago), but the basic tenets presented by Wilson and his colleagues underpinned the entire edifice. Wilson himself, an inspiring figure, sadly died of leukaemia at the height of his powers, at the age of 56, in 1991.

Surely Wilson would have been proud of the achievements of the field he helped found. Mitochondrial DNA has answered many questions that had seemed eternally controversial. One such question is the identity of the people living in the remote Pacific archipelagos of Polynesia. According to the famous Norwegian explorer Thor Heyerdahl, the Polynesian islands were populated from South America. To prove it he built a traditional balsa-wood raft, the Kon-Tiki
 , and set sail with five companions from Peru in 1947, arriving in the Tuamotus archipelago, 8000 km away, after 101 days. Of course, proving that a feat is possible is not the same as proving that it actually happened. Mitochondrial DNA sequences speak otherwise, corroborating earlier linguistic studies. The results suggest that the Polynesians originated from the west in at least three waves of migration. About 94 per cent of the people tested had DNA sequences similar to the peoples of Indonesia and Taiwan; 3.5 per cent seemed
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to have come from Vanuatu and Papua New Guinea; and 0.6 per cent from the Philippines. Interestingly, 0.3 per cent had mitochondrial DNA matching some tribes of South American Indians, so there is still a remote chance that there could have been some prehistoric contact.

Another difficult question apparently resolved was the identity of the Neanderthals. Mitochondrial DNA taken from a mummified Neanderthal corpse (found in 1856 near Düsseldorf) showed that their sequence is distinct from modern humans, and no traces of Neanderthal sequence have been found in Homo sapiens
 . This implies that the Neanderthals were a separate subspecies, which fell extinct without ever interbreeding with humans. In fact, the last common ancestor of Neanderthals and humans probably lived about 500 to 600 thousand years ago.

These findings are just two of the many fascinating insights into human prehistory afforded by mitochondrial DNA studies. But every silver lining has a cloud. A rather simplistic view of mitochondria has become the mantra, which is repeated ever more succinctly, and ever more misleadingly; the provisos are lost in the telling. We are told that mitochondrial DNA is inherited exclusively down the maternal line. There is no recombination. It is not subject to much selection because it codes for only a handful of menial genes. The mutation rate is roughly constant. The mitochondrial genes represent the true phylogeny of people and peoples because they reflect individual inheritance, not a kaleidoscope of genes.

This mantra generated unease in some quarters from the beginning, but only recently have these misgivings found substance. In particular, we now have evidence of genetic recombination between maternal and paternal mitochondria, of discrepancies in the ticking of the mitochondrial ‘clock’, and of strong selection on some mitochondrial genes (including the supposedly ‘neutral’ control region). These exceptions, while raising some doubts about the validity of our inferences into the past, sharpen our ideas of mitochondrial inheritance, and help us to grasp the real difference between the sexes.

Mitochondrial recombination

If mitochondria are passed down the maternal line exclusively, then there would seem to be little possibility for recombination. Sexual recombination refers to the random swapping of DNA between two equivalent chromosomes, to make up two new chromosomes, each of which contains a mixture of genes from both sources. Clearly DNA from two distinct sources—two parents—is needed to make recombination possible, or at least meaningful: swapping genes from two identical chromosomes makes little sense, unless one of the two chromosomes is damaged; and this, as we shall see, does raise a spectre. In
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Thus, according to orthodoxy, mitochondrial DNA does not recombine: we don’t see a mixture of mitochondrial DNA from both the father and the mother.

Even so, for a decade some primitive eukaryotes like yeast have been known to fuse their mitochondria and recombine mitochondrial DNA. Yeast, of course, is a poor substitute for a human being, as any anthropologist will tell you, and this behaviour was no challenge to reigning orthodoxy. Other curiosities, like mussels, also showed evidence of recombination, but again these were quite easily dismissed as irrelevant to human evolution. So it came as a surprise in 1996 when Bhaskar Thyagarajan and colleagues at the University of Minnesota showed that rats too recombine mitochondrial DNA. Rats, as fellow mammals, are a little too close for comfort. It got worse. In 2001, recombination of mitochondrial DNA was shown to take place in the heart muscle of humans.

Even these studies did not rock the boat too violently, because they were limited in scope. Most mitochondria have five to ten copies of their chromosome, which act as an insurance policy against free-radical damage; it is unlikely that the same gene will be damaged on all copies so normal proteins can still be produced. But just hoarding spare copies is an inefficient method of dealing with damage, as a mixture of normal and abnormal proteins would be produced from the raggedy chromosomes. Better to repair the damage, in the standard bacterial fashion, by recombining undamaged bits of chromosomes to regenerate clean working copies. Such recombination between equivalent chromosomes in the same mitochondrion is known as ‘homologous’ recombination, and does not undermine the principle of uniparental inheritance—

it is simply a method of repairing the damage that occurs within a single individual, as we have just noted. So even when mitochondria fuse together, and recombine DNA from different copies of their chromosome, all their DNA is still inherited only from the mother.

Nonetheless, if paternal mitochondria manage to survive in the egg, then recombination of paternal and maternal mitochondrial DNA is possible, at least in principle. We know that in humans the paternal mitochondria do get into the egg cell, so it is always possible that some survive. Does it happen? In the absence of direct evidence, various research groups tried looking for signs of mitochondrial recombination—and found them. The first evidence came in 1999 from Adam Eyre-Walker, Noel Smith, and John Maynard Smith, at the University of Sussex. Their findings were basically statistical. They argued that if mitochondrial DNA really is clonal, its sequences should continue to diverge in different populations, as they pick up new mutations. In fact this does not
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always happen: sometimes an ‘atavistic’ sequence re-emerges, which bears an uncanny resemblance to the ancestral type. There are only two ways this could happen: either by random ‘back’ mutations to the original sequence, which sounds inherently implausible, or else by recombination with someone who happened to have retained the original sequence. Such unexpected sequence reincarnations are known as homoplasies
 , and Eyre-Walker and colleagues found a lot of them—far more than could be realistically put down to chance.

They took this to be evidence of recombination.

The paper raised an immediate storm and was attacked by establishment figures, who discovered errors in the DNA sequences that had been sampled, but not the statistical technique. After excluding these errors, they found no evidence for recombination. ‘No need to panic’ was the retort of Vincent Macauley and his colleagues at Oxford, and the field took a collective sigh of relief: the great edifice stood firm. But Eyre-Walker and colleagues, while accepting that there had indeed been some sampling errors, stuck to their guns. Even disregarding the errors, they said, the data were still suggestive of recombination, which ‘may not lead some to panic, but surely they should, because there is a very real possibility that an assumption we have held for so long is incorrect.’

That same year, 1999 (indeed in the very same issue of the Proceedings of theRoyal Society
 ), Erika Hagelberg, a former student in the Oxford group and her colleagues put forward their own challenge. Their argument was based on a particular oddity, the recurrence of a rare mutation in several otherwise unrelated groups living on the Pacific island of Nguna, in the Vanuatu archipelago. As their mitochondrial DNA was clearly inherited from different stocks, and yet the same mutation occurred repeatedly, then either it had arisen independently on several occasions, which seemed improbable, or it was evidence that the mutation arose only once, but had then been passed around to other populations—which is only possible by recombination. On closer inspection the edifice was again saved. This time the error turned out to be attributable to the sequencing machine, which had somehow become misaligned by 10 letters.

After correction the mystery vanished. Hagelberg and colleagues were forced to publish a retraction, and she herself now refers to the unfortunate affair as her

‘infamous mistake.’

By 2001, the evidence for recombination looked muddy, to say the least. The two major studies had both been discredited, and although the authors of both papers maintained that the rest of their data still raised doubts, that was only to be expected; they had to defend their tattered reputations. For an unbiased observer, it seemed that recombination had been disproved.

Then in 2002, a fresh challenge emerged. Marianne Schwartz and John Vissing, at Copenhagen University Hospital, reported that one of their patients, a 28-year-old man suffering from a mitochondrial disorder, had actually in-

250 Human Pre-History and the Nature of Gender herited some mitochondrial DNA from his father, and so had a mixture of both maternal and paternal DNA—the dreaded heteroplasmy. The mixture occurred as a mosaic, such that the mitochondrial DNA in his muscle cells was 90 per cent paternal and only 10 per cent maternal, whereas in his blood cells it was nearly 100 per cent maternal. This was the first time that paternal mitochondrial DNA had been shown unequivocally to be inherited in humans. Clearly some degree of ‘seepage’ of paternal DNA in the egg is possible, and in this case it was picked up because it caused a disease. But the study raised one overriding question: as two populations of mitochondria from the father and the mother exist in the same person, do they recombine?

The answer is: they do
 . In 2004, Konstantin Khrapko’s group at Harvard reported in Science
 that 0.7 per cent of the disparate mitochondrial DNA in the patient’s muscles had indeed recombined. So, given the opportunity, human mitochondrial DNA really does recombine. But that is not to say that the recombinants will be passed on. No matter if recombinant DNA is formed in the muscles, it can only influence posterity if it recombines in the fertilized egg.

Only then can the recombinant form be inherited. So far, there is no evidence of this, although that is at least partly because very few groups have actually looked. On balance, the statistical evidence from population studies suggests that recombination is extremely rare. Of course, very rare recombination events might explain otherwise mystifying deviations in genetic makeup, even if such rare events are unlikely to topple the whole edifice.

But the point I want to make is that, in evolutionary terms, some degree of recombination probably does occur. Is this just a fluke, an occasional accident, or is there a deeper meaning? We’ll return to this question later, but first let’s consider the other exceptions to the mantra, for they, too, have a bearing on the matter.

Calibrating the clock

Mitochondrial DNA has its uses not just for reconstructing prehistory, but also in forensics, especially in establishing the identity of unknown remains. Such forensic studies are based on exactly the same assumptions—that everyone inherits a single type of mitochondrial DNA, only from their mother. Among the most celebrated forensic cases was that of the last Russian Tsar, Nicholas II, who was shot, along with his family, by a firing squad in 1918. In 1991, the Russians exhumed a Siberian grave containing nine skeletons, one of which was thought to be that of Nicholas II himself.

The trouble was that two bodies were missing; either something funny had been going on, or this was not the correct grave. Mitochondrial DNA was called to the rescue, but this didn’t quite match that of the Tsar’s living relatives.
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Curiously, the putative Tsar’s mitochondrial DNA was heteroplasmic—he had a mixture, so his true identity remained in doubt. The matter was finally laid to rest when the body of the Tsar’s younger brother, Georgij Romanov, the Grand Duke of Russia, was also exhumed. He had died of tuberculosis in 1899, and his grave was known with certainty. Because both should have inherited exactly the same mitochondrial DNA from their mother, a perfect match would establish beyond doubt the identity of the Tsar; and indeed the match was perfect: the Grand Duke, too, was heteroplasmic.

While proving the utility of mitochondrial DNA analysis, the episode raised some awkward practical questions—in particular, exactly how common is heteroplasmy? Mitochondrial heteroplasmy doesn’t always derive from paternal ‘seepage’ into the egg, but can also result from mitochondrial mutations. If the DNA in a single mitochondrion mutates, then both types can be amplified during embryonic development, leading to a mixture in the adult body. Such mixtures tend to come to light only when they cause disease, so their real incidence is not known; if they don’t cause disease they can easily be overlooked.

The practical bearing on forensics was important enough for several research groups to look into it; and their findings, consistent between the groups, came as a surprise. At least 10 per cent, and perhaps 20 per cent of humans, are heteroplasmic. Much of the mixture appears to come from new mutations, rather than paternal seepage.

These findings have two important implications. First, heteroplasmy is far more common than we had imagined, and this must hold consequences for the

‘selfish’ mitochondrial model of sexes: if we can survive quite happily with two competing populations of mitochondria (without overt disease in most cases) then clearly the conflict between mitochondria has been overstated to some extent. And second, the rate of mitochondrial mutation is far higher than expected. Attempts to calibrate the rate by comparing the sequences of distantly related family members have come to mixed conclusions, but the burden of evidence suggests that one mutation occurs every 40 to 60 generations, which is to say every 800 to 1200 years. In contrast, if we calibrate the rate of divergence on the basis of known colonization dates and fossil evidence, we calculate a rate of about 1 mutation every 6000 to 12 000 years. This discrepancy is substantial. If we use the faster clock to calculate the date of our last common ancestor, Mitochondrial Eve, we are forced to conclude she lived about 6000

years ago, more commensurate with Biblical Eve than African Eve, who supposedly lived 170 000 years ago. Clearly the recent date is not correct, but how do we explain such a big disparity?

An important fossil finding in south-west Australia may give a clue to the answer. The fossil is an anatomically modern human, and is famous as the source of the world’s oldest mitochondrial DNA. It was discovered near Lake

252 Human Pre-History and the Nature of Gender Mungo in 1969, and later tentatively dated to about 60 000 years old. In 2001, an Australian team reported the mitochondrial DNA sequence, and it came as a shock—nothing similar has ever been found in a living person. The line has fallen extinct.2 This raises several deep questions. In particular, we classified the Neanderthals earlier as a separate subspecies that fell extinct, on the basis of an extinct mitochondrial sequence, but we are now faced with an anatomically modern human being that had done the same thing. Applying the same rules we are obliged to say that the human too represented a separate subspecies that had fallen extinct, yet we know from the anatomical appearance that we must share nuclear genes. Presumably, there was some genetic continuity between the populations. The simplest way to reconcile the discrepancy is to conclude that a mitochondrial sequence does not invariably record the history of a population; but this forces us to question our interpretation of the past based on mitochondrial sequences alone.

What might have happened? Imagine an anatomically modern human population living in Australia. Let’s say they migrated there from Africa less than 100 000 years ago. Later, a new migrant population arrives, and there is a limited degree of interbreeding. If a new-migrant mother mates with an indigenous father, and they have a healthy daughter, then her mitochondrial DNA will be 100 per cent new-migrant (assuming there is no recombination), but her nuclear genes will be 50 per cent indigenous. If everyone else fails to leave a continuous line of daughters, and our mixed child alone mothers a new population, then the indigenous mitochondrial DNA will fall extinct, while at least some indigenous nuclear genes will survive. In other words, interbreeding is quite compatible with the extinction of a lineage of mitochondrial DNA, and if we try to reconstruct history by mitochondrial DNA alone we might easily be misled. Exactly the same applies to Neanderthals, so we can’t conclude from their mitochondrial DNA that they disappeared without trace. (Richard Dawkins comes to a similar conclusion, from different considerations, in TheAncestors Tale
 .) But is this scenario likely, or merely a technical possibility? It implies the survival of only a single line of daughters; would all the indigenous mitochondrial lines really fall extinct so easily?

They might. I mentioned that mitochondrial DNA works like a surname—

and surnames easily fall extinct, as first shown by the Victorian polymath Francis Galton in his book Hereditary Genius
 , of 1869. It seems the average

‘lifespan’ of a surname is only about two hundred years. In the UK, about three 2 In fact modern humans do carry a similar sequence in their nuclear DNA—a numt
 that had been transferred from the mitochondria to the nucleus (see page 132) long ago. The sequence amounts to a DNA fossil, as the mutation rate in the nucleus is some 20 times slower than in the mitochondria; it has therefore remained relatively unchanged.
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hundred families claim descent from William the Conqueror, but none can prove unbroken descent down the male line. All five thousand feudal knight-hoods listed in the Domesday Book of 1086 are now extinct, and the average duration of a hereditary title in the middle ages was three generations. In Australia, the 1912 census showed that half the children descended from just one-ninth of the men and one-seventh of the women. The essential point, stressed by Australian fertility expert Jim Cummins, is that reproductive success is extremely unevenly distributed in populations. Most lines fall extinct; and just the same applies to mitochondrial DNA.

Is this just neutral drift, or does natural selection come into it? Again the Lake Mungo fossil provides a clue. In 2003, James Bowler, one of the discoverers of the fossil in 1969, and his colleagues, showed that the 60 000-year date for the fossil is incorrect. They re-dated the remains to around 40 000 years ago, based on a far more complete analysis of the stratigraphy. The new date is interesting, as it coincides with a period of climate change, when the lakes and rivers dried out and much of south-western Australia became an arid desert. In other words the Mungo line of mitochondrial DNA fell extinct at a time of changing selection pressures.

This raises the spectre of natural selection acting on mitochondrial genes.

According to orthodoxy, it doesn’t. If sequence changes accumulate slowly over thousands of years, and the entire trail of changes can be tracked by comparing the genomes of living people, then none of the intermediary changes could have been eliminated by natural selection—the whole succession of changes must have been random, neutral mutations. Yet this cannot explain the discrepancy between a high mutation rate and a slow rate of divergence—of evolution. Natural selection can. If the lines that evolve the fastest (which is to say diverge the most) are eliminated by natural selection, then the survivors must have smaller evolutionary variations. I mentioned earlier that we should not confound a high mutation rate with a high rate of evolution. This is a case in point. The mutation rate is fast but the evolution rate is slower, because a proportion of the mutations have negative consequences, and so are eliminated by selection. The discrepancy is squared by selection.

In the case of the Lake Mungo fossil, the extinction of the mitochondrial DNA line might be put down to natural selection, but this would go against the mantra. Could natural selection be the answer? In fact there is now good evidence that natural selection does operate on mitochondrial genes.

Mitochondrial selection

In 2004, Douglas Wallace, the guru of mitochondrial geneticists, and his group at the University of California, Irvine, published fascinating evidence that
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 paper by Cann, Stoneking, and Wilson, which we considered at the beginning of this chapter. Wallace’s worldwide genetic tree defines a number of mitochondrial lineages, which he termed haplogroups
 , and which later came to be known as the daughters of Eve. To these groups he assigned alphabetical letters, known as the Emory classification. Bryan Sykes at Oxford later used the letters as the basis of personal names in his popular best-seller The Seven Daughters of Eve
 , which referred only to European lines.

Wallace (inexplicably unmentioned in Sykes’s book) is not just the guru of mitochondrial population genetics, but also of mitochondrial diseases, which number in multiples of hundreds, quite out of proportion to the small number of genes. These diseases are often caused by tiny variations in the mitochondrial sequence. Not surprisingly, given his interest in the grave consequences of such variations to health, Wallace has long raised suspicions that mitochondrial genes might be subject to natural selection. Obviously, if they cause a crippling disease they are likely to be eliminated by natural selection.

Wallace and his colleagues first drew attention to statistical evidence of ‘purifying selection’ in the early 1990s. Over the following decade, Wallace kept these findings at the back of his mind. In many studies of mitochondrial genetics, he noted repeatedly that the geographical distribution of mitochondrial genes in human populations was not random, as predicted by the theory of neutral drift, but that particular genes thrived in certain places—often a telltale sign of selection at work. Of all the abundant lines of mitochondrial DNA in Africa, for example, but a handful ever left the dark continent; most remained strictly African. The great variety of mitochondrial DNA in the rest of the world blos-somed from just a few selected groups. Similarly, in Asia, of all the mitochondrial variety, only a few types ever managed to settle in Siberia, and later migrate to the Americas. Might it be, asked Wallace, that some mitochondrial genes are adapted to particular climates, and do better there, whereas others are penalized if they leave home?

By 2002, Wallace and colleagues were beginning to look into the matter more seriously, and signalled their outlook in some thoughtful discussion papers, but it was not until 2004 that they finally found proof. The idea is breathtakingly simple, and yet holds important implications for human evolution and health.

The mitochondria, they said, have two main roles: to produce energy, and to produce heat. The balance between energy generation and heat production can vary, and the actual setting might be critical to our health. Here’s why.

Much of our internal heat is generated by dissipating the proton gradient across the mitochondrial membranes (see page 183). Since the proton gradient
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can either power ATP production or
 heat production, we are faced with alternatives: any protons dissipated to produce heat cannot be used to make ATP. (As we saw in Part 2, the proton gradient has other critical functions too, but if we assume that these remain constant, they don’t affect our argument.) If 30 per cent of the proton gradient is used to produce heat, then no more than 70 per cent can be used to produce ATP. Wallace and colleagues realized that this balance could plausibly shift according to the climate. People living in tropical Africa would gain from a tight coupling of protons to ATP production, so generating less internal heat in a hot climate, whereas the Inuit, say, would gain by generating more internal heat in their frigid environment, and so would necessarily generate relatively little ATP. To compensate for their lower ATP

production, they would need to eat more.

Wallace set out to find any mitochondrial genes that might influence the balance between heat production and ATP generation, and found several variants that plausibly affected heat production (by uncoupling electron flow from proton pumping). The variants that produced the most heat were favoured in the Arctic, as expected, while those that produced the least were found in Africa.

While this seems no more than common sense, the connotations conceal a twist worthy of a murder mystery. Recall from Part 4 (page 183) that the rate of free-radical formation doesn’t depend on the speed of respiration, but rather on how fully the respiratory chains are packed with electrons. If electron flow is very sluggish, because there is little demand for energy, electrons build up in the chains and can escape to form free radicals. In Part 4, we saw that a fast rate of free-radical formation can be reduced if electron flow is maintained down the chains—and this can be achieved by dissipating the proton gradient to generate heat. We compared the situation with a hydroelectric dam on a river, in which the overflow channels prevent flooding. The pressing need to dissipate the proton gradient may have overridden its wastefulness, and given rise to endothermy, just as the need to prevent flooding may override the waste of water through the overflow channels. The long and short of it is that raising internal heat generation lowers free-radical formation at rest, whereas lowering internal heat production increases the risk of free-radical production when at rest.

Now think what is happening in Africans and (let’s say) Inuit. Because Africans generate less internal heat than Inuit, their free-radical production ought to be higher, especially if they overeat. According to Wallace, Africans can’t burn off excess food as heat as efficiently as do Inuit, so if they eat too much they will generate more free-radicals instead. This means that they ought to be more vulnerable to any diseases linked with free-radical damage, such as heart disease and diabetes, and indeed this is the case. Africans in the United

256 Human Pre-History and the Nature of Gender States eating an American diet are notoriously susceptible to diseases like diabetes. Conversely, Inuit ought to burn off excess food as heat, and so should suffer much less from heart disease and diabetes, and again this is found to be true. Of course there are other reasons too (such as intake of oily fish, etc.) so these conclusions are necessarily tentative. However, if there is some truth in these ideas, then another logical connotation should also be true, and there is a hint that it is: any peoples adapted to arctic climates should be more vulnerable to male infertility.

The reasoning is exactly the same. Arctic peoples divert less of their food into energy, and more into heat. This may not matter in most circumstances (they just eat more) but it matters in one instance: sperm motility. Sperm are powered by their mitochondria as they swim towards the egg, and because there are fewer than a hundred mitochondria in each cell, sperm cells are uniquely dependent on the efficiency of the remaining few—and uniquely vulnerable to energy failures. If these mitochondria fritter away their energy as heat, the sperm are more likely to be dysfunctional, and the man to suffer from asthenozoospermia
 . This means we should see patterns of male fertility that depend not on male genes, but on mitochondrial genes passed down the maternal line. In other words, male infertility should be inherited at least partly from the mother, and ought to vary according to mitochondrial haplogroup.

One recent study has confirmed this to be true in Europeans: asthenozoospermia is more common in people of haplogroup T (widespread in northern Sweden) than in people of haplogroup J (more widespread in southern Europe). Whether it is also true of the Inuit, I don’t know: unfortunately I can’t find any data on the incidence of asthenozoospermia among the Inuit.

Altogether, these twisted relationships show that mitochondrial genes are indeed subject to natural selection.3 The precise weighting depends on factors that include energetic efficiency, internal heat production and free-radical leakage, all of which affect our overall health and fertility, and our capacity to adapt to diverse climates and environments.

When coupled with the other findings we have discussed in this chapter, the orthodox position looks tarnished. Mitochondrial genes can be inherited from both parents, albeit rarely; they recombine, if very rarely; they mutate at vari-3 This includes the supposedly neutral control region: if recombination does not take place then the entire mitochondrial genome is a single unit, and the control-region sequences can be eliminated in a non-random manner because they are linked to regions that do
 undergo selection. And in fact it would be surprising if the control region was not subject to direct selection, as it binds factors responsible for transcribing mitochondrial proteins—a task as important as their very existence, for they may as well not exist if they are not transcribed when needed. In 2004, Wallace and colleagues showed that some control-region mutations might indeed have detrimental consequences—some are linked with Alzheimer’s disease.
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able rates according to circumstances, questioning the accuracy of imputed dates; and they are unquestionably subject to natural selection. If these unexpected findings don’t topple the edifice of human prehistory, do they at least give a more cohesive understanding of mitochondrial inheritance? More pertinently, can these findings explain why we have two sexes?
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Why There Are Two Sexes

In Chapter 13, we saw that the deepest biological difference between the two sexes relates to the inheritance of mitochondria. The female sex specializes to provide the mitochondria (100 000 of them in humans) in the large, immobile egg cells, while the male sex specializes to eliminate mitochondria from tiny, motile sperm cells. We looked into the reasons for this strange behaviour, and found that it often seems to boil down to conflict between genetically different populations of mitochondria. To restrict the opportunity for conflict, mitochondria are usually inherited from only one of two parents. But we also met a number of exceptions to this simple rule, including fungi, trees, bats, and even ourselves. In Chapter 14, we took a close look at ourselves to see how well the copious human data support the conflict argument. These data are controversial and arouse high passions, for they concern our own prehistory, but the coherent picture that is slowly emerging from these disputes gives fascinating insights into the deeper reasons for the difference between the two sexes. In this chapter, we’ll try to draw these insights together to come up with a more satisfying answer to the puzzle of two sexes.

The essential facet of the conflict argument is that dissimilar populations of mitochondria can compete with each other for succession, and the only way to prevent such conflict is to ensure that all the mitochondria inherited in the egg are genetically identical. The only way to guarantee they are all the same is to make sure they all come from the same source—the same parent. Mixing is said to be fatal. The belief that mitochondrial mixing (heteroplasmy) is simply not tolerated underpins the mantra of human mitochondrial population genetics.

According to this mantra, the male mitochondria are swiftly eliminated from the egg, and not passed on to the next generation. This means that mitochondria are passed down the maternal line by asexual replication only. Thus, mitochondrial DNA remains basically unchanged, as there is no possibility of recombination. Even so, there is a gradual divergence in the mitochondrial DNA sequence of different populations and races, as occasional neutral mutations accumulate over thousands and tens of thousands of years. These accumulated differences supposedly sit faithfully in the genome, as natural selection is said not to apply to mitochondrial genes, or at least to the ‘control
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region’ that doesn’t code for proteins. Without purifying selection, the mutations are not weeded out of the genome, and so remain there forever after, mute witnesses to the flow of history.

The lessons from human evolution muddy all these tenets, and suggest there is a deeper mechanism at work. That is not to say that genomic conflict is wrong, but merely part of a larger picture. Let’s rake the mud. We have seen that mitochondrial recombination does indeed occur, probably very rarely in human mitochondria, but more commonly in other species, such as yeast and mussels. It is not the taboo we had once thought. Moreover, the condition for recombination, heteroplasmy (a mixture of dissimilar mitochondria), is far more common than is assumed by the selfish conflict model. Some degree of heteroplasmy is found in 10 to 20 per cent of humans, and it is also common in many other species. Next, we have seen that there is a discrepancy in the rate of change of mitochondrial genes. The mutation rate of mitochondrial DNA in families suggests one mutation every 800 to 1200 years, whereas the long-term divergence of races suggests a mutation rate of one every 6000 to 12 000 years.

The disparity can be explained if many of the variants are eliminated by natural selection. Counter to the usual mantra, there is now good evidence that natural selection does indeed act on mitochondrial genes, in ways that are subtle and pervasive.

So why are there two sexes? Think about the mitochondria. They are not independent entities but part of the larger system of the cell. Mitochondria contain proteins that are encoded by two different genomes. Genes in the nucleus encode the vast majority, some 800 proteins, whereas the handful of mitochondrial genes encodes the rest, a mere 13 proteins, all of which are critical subunits of the large protein complexes of the respiratory chains. The mitochondrial-encoded proteins are essential for respiration. It’s this necessary
 interaction between two genomes, the mitochondrial and nuclear, that explains the need for two sexes. Let’s see why.

The function of the mitochondria depends critically on the interaction of the proteins encoded in the nucleus with those encoded in the mitochondria. This dual control system is no frozen accident: it evolved that way, and is continuously optimized, because this is the most effective way of meeting the needs of the cell. As we saw in Part 3, the mitochondria retained a handful of genes for a positive reason: a rapid-reaction unit of genes in the mitochondria is necessary
 to maintain efficient respiration. In contrast, the genes that could be transferred successfully to the nucleus generally have been; there are many advantages to them being there, not least to quell the independence of the troublesome mitochondrial guests.

Any misalignment between proteins encoded in the nucleus and proteins encoded in the mitochondria holds potentially catastrophic consequences.

260 Human Pre-History and the Nature of Gender The fine control of mitochondrial function influences not just energy availability, but other matters of life and death, such as apoptosis, fertility, sex, endothermy, disease, and ageing. But how well does dual genomic control work? Babies are a miraculous proof of the marvellous harmony that nature has attained, but perfection comes at a price. Many couples strive for years to have children, and infertility is common. Even for fertile couples, early (usually sub-clinical) miscarriage is the rule rather than the exception: some 70 to 80 per cent of embryos spontaneously abort in the first weeks of pregnancy, and the would-be parents may never notice. Many of these early losses occur for reasons that are still obscure.

The problem might often relate to the interaction of the two genomes—

the need for nuclear gene products to work in cohorts with mitochondrial gene products. In mammals, the mutation rate in mitochondria is fast, on average 20 times faster than the nucleus and in places 50 times faster, owing to the proximity of mitochondrial DNA to mutagenic free radicals leaking from the respiratory chains. That’s not all. In the nucleus, genes are shuffled by sex every generation. Because the genes encoding mitochondrial proteins sit on different chromosomes, they are re-dealt as a different hand each generation. The outcome is a serious mix-and-match problem. In the respiratory chains, proteins dock on to each other with nanoscopic precision. To give a single example, cytochrome c (encoded in the nucleus) must bind to a critical subunit of cytochrome oxidase (encoded in the mitochondria) to pass on its electron. If the binding is not exact, the electron is not transferred and respiration grinds to a halt. When electrons aren’t passed on down the chains they form free radicals instead. These oxidize the membrane lipids and release cytochrome c to induce apoptosis. From this perspective, the unanticipated role of cytochrome c in apoptosis begins to look not like an oddity but a necessity. It puts a quick end to cells with inefficient respiration, due to a mismatch between the nuclear and mitochondrial genes.

The requirement for a close match means it is critical for mitochondrial and nuclear genes to co-adapt
 to each other in synchrony, otherwise respiration cannot work. In principle, a failure to co-adapt leads straight to an early death by apoptosis. Direct evidence of co-adaptation is mounting. If the DNA from mouse mitochondria is replaced with DNA from rat mitochondria, protein transcription proceeds normally, but respiration ceases because the rat mitochondrial proteins can’t interact properly with the mouse proteins encoded in the nucleus. In other words, control of respiration is more stringent than control of DNA transcription and translation into new proteins. Slighter differences occur within species, but even small mismatches between mitochondrial and nuclear genes affect the speed and efficiency of respiration. Importantly, the evolution rate of cytochrome c mirrors that of cytochrome oxidase over
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evolutionary time, even though the underlying rates of change are more than 20-fold different. Presumably, any new variants that lower the efficiency of respiration are eliminated by natural selection. The imprint of selection is betrayed by the fact that many of the sequence changes that do persist are so-called neutral substitutions
 , which is to say they don’t alter the sequence of the protein. The ratio of neutral substitutions to ‘meaningful’ substitutions is much higher than normal in mitochondrial genes, which implies that mutations that alter meaning are eliminated by natural selection. There are other hints that meaning is preserved at all costs. For example some protozoa such as Trypanosoma
 , actually edit their RNA sequences to retain the original meaning, despite changes in DNA sequence. Similarly, the fact that mitochondria harbour exceptions to the universal genetic code can be explained as an attempt to retain the original meaning despite changes in DNA sequence.

Taking all this into consideration, we can say that two sexes are needed because the dual genome system demands a close match between mitochondrial and nuclear genes. If the match is not good, respiration is impaired, and there is a much greater risk of apoptosis and developmental abnormalities. The precision of the match is continuously strained by two factors—the far higher mutation rate of mitochondrial DNA, and the randomization of new nuclear genes by sex in every generation. To ensure the match is as perfect as it can be in each generation, it is necessary to test a single set
 of mitochondrial genes against a single set
 of nuclear genes. This explains why the mitochondria need to come from just one parent. If they came from two parents, then there would be two sets of mitochondrial genes paired with one set of nuclear genes. This is like pairing two women of dissimilar build with the same man in a three-way ballroom dance. However accomplished they might be as individual dancers, the flailing threesome is likely to fall over. To dance a true metabolic waltz requires two partners—one type of mitochondria with one set of nuclear genes.

There are two important connotations to this answer. First of all, it easily encompasses existing models, while explaining the apparent aberrations noted in the studies of human evolution. To match a single mitochondrial genome with a single nuclear genome requires that (in general) the mitochondrial genome should be inherited from a single parent, hence the propensity for uniparental inheritance. If mitochondria are inherited from both parents, then the efficiency of respiration is likely to be impaired, as the two populations are obliged to dance with the same nuclear partner. This situation is exacerbated if dissimilar mitochondrial genomes compete, as in the selfish-conflict theory.

Notice, however, that some degree of heteroplasmy and recombination, is feasible as it might at times provide the best genomic match. The unexpected findings from human evolution—heteroplasmy, recombination, and selection—

can be explained in this way. The most important aspect is not actually the
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‘pureness’ of the population, but rather how effectively the mitochondrial genes work against the nuclear background.

Secondly, the dual-control hypothesis gives a positive basis for natural selection. One difficulty with the selfish-conflict theory is that selection can only act to eliminate the negative consequences of genome conflict. However, we’ve seen that heteroplasmy exists in many circumstances without obvious competition between the two genomes—for example in angiosperms, some fungi, and bats. If the detrimental effects of genomic competition are limited, then why does natural selection generally
 favour uniparental inheritance? It would do so if uniparental inheritance were positively beneficial most of the time, rather than merely mildly detrimental part of the time. The dual-control theory gives a good reason why this would be the case: the fittest individuals generally inherit the mitochondrial DNA only from the mother, as this enables the best match of nuclear and mitochondrial genomes. And if the fittest offspring tend to inherit their mitochondrial genes from only one of two parents, we have satisfied the condition for two sexes: the female sex supplies the mitochondria, the male sex generally does not.

So where and how does selection act to ensure harmony between nuclear and mitochondrial genes? The probable answer is during the development of the female embryo, when the overwhelming majority of egg cells, or oocytes, die by apoptosis. The fittest cells apparently pass through a bottleneck, which selects for mitochondrial function. While little is known about how such a bottleneck works—and some dispute its very existence—the broad outlines conform wholly to the expectations of the dual control hypothesis. It seems that oocytes are selected on the basis of how well their mitochondria function against the nuclear background.

The mitochondrial bottleneck

The fertilized egg cell (the zygote) contains about 100 000 mitochondria, 99.99

per cent of which come from the mother. During the first two weeks of embryonic development, the zygote divides a number of times to form the embryo. Each time the mitochondria are partitioned among the daughter cells, but they don’t actively divide themselves: they remain quiescent. So for the first two weeks of pregnancy, the developing embryo has to make do with the 100 000 mitochondria it inherited from the zygote. By the time the mitochondria finally begin to divide, most cells are down to a couple of hundred each. If their function is not sufficient to support development, the embryo dies. The proportion of early miscarriages caused by energetic failures is unknown, but energetic insufficiency certainly causes many failures of chromosomes to separate properly during cell division, giving rise to anomalies in the number of chromosomes such as trisomy
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(three, rather than two, copies of a chromosome). Virtually all of these anomalies are incompatible with full-term development; indeed only Trisomy 21 (three copies of chromosome 21) is mild enough to deliver a live birth; and even so, babies born with this anomaly have Down syndrome.

In a female embryo, the earliest recognizable egg cells (the primordial oocytes) first appear after two to three weeks of development. Exactly how many mitochondria these cells contain is controversial, and estimates range from less than 10 to more than 200. The most authoritative survey, by Australian fertility expert Robert Jansen, is at the low end of this range. Either way, this is the start of the mitochondrial bottleneck, through which selection for the best mitochondria takes place. If we persist in clinging to the idea that all the mitochondria inherited from our mother are exactly the same, then this step might seem inexplicable, but in fact there is a surprising variety of mitochondrial sequences in different oocytes taken from the same ovary. One study by Jason Barritt and his colleagues at the St Barnabus Medical Center in New Jersey, showed that more than half the immature oocytes of a normal woman contain alterations in their mitochondrial DNA. This variation is mostly inherited, and so must also have been present in the immature ovaries of the developing female embryo.

What’s more, this degree of variation is what remains after
 selection, so presumably the mitochondrial sequences are even more variable in the developing female embryo, where the selection takes place.

How does this selection work? The bottleneck means that there are only a few mitochondria in each cell, making it more likely that all of them will share the same mitochondrial gene sequence. Not only are there few mitochondria, but each mitochondrion has only one copy of its chromosome, rather than the usual five or six. Such restriction precludes compensation for poor function: any mitochondrial deficits are effectively paraded naked, and their inadequa-cies can be magnified to the point that they are detected and eliminated. The next stage is amplification—rushing out of the constraints of the bottleneck.

Having established a direct match between a single clone of mitochondria and the nuclear genes, it is necessary to test how well they work together. To do so, the cells and their mitochondria must divide, and this relies on both mitochondrial and nuclear genes. The behaviour of the mitochondria is striking when examined down the electron microscope—they encircle the nucleus like a bead necklace. This remarkable configuration surely betokens some kind of dialogue between the mitochondria and the nucleus, but at present we know next to nothing about how it may work.

The replication of oocytes in the embryo over the first half of pregnancy takes their number from around 100 after 3 weeks, to 7 million after 5 months (a rise of about 218). The number of mitochondria climbs to some 10 000 per cell, or a total of about 35 billion in all the germ cells combined (a rise of 229), a massive

264 Human Pre-History and the Nature of Gender amplification of the mitochondrial genome. Then follows some kind of selection. How this selection works is quite unknown, but by the time of birth the number of oocytes has fallen from 7 million to about 2 million, an extraordinary wastage of 5 million oocytes, or nearly three quarters of the total. The rate of loss abates after birth, but by the onset of menstruation there are only about 300 000 oocytes left; and by the age of 40, when there is a steep decline in oocyte fertility, just 25 000. After that, decline is exponential into menopause.

Of the millions of oocytes in the embryo, only about 200 ovulate during a woman’s entire reproductive life. It’s hard not to believe that some form of competition is going on—that only the best cells win out to become mature oocytes.

There are indeed suggestions of purifying selection at work. I mentioned that half of all immature oocytes in the ovaries of a normal woman have errors in their mitochondrial sequence. Only a tiny fraction of these immature eggs mature, and only a few mature eggs are successfully fertilized to create an embryo. What selects for the best eggs is unknown, but the proportion of mitochondrial errors is known to fall to about 25 per cent in early embryos. Half of the mitochondrial error has been eliminated, implying that some kind of selection has taken place. Of course, most embryos also fail to mature (the great majority die in the first few weeks of pregnancy), and again the reasons are unknown. Nonetheless, it is known that the incidence of mitochondrial mutations in newborn babies is a tiny fraction of that in early embryos, implying that a purge of mitochondrial errors really has taken place. There is other indirect evidence of mitochondrial selection. For example, if the selection of oocytes acts as a proxy for natural selection in adults, avoiding all the costly investment to produce an adult, then species that invest their resources most heavily in a small number of offspring might be expected to have the best ‘filter’ for quality oocytes—they have the most to lose from getting it wrong. This does actually seem to be the case. The species that have the smallest litters also have the tightest mitochondrial bottleneck (the smallest number of mitochondria per immature oocyte), and the greatest cull of oocytes during development.

Although we don’t know how such selection acts, it is plain that failing oocytes die by apoptosis, and the mechanism certainly involves the mitochondria. It is possible to preserve an oocyte otherwise destined to die simply by injecting a few more mitochondria—this is the basis of ooplasmic transfer, the technique we mentioned on page 240. The fact that such a crude manoeuvre actually does protect against apoptosis suggests that the fate of the oocyte really does depend on energy availability; and indeed there is a general correlation between ATP levels and the potential for full-term development. If energy levels are insufficient, cytochrome c is released from the mitochondria, and the oocyte commits apoptosis.
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All in all, there are many tantalizing hints that selection is taking place in oocytes for the dual control system of mitochondrial and nuclear genes, although there is as yet little direct evidence. This, truly, is twenty-first-century science. But if it is shown that oocytes are the testing ground for mitochondrial performance against the nuclear genes then this would be good evidence that two sexes exist to ensure a perfect match between the nucleus and the mitochondria. Having now selected an oocyte on the basis of its mitochondrial performance, the last thing we need is this special relationship to be messed up by a big injection of sperm mitochondria adapted to a different nuclear background.1

We have much to learn about the relationship between the mitochondrial and nuclear genes in oocytes, but we know rather more about this relationship in other, older cells. In ageing cells, mitochondrial genes accumulate new mutations and the dual genomic control begins to break down. Respiratory function declines, free-radical leakage rises, and the mitochondria begin to promote apoptosis. These microscopic changes are writ large as we age. Our energy diminishes, we become far more vulnerable to all kinds of diseases, and our organs shrink and wither. In Part 7, we’ll see that the mitochondria are central not only to the beginning of our lives, but also to their end.

1 Sharp readers may notice a dilemma here, which has been articulated by Ian Ross, at UC

Santa Barbara. The mitochondria are adapted to the unfertilized
 oocyte nuclear background, but this changes when the oocyte is fertilized and the father’s genes are added to the mix. If the adaptation of mitochondria to nuclear genes is not to be lost, then the maternal nuclear genes should overrule the paternal genes—a process known as imprinting. Many genes are maternally imprinted but whether some of these encode mitochondrial proteins is unknown. Ross predicts they will be, and is studying mitochondrial imprinting in a fungal model.
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Why Mitochondria Kill us in the End


Animals with a fast metabolic rate

tend to age quickly and succumb to

degenerative diseases such as

cancer. Birds are an exception

because they combine a fast

metabolic rate with a long lifespan,

and a low risk of disease. They

achieve this by leaking fewer free

radicals from their mitochondria. But

why does free-radical leakage affect

our vulnerability to degenerative

diseases that on the face of it have

little to do with mitochondria? A

dynamic new picture is emerging, in

which signalling between damaged

mitochondria and the nucleus plays a

pivotal role in the cell’s fate, and our

own.

Ageing and death—mitochondria divide

or die, depending on their interactions

with the nucleus
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The immortal elves in Tolkein’s immortal epic are as mortal as the next man. They die in droves on the battlefield. What they don’t
 do is age, or at least not much. Elrond, Lord of Rivendell in The Lord of the Rings
 , was thousands of years old, dwarfing even biblical lifespans. Tolkein described his face as ‘ageless, neither old nor young, though in it was written the memory of many things, both glad and sorrowful. His hair was dark as the shadows of twilight. . .’

Is this just the whimsy of an imaginative mind? Not necessarily. While ageing and the degenerative diseases it carries with it are the bane of the western world, they are not a universal currency throughout nature. Many giant trees, for example, live for thousands of years. Admittedly, trees are a long way removed from ourselves, and in any case much of the tree is just dead structural support. Better examples, far closer to home, are many birds. Parrots can live for over a hundred years, the albatross for more than a hundred and fifty. Many gulls live for seven or eight decades and show few overt signs of ageing in a way that we can recognize. A famous pair of photographs depicts the Scottish zoolo-gist George Dunnet with a fulmar petrel that he had captured and ringed in Orkney. The first photograph shows Professor Dunnet as a handsome young man with a handsome young bird in 1952. The second was taken in 1982, and shows Dunnet with the same ringed fulmar, which he fortuitously recaptured thirty years later, again in Orkney. Dunnet is by now betraying the ravages of age, but the bird has aged not a jot, at least to the naked eye. A third photograph, which I have never managed to see, apparently pictures Dunnet with the same fulmar in 1992, just a couple of years before the death, after protracted illness, of one of them. Rest in peace, Professor Dunnet.

Yes, I hear you say, but we too may live for a hundred years or more; what is so special about a bird that does the same? The answer is that birds live far longer than they ‘ought’ to on the basis of their metabolic rate. If we lived as long as a lowly pigeon, relative to our own metabolic rate, we’d live happily, without much illness, for perhaps a few hundred years. So why not? Why not indeed! Given the political will to overcome the ethical dilemmas, there may be no biological reason why not. Over six million years of evolution, since we split off from the apes, we have already extended our own maximum lifespan by 5- or sixfold, from 20 or 30 years to about 120 years.1 As depicted in the familiar evolutionary succession, from the stooped knuckle-dragging ape to the erect homosapiens
 , we have grown in weight as well as stature, and have a lower metabolic
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rate. These changes were wrought by natural selection—tampering with the genes—which if we were to apply them to ourselves would be called genetic modification. But even if we lack the stomach to meddle with our genes in the interests of a vainglorious immortality, still the best way to counter the desperate degenerative diseases of old age, which debilitate an ever-growing proportion of the population, is by applying the lessons of evolution in an ethically acceptable way.

I say ‘relative to metabolic rate’. Recall from Part 4 that in mammals and birds, body mass corresponds to metabolic rate: in general, the larger a species the slower its metabolic rate. For example, the cells of a rat have a metabolic rate that is seven times faster than our own. It’s no coincidence that the rat also lives for a fraction of the time. The relationship between metabolic rate and lifespan can be perceived more directly in insects such as the fruit fly Drosophila
 . In this case, the metabolic rate depends on the ambient temperature, and roughly doubles for every 10C rise in temperature; and with it, their lifespan falls from a month or more to less than a couple of weeks.

Among the warm-blooded mammals, which are relatively immune to the vicissitudes of weather, there is a broad correlation between body mass, metabolic rate, and lifespan—the larger the animal, the slower the metabolic rate, and again, the longer the life. A similar relationship holds true if we plot out the birds, but now, intriguingly, there is a gap (Figure 14). On average, if a bird and a mammal are paired so their resting
 metabolic rate is similar—we might say their pace of life
 is similar—then the bird lives three or four times longer than the mammal. In some cases the discrepancy is even greater. Thus the resting metabolic rate of a pigeon and a rat are similar, yet the pigeon lives for 35 years while the rat lives barely three or four, an order of magnitude difference. We, too, live longer than we ‘should’ if our lifespan is plotted against our metabolic rate—like many birds, and indeed bats, we live three or four times longer than other mammals with similar resting metabolic rates. When I say that we could extend our lifespan to perhaps several hundred years, I am comparing us with the pigeon, which lives two or three times longer than us, relative to its own metabolic rate. Put another way, a pigeon doesn’t live so much longer than a rat because it has slowed down its pace of life. Rather, a pigeon lives ten times longer than a rat while maintaining exactly the same pace of living. There are, apparently, no strings attached.

1 The longest recorded human life was Jeanne Calment, who died in 1997 at the age of 122.

Without an heir at the age of 90, she signed a deal with a lawyer in 1965, who agreed to pay an annual retainer for her apartment, which he would inherit upon her death. The full value would be paid in 10 years. Unfortunately, the lawyer himself passed away in 1995, after 30 years of payment, and his wife had to continue paying after his death.
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 Graph showing lifespan against body weight in birds and mammals. Large animals have a slower metabolic rate, and live longer. This is true of both birds and mammals, and the slope of the lines on a log–log plot is very similar. However, there is a gap between the groups: birds live three to four times as long as mammals with a similar body weight and resting metabolic rate.

An important point is that ageing is usually, but not inevitably, linked to disease. The rat suffers similar diseases of old age to us. Rats become obese, get diabetes, cancer, heart disease, blindness, arthritis, stroke, dementia, you name it; but they develop these diseases within a two or three year timeframe, and not over decades. Many birds, too, suffer from equivalent diseases, but always towards the end of their lives. There is unquestionably a link between ageing and degenerative disease, but the nature of this link remains speculative and disputed. There are few things we can say for sure. One is that the link is not chronological—it does not depend on a fixed passage of time, but is relative to the lifespan of the creature concerned. It depends on age, not time; and the rate of ageing is broadly fixed for each species. While there is plenty of variation around the average, it is still not too far from the truth to say, with the bible, that our allotted time in this world is three score years and ten. This allotted time comes from within: it is controlled by our genes in some way, even though it can be modulated to a degree by diet and general health. When asked what finding would make him question his belief in evolution, J. B. S. Haldane answered: ‘a Precambrian rabbit’. Likewise, I will cast all my views on ageing through the window when I meet a centenarian rat. A rat may one day evolve to
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live for a hundred years but only after changing a good many of its genes. It will no longer really be a rat.

There is a second point about the link between ageing and disease that is even more pertinent to our own suffering: degenerative disease is not an inevitable aspect of ageing. Some seabirds, for example, seem to sidestep the diseases of old age altogether, and do not age as ‘pathologically’ as ourselves.

Like the elves they appear to live long and healthy lives, and somehow avoid many of the afflictions of old age. Exactly what they die of
 is not known with certainty, but it seems the incidence of crash landings rises with age; presumably, despite not succumbing to degenerative diseases, they begin to lose muscle power and coordination. There is a hint that the ‘oldest old’ among humans—

those who live well past a hundred—are also less prone to degenerative diseases, and tend to die from muscle wastage rather than any specific illness.

There have been hundreds of theories of why we age. I discussed some of these in Oxygen
 , from a broad evolutionary point of view. Suffice to say here that many of the attributed causes of ageing fall prey to the traps of causality and circular argument. Some say, for example, that ageing is caused by a fall in the circulating levels of a hormone like growth hormone. Perhaps; but why
 do such hormone levels start to fall in the first place? Similarly, others hold that ageing stems from a decline in the function of our immune systems. Certainly this is a factor, but why
 does our immune function start to decline? One answer might be through an accumulation of wear and tear over many years, but this answer, albeit popular, will not do. Why do rats and humans accumulate wear and tear at such different rates? Could not a rat shielded from the slings and arrows of outrageous fortune live to a hundred? Absolutely not! Its rate of ageing is determined from within. We each hold within ourselves a ticking clock, and the speed at which the clock ticks is determined by our genes. In the jargon, ageing is endogenous and progressive: it comes from within, and it gets worse over time. Any explanation must account for these traits.

Most proposed clocks don’t keep good time. The telomeres, for example—

the ‘caps’ on the end of chromosomes that wear away over our lives at a steady rate—display such divergent patterns across species that they can’t possibly be the primary cause of ageing. I have already dwelt on the metabolic rate as another clock. This, too, is commonly dismissed as the clock of life on the grounds that the relationship between metabolic rate and ageing can be badly distorted—as in the case of the pigeon with its long lifespan linked to a fast metabolic rate. Unlike the telomeres, however, these distortions offer deep insights into the underlying nature of ageing. The metabolic rate is a proxy, somewhat rough, for the rate of free-radical leakage from the respiratory chains within the mitochondria. Sometimes the rate of free-radical leakage is proportional to the metabolic rate, as among many mammals, but the relationship is
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not always consistent: there are many examples where the metabolic rate does not tally with free-radical leakage. Such transgressions potentially explain not just the long lifespan of birds, but also the exercise paradox—the fact that athletes, who consume far more oxygen than couch potatoes, do not age any faster, and indeed often age more slowly.

As an explanation for ageing, free-radical leakage from the mitochondria has been challenged repeatedly, and to convince must overcome a number of apparent paradoxes. Yet overcome them it does. The shape of the mitochondrial theory of ageing has transformed radically since its first exposition, more than thirty years ago. In its latest incarnation, however, it explains not just the broad outlines of ageing, but also many specific aspects such as muscular wastage, persistent inflammation, and degenerative diseases. In the final chapters, we’ll see that the mitochondria are not only the main cause of ageing, but given the traits we have discussed in this book, it is inevitable that they should be. We’ll also see what might be done about it, in our efforts to age with the grace of an elf.
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Denham Harman, pioneer of free radicals in biology, first proposed the mitochondrial theory of ageing in 1972. Harman’s central point was simple: the mitochondria are the main source of oxygen free radicals in the body. Such free radicals are destructive, and attack the various components of the cell, including the DNA, proteins, lipid membranes, and carbohydrates. Much of this damage could be repaired or replaced in the usual way by the turnover of cell components, but hotspots of damage, most notably the mitochondria themselves, would be harder to protect simply by consuming dietary antioxidants.

Thus, spake Harman, the rate of ageing and the onset of degenerative diseases should be determined by the rate of free-radical leakage from mitochondria, combined with the cell’s innate ability to protect against, or repair, the damage.

Harman based his argument on the correlation between metabolic rate and lifespan in mammals. He explicitly labelled the mitochondria the ‘biological clock’. In essence, he said, the faster the metabolic rate, the greater the oxygen consumption, and so the higher the free-radical production. We shall see that this relationship is often true, but not always
 . The proviso may seem trivial, yet it has confounded an entire field for a generation. Harman made a perfectly reasonable assumption, which has proved untrue. Unfortunately, his assumption has become entangled with the theory in general. To disprove it does not disprove Harman’s theory, but it does overturn his single most important, and best-known, prediction—that antioxidants can prolong life.

Harman’s sensible but confounding assumption was that the proportion
 of free radicals that leak from the mitochondrial respiratory chains is constant. He assumed that the leakage is basically an uncontrolled, unavoidable by-product of the mechanism of cell respiration, which juxtaposes the passage of electrons down the respiratory chains with a requirement for molecular oxygen. Inevitably, the theory goes, a proportion of these electrons escape to react directly with oxygen to form destructive free radicals. If free radicals leak at a fixed rate, let’s say 1 per cent of total throughput, then the total leakage depends on the rate of oxygen consumption. The higher the metabolic rate, the faster the flux of
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electrons and oxygen, and the faster the free-radical leakage, even if the proportion of free radicals actually leaking never changes. So animals with a fast metabolic rate produce free radicals fast and have short lives, whereas animals with a slow metabolic rate produce free radicals slowly, and live a long time.

In Part 4, we saw that the metabolic rate of a species depends on its body mass to the power of 2/3: the larger the mass, the slower the metabolic rate in individual cells. This link is largely independent of the genes, depending instead on the power laws of biology. Now, if free-radical leakage depends only
 on the metabolic rate, then it follows that the only way to prolong the lifespan of a species relative to metabolic rate
 , is to bolster the strength of antioxidant (or anti-stress) protection. An implicit prediction of the original mitochondrial theory of ageing is therefore that creatures living a long time must have inherently better antioxidant protection. Birds, then, which live a long time, must stockpile more antioxidants. Accordingly, if we wish to live longer ourselves, we must seek to bolster our own antioxidant protection. Harman supposed that the only reason we have failed to extend our own lifespan by taking antioxidant therapy so far (this back in 1972) is because it is difficult to target antioxidants to the mitochondria. Many people still agree with this position today, despite another thirty-plus years of industrious failure.

These ideas are tenacious but erroneous, in my opinion: they cling to the mitochondrial theory of ageing like burrs. In particular, the idea that antioxidants might prolong our lives is the basis of a multibillion-dollar supplement industry, which has remarkably little solid evidence to support its claims; unlike the biblical house that was built on shifting sands, it has somehow remained standing. For over thirty years, medical researchers and gerontolo-gists (including myself) have flung antioxidants at all kinds of failing biological systems and found that they just don’t work. They may correct dietary deficiencies, and perhaps protect against certain diseases, but they don’t affect maximal lifespan at all.

It is always difficult to interpret negative evidence. We are reminded, in that smug phrase, that ‘absence of evidence is not evidence of absence’. The fact, if it is a fact, that antioxidants don’t work, may always be related to the difficulties of targeting: the dose is wrong, or the antioxidant is wrong, or the distribution is wrong, or the timing is wrong. At what point are we entitled to walk away saying: ‘No, this isn’t a pharmacological problem—antioxidants really don’t work’?

The answer depends on the temperament, and there are some distinguished researchers who have yet to turn away. But the field as a whole did turn away in the 1990s. As two well-known free-radical gurus, John Gutteridge and Barry Halliwell, put it a few years ago: ‘By the 1990s it was clear that antioxidants are not a panacea for ageing and disease, and only fringe medicine still peddles this notion.’
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There are stronger reasons to challenge the standing of antioxidants too, and these come from comparative studies. I mentioned the prediction that animals with long lives should have high levels of antioxidants. For a time this prediction seemed to be true, but only after subjecting the data to a little innocent statistical jiggery-pokery. In the 1980s, Richard Cutler, at the National Institute of Ageing in Baltimore reported, somewhat misleadingly, that long-lived animals harbour more antioxidants than short-lived animals. The trouble was that he presented his data relative to the metabolic rate, and in so doing, he air-brushed out the far stronger association between metabolic rate and lifespan.

In other words, a rat has a lower level of antioxidants than a human being, but only
 when antioxidant concentration is divided by metabolic rate, which is seven times faster in the rat; no wonder the poor rat seems so bereft of help.

This manoeuvre concealed the true relationship between antioxidant levels and lifespan: a rat has actually far more antioxidants in its cells than a human being. A dozen independent studies have since confirmed that there is in fact a negative
 correlation between antioxidant levels and lifespan In other words, the higher the antioxidant concentration, the shorter the lifespan.

Perhaps the most intriguing aspect of this unexpected relationship is how closely antioxidant levels balance the metabolic rate. If the metabolic rate is high, then antioxidant levels are also high, presumably to prevent oxidation of the cell; yet lifespan is still short. Conversely, if the metabolic rate is low, then antioxidant levels are also low, presumably because there is a lower risk of cell oxidation; yet lifespan is still long. It seems that the body doesn’t waste any time and energy in manufacturing more antioxidants than it needs—it uses them simply to maintain a balanced redox state in the cell (which means the dynamic equilibrium between oxidized and reduced molecules is kept optimal for the cell’s function).1 The cells of short-lived and long-lived animals maintain a similar, flexible, redox state by counterpoising the antioxidant concentration against the rate of free-radical generation; but lifespan is not affected by antioxidant concentration in any way. We are forced to conclude that antioxidants are virtually irrelevant to ageing.

These ideas are borne out by the birds, which live long lives in relation to their metabolic rate. According to the original version of the mitochondrial theory of ageing, birds ought to have higher antioxidant levels, but again this is not true. The relationship is inconsistent, but in general birds have lower antioxidant levels than mammals, reversing the predictions. Another test-case 1 The status quo is also linked with tissue oxygen concentration. In Part 4, we noted that tissue oxygen levels are poised at 3 or 4 kilopascals across the entire animal kingdom.

This means that both oxygen levels and antioxidant levels are balanced in the cell to retain a roughly constant redox state. We’ll see why later in Part 7.
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is calorie restriction. To date, calorie restriction is the only mechanism proved to extend the lifespan of mammals like rats and mice. Exactly how it works is debated, but the relationship with antioxidant levels in different species is ambiguous. Sometimes antioxidant concentrations go up, sometimes they go down, but there is no clearly consistent relationship. Even a piece of encourag-ing work from the early 1990s, suggesting that fruit flies live longer when genetically modified to express higher levels of antioxidant enzymes, turned out to be unrepeatable, at least in the hands of the original researchers (who make a distinction between strains that are long-lived and strains that are short-lived: higher antioxidant levels might extend the life of short-lived breeds of flies, in other words, they may correct a genetic deficiency). If any solid conclusion emerges from all this, it is certainly not that high levels of antioxidants prolong lifespan in healthy, well-nourished animals.

We’ve been confounded by the lure of antioxidants for a simple reason: the proportion of free radicals escaping from the respiratory chains is not
 constant—Harman’s original assumption was wrong. While free-radical leakage often does reflect oxygen consumption, it can also be modulated up or down.

In other words, far from being an uncontrolled and unavoidable by-product of cell respiration, the rate of free-radical leakage is controlled and largely avoidable. According to the pioneering work of Gustavo Barja and his colleagues at the Complutense University in Madrid, birds live long lives because they leak fewer free radicals from their respiratory chains in the first place. As a result, they don’t need to have so many antioxidants, despite consuming large amounts of oxygen. Importantly, it seems that calorie restriction might work in a similar way. While there are various genetic changes, one of the most significant is a restriction in free-radical leakage from the mitochondria, despite similar oxygen consumption. In other words, in both long-lived birds and mammals the proportion of free radicals that leaks from the respiratory chains decreases
 .

This answer seems inoffensive enough but it is actually troublesome and hacks a hole in the established evolutionary theory of ageing. The problem is this. Animals that live a long time do so by restricting the free-radical leakage from their mitochondria. Because genes control the rate of ageing, it follows that in birds (and presumably in humans to a lesser degree) there has been selection to lower the rate of free-radical leakage. Fine. But if free radicals were simply damaging, why wouldn’t a rat also do better by restricting its free-radical leakage? There seems to be no cost, indeed quite the contrary—there would be no need for the rat to go on manufacturing all those extra antioxidants to prevent itself from being oxidized. And surely it would have everything to gain, because a long-lived rat would have more time, and could leave behind more offspring. So rats, and by the same token humans, could live longer, cost-free
 , if they simply restricted free-radical leakage.
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So why don’t they? Is there a hidden cost, or do our ideas of ageing stand in need of radical revision? The cost of a long life is usually said to be a degree of impairment in sexuality. According to the disposable soma theory, first proposed by Tom Kirkwood, at the University of Newcastle, longevity is balanced against fecundity: long-lived species tend to have smaller litters, and rear them rather less frequently, than short-lived species. This is certainly true, at least in most known cases. The reason is less certain. Kirkwood suggested that the reason relates to the balance of resource use in individual cells and tissues: resources diverted towards attaining reproductive maturity, and raising litters, detract from those required to ensure longevity of the cell, such as DNA repair, antioxidant enzymes, and stress resistance—there are only so many ways to divide limited resources. Barja’s data challenge this idea.

Restricting free-radical leakage should have no cost on fecundity, as cellular damage is restricted without any need for better stress-resistance—the cost imputed in the disposable soma theory is negated. So, if the disposable soma theory is correct, there ought to be a hidden cost to restricting free-radical leakage; we shall see, in the final chapter, that there is indeed a hidden cost, and it holds vital connotations for our own quest to live longer.

To understand why, we need to consider another prediction of Harman’s mitochondrial theory, which has also caused trouble. This held that free radicals don’t necessarily damage the cell in general very much—they’re mopped up by antioxidants—but they do specifically damage the mitochondria, especially their DNA. Harman actually mentioned mitochondrial DNA only in passing, but its involvement later became a fundamental tenet of the theory.

Let’s see why, for the gap between the predictions and hard prosaic reality reveals a great deal about what’s really going on.

Mitochondrial mutations

Harman argued that, because free radicals are so reactive, those escaping from the respiratory chains should mainly affect the mitochondria themselves—they should react on the spot, where they were produced, and not damage distant locations very much. He then asked, quite perceptively, whether the gradual decay of mitochondria with increasing age ‘might be mediated in part through alteration of mitochondrial DNA functions?’ The chain of effect would be as follows: free radicals escape the respiratory chains and attack the adjacent mitochondrial DNA, causing mutations that undermine mitochondrial function. As mitochondria decay, the performance of the cell as a whole declines, leading to the traits of ageing.

Harman’s perceptive question was addressed more explicitly a few years later by Jaime Miquel and his colleagues in Alicante, Spain. Their formulation
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in 1980 is still the most familiar version of the mitochondrial theory of ageing today, even though many aspects don’t really fit the data, as we’ll see. It goes something like this. Damage to proteins, carbohydrates, lipids, and so on can be repaired, and is not dangerous unless the rate of damage is overwhelmingly fast (as it might be, for example, after radiation poisoning). DNA is different.

Although DNA damage can also be repaired, there are occasions when the damage confounds the original sequence and mutations occur. Mutations are heritable changes in DNA sequence. Except by random back-mutation to the original sequence, or recombination with another strand of un-mutated DNA, there is no way that the original sequence can be recovered. Not all mutations affect protein structure and function, but some of them certainly do. In the usual way of things, the more mutations, the greater the chance of detrimental effects.

In theory, mitochondrial mutations accumulate with age. As they do so, the efficiency of the system as a whole begins to break down. It’s not possible to fashion a perfect protein from an imperfect set of instructions, so a certain degree of inefficiency is built in. Worse, if the mutations affect the respiratory chains in mitochondria, then the rate of free-radical leakage rises, spinning the whole vicious cycle faster and faster. Such positive feedback ultimately builds up into an ‘error catastrophe’, in which the cell loses all control over its function. When this fate has overcome a sizeable proportion of the cells in a tissue the organs fail, placing the remaining functional organs under still greater strain. The inevitable outcome is ageing and death.

So what are the chances that mutations would affect the respiratory chain proteins? It’s overwhelmingly likely. We have seen that thirteen of the core respiratory proteins are encoded by mitochondrial DNA, which is anchored to the membrane right next to the respiratory chains. Any escaping free radicals are virtually bound to react with this DNA: it’s only a matter of time before mutations occur. And we have seen that proteins encoded in the mitochondria interact intimately with those encoded in the nucleus. An alteration in either party can erode this intimacy, and affects the function of the respiratory chain as a whole.

If this sounds grim, it gets worse. A succession of dire findings made the whole set-up seem like a bad joke perpetrated by a satanic biochemical deity.

We were told that mitochondrial DNA is not just stored in the incinerator, but it’s also stripped of the normal defences: it’s not wrapped in protective histone proteins; it has little ability to repair oxidative damage; and the genes are packed together so tightly, without the cushioning of ‘junk’ DNA, that a mutation anywhere is likely to cause havoc. This dire scenario was set off by a sense of pointlessness: most mitochondrial genes had already been transferred to the nucleus, and the handful that remained seemed to be in the wrong place.

Aubrey de Gray, one of the most original and dynamic thinkers in this field, has
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even suggested we could cure the ravages of ageing by transferring the rest of the mitochondrial genes across to the nucleus. I disagree, for reasons that we’ll come to, but it’s easy to feel his point.

Why on earth did such a daft system evolve? That depends on one’s view of evolution. Stephen Jay Gould used to vent his frustrations about what he called the ‘adaptationist program’ in biology—the assumption that all is adaptation, in other words, everything has a reason, however innocent of function it may appear, and is shaped by the processes of natural selection. Even today, biologists can be split into those who are reluctant to believe that nature does anything for nothing, and those who believe that some things are just beyond direct control. Is ‘junk’ DNA really junk or does it have some unknown purpose? We don’t know for sure, and the answer you get will depend on whom you ask. Similarly, the ‘point’ of ageing is disputed. The most widely accepted view is that we are less likely to reproduce as we grow older, so natural selection is less able to weed out the genetic variants that cause damage late in life.

Because mutations in mitochondrial DNA build up late in life, natural selection is unable to come up with an efficient mechanism of eliminating them. Only when the expected lifespan increases, as it does in animals isolated on an island without predators, or in birds that can fly away, or humans who use their large brains and social structures, can selection act to prolong life. If we subscribe to this view, then the sheer lunacy of storing badly protected mitochondrial genes in the incinerator is just one of those things: an accident of evolutionary history.

Is this nihilistic vision correct? I don’t think so. The fault is that the line of reasoning is too stiffly chemical: it doesn’t take into account the dynamism of biology. We’ll see the difference this makes later. Nonetheless, it is a bold theory, and it has the great merit of making some explicit testable predictions.

There are two in particular that we’ll look into. First, the theory predicts that mitochondrial mutations are sufficiently corrosive to bring about the whole sorry trajectory of ageing. This, we’ll see, is likely to be true. But the second prediction is probably false, at least in the full diabolical sense in which it was originally put forward—that mitochondrial mutations should accumulate with age. As they do they ought, ultimately, to bring about an ‘error catastrophe’. There’s little strong evidence to say that this happens. And therein lies the secret.

Mitochondrial diseases

The first report of a patient suffering from a mitochondrial disease was in 1959, a few years before the discovery of mitochondrial DNA. The patient was a 27-year-old Swedish woman, who had the highest metabolic rate ever recorded in a human being, despite a completely normal hormonal balance. It turned out

The Mitochondrial Theory of Ageing 281

the problem was a defect in mitochondrial control—her mitochondria respired at full blast even when there was no need for ATP. As a result, she ate pro-digiously, yet always remained thin, and she sweated profusely even in winter.

Sadly her doctors couldn’t help her and she committed suicide ten years later.

A number of other patients were diagnosed with mitochondrial diseases over the following two decades, usually on the basis of their clinical records and various specific tests. For example, in many cases when the mitochondria are not functioning properly, lactic acid (a product of anaerobic respiration) accumulates in the blood, even when the patient is at rest. Biopsies of the muscles often show that some muscle fibres—typically not all—are badly damaged.

They stain red on histological preparation and are known as ‘ragged red fibres’.

When subjected to biochemical tests, the mitochondria in these fibres are found to lack the terminal enzyme in the respiratory chain, cytochrome oxidase, rendering them incapable of respiration.

From a clinical point of view, such reports were little more than sporadic scientific curiosities. But a tidal change followed after 1981, when the dual Nobel laureate Fred Sanger and his team in Cambridge reported the complete sequence of the human mitochondrial genome. Through the 1980s and 1990s, as sequencing technology improved, it became possible to sequence the mitochondrial genes of many patients with suspected mitochondrial diseases. The results were startling, and showed not only how common mitochondrial diseases are—about 1 in 5000 people are born with mitochondrial disease—but also how bizarre. Mitochondrial diseases flout the normal rules of genetics.

Their pattern of inheritance is peculiar, and often does not follow Mendel’s laws.2 The onset of symptoms may vary by decades, and occasionally diseases vanish altogether in individuals who ‘should’ (theoretically) have inherited them. In general, mitochondrial diseases progress with advancing age, so a disease that causes little inconvenience at the age of twenty may become utterly debilitating by the age of forty. Beyond this, however, very few generalizations can be made. Diverse tissues can be affected in individuals who carry the same mutation, while different mutations may well affect the same tissue. If you want to retain your sanity, don’t try to read a textbook on mitochondrial diseases.

Despite such gross difficulties categorizing mitochondrial disease, a few general principles do help to explain the thrust of what’s happening. These same principles are pertinent to ageing. Recall from Part 6 that mitochondria are nor-2 Mendel’s laws govern the pattern of inheritance of ‘normal’ nuclear genes, in which the likelihood of a genetic trait or disease can be calculated according to the probability that an individual will inherit at random one of two copies of the same gene from each parent, giving everyone two copies of each gene. In fact, some mitochondrial diseases do follow Mendel’s laws, as they are caused by nuclear genes encoding proteins destined for the mitochondria.

282 Why Mitochondria Kill us in the End

mally inherited from the mother, but even so, the variation in mitochondrial DNA in egg cells is surprisingly high. We saw that some degree of heteroplasmy (a mixture of genetically different mitochondria) is found in about half of the egg cells taken from the same ovary of a normal fertile woman. If these variations do not affect the functional performance of the mitochondria too seriously, then they are not eliminated during embryonic development.

But why would a defect not
 affect embryonic development? There are various possibilities. One is that the defective mitochondria are inherited in low numbers. All mitochondrial diseases are heteroplasmic, which is to say there are both normal and abnormal mitochondria. Of the 100 000 mitochondria inherited in the egg, if only 15 per cent are abnormal then the healthy majority might mask their shortcomings. Alternatively, the mutation may be less harmful, but present in a greater proportion of mitochondria, perhaps 60 per cent. If so, then the embryo can still develop normally, despite the large number of mutants. And then there is the matter of segregation. When a cell divides, its mitochondria partition themselves at random between the two daughter cells.

One cell might inherit all the defective mitochondria, whereas the other gets none, or there could be any combination in between. In the developing embryo, individual cells provide the mitochondria that eventually populate different tissues with different metabolic requirements. If the cells that develop into long-lived, metabolically active tissues, such as muscle, heart, or brain, happen to inherit defective mitochondria in high numbers, then all might be lost; but if instead the defective mitochondria end up in short-lived, or less metabolically active cells, like skin cells or white blood cells, then embryonic development might well be normal. As a result of such differing thresholds, the more serious mitochondrial diseases affect long-lived, energetically active tissues, especially muscle and brain.

There are parallels with ageing here. We don’t inherit all of our defective mitochondria from the egg cell: some accumulate in adult life, due to free radicals formed by normal metabolism. This generates a mixed population of mitochondria in the cells affected. What happens next depends on the type of cell. If the cell is an adult stem cell (responsible for regenerating tissue), a possible outcome would be the clonal expansion of defective mitochondria. This happens in some muscle fibres, producing the ‘ragged red fibres’ characteristic of mitochondrial diseases, but also found in ‘normal’ ageing. Conversely, if the mutation affected a long-lived cell no longer capable of division, such as a heart-muscle cell or a neurone, then the mutation could not spread beyond the bounds of that single cell. We would then expect to see different mutations in different cells, forming a ‘mosaic’ of disparate mitochondrial function.

Another aspect of mitochondrial disease is pertinent to normal ageing—their tendency to progress (to become more debilitating) with advancing age. The
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reason relates to the metabolic performance of tissues and organs. As we’ve seen, each organ has a threshold of function that is required for its normal performance. Symptoms only set in when an organ’s performance falls below its own particular threshold. So for example we might be able to lose one kidney altogether and still function normally, but if the second kidney begins to fail too we’ll die, unless we receive dialysis or have a transplant. Because all work costs energy, an organ’s threshold depends on its metabolic requirements. Mitochondrial diseases are less serious if they happen to affect tissues with low metabolic requirements, like the skin, and are worse if they affect active cells like muscle cells. A similar process takes place in tissues as their cells age. A youthful muscle cell, in which 85 per cent of its mitochondria are ‘normal’, can handle all the energetic demands imposed on it in youth; but as its mitochondria decline with age, the energy demands placed on the remaining mitochondria rise. We draw closer to the metabolic threshold. As a result, the impairment caused by a mutant population is progressively unmasked as we get older.

But are mitochondrial mutations sufficiently corrosive to bring about the whole sorry trajectory of ageing? Some of them certainly are. An awful condition, in which apparently normal babies lose their mitochondrial DNA soon after birth, leads swiftly to liver and kidney failure. When the disease is severe, as much as 95 per cent of mitochondrial DNA can be depleted, and the afflicted babies die in weeks or months, despite having appeared completely normal at birth. More common diseases include Kearns Sayre syndrome and Pearson’s syndrome, which cause substantial disability later in life, and premature death.

Typical symptoms are similar to those caused by slow poisoning with a metabolic toxin like cyanide, and include loss of coordination (ataxia), seizures, movement disorders, blindness, deafness, stroke-like symptoms, and muscular degeneration. One mitochondrial mutation has even been associated with a condition similar to Syndrome X—that deadly combination of high blood pressure, diabetes, and raised cholesterol and triglycerides, said to affect 47 million Americans. Clearly, mutations in mitochondrial genes can
 have very serious effects, corrosive enough to underpin ageing. But other mitochondrial conditions are far less serious, and herein lies the problem.

The severity of any mitochondrial disease depends on the proportion of mutant mitochondria and the tissue in which they find themselves, but also on the type of mutation: on which bit of the genome it affects. If the mutation affects a gene for a particular protein, the effects may or may not be catastrophic; indeed they might even be beneficial. On the other hand, if the mutation affects a gene encoding RNA, the consequences are usually serious.

Depending on the type of RNA, the mutation could alter the synthesis of all mitochondrial proteins, or all proteins containing a particular amino acid.

Mutations in the control region also potentially have serious consequences, as

284 Why Mitochondria Kill us in the End

these might alter the entire dynamic of mitochondrial replication and protein synthesis in response to changing demand.

Mutations can also occur in the nuclear genes encoding mitochondrial proteins, with similar consequences (except that these mutations follow a typical Mendelian inheritance pattern, with one gene coming from each parent; see footnote, page 281). If the nuclear mutation affects a mitochondrial transcription factor, which controls the synthesis of mitochondrial proteins, then the effects could in principle apply to all the mitochondria in the body. On the other hand, some mitochondrial transcription factors appear to be active only in particular tissues, or in response to particular hormones. A mutation in the gene for these would tend to have tissue-specific effects.

Taken together, these considerations explain the extreme heterogeneity of mitochondrial diseases. A mutation may affect a single protein, or all proteins containing a particular amino acid, or all mitochondrial proteins altogether, or the rate of protein synthesis in response to changing demands. The mutations may be tissue-specific or global, affecting all the body. They may be inherited in a classic Mendelian fashion, if the mutations are in nuclear genes, or they may be inherited from the mother only if the mutations are in the mitochondrial genes. If the latter, the effects depend on the proportion of mitochondria affected, as well as the way in which they segregate in dividing cells during embryonic development, and the metabolic threshold of the organs involved.

Given this degree of heterogeneity, the problem is the very spectrum of disease. While we tend to succumb to our own particular mixture of degenerative diseases, the underlying process of ageing is similar in all of us. How is it that we all share such a basic underlying similarity, not just with each other, but also with other animals that age at utterly different rates? If we accumulate mitochondrial mutations at random as we age, why do we not all age in very different ways and at different rates, as random and varied as the mitochondrial diseases themselves? The answer might conceivably lie in the nature of the mutations that accumulate, but this leads straight to a second problem: the magnitude and type of mutations that do
 accumulate don’t seem sufficient to cause ageing. So what’s going on?

The paradox of mitochondrial mutations in ageing

The pursuit of genetic mutations in ageing has proved to be a frustrating occupation. One promising theory held that nuclear mutations, accumulating over a lifetime, were the main culprit behind ageing. While nobody would dispute that mutations in nuclear genes do contribute to ageing, and especially to diseases like cancer, there is no relationship at all between lifespan and the accumulation of mutations in the nucleus, so they can’t be the primary cause.
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The generally accepted evolutionary theory of ageing, first postulated by J. B. S. Haldane and Peter Medawar, is a variation on the theme of mutations: if they don’t accumulate over a lifetime, perhaps they accumulate over many lifetimes. Natural selection has no power to eliminate the genes that defer their detrimental effects until later in life. The classic example is Huntington’s disease, which sets in well after reproductive maturity, enabling the gene to be passed on to children, so it can’t be eliminated by selection. While Huntington’s disease is particularly horrible, how many other genes have similar late effects? Haldane proposed that ageing was little more than a dustbin of late-acting gene mutations, hundreds or thousands of them, which could not be eliminated by natural selection, and thus accumulated over many generations.

Again, there must be some truth in this idea, but I don’t think it can be squared with the plasticity of ageing observed in nature. Nearly two decades of genetic studies have shown that lifespan can be extended dramatically, even in some mammals, by single point mutations in critical genes. If ageing really was written into the actual sequence
 of hundreds or thousands of genes, surely this couldn’t happen. Even if one critical gene controls the activity of many others, the subordinate genes are still mutated—it is their sequence, not their activity, which is the problem. To correct the sequences, there would need to be thousands of simultaneous mutations in all the right genes, to begin to have an effect on lifespan, and this would surely take several generations at the least.

For whatever reasons, the fact is that lifespan is regulated, with a surprising degree of control, throughout the animal kingdom.

Mitochondrial mutations have their own story, and this, too, is difficult to reconcile with the facts. On the face of it, though, mitochondrial genes hold more promise to explain ageing and disease. There are two reasons. First, as we saw in the last chapter, mitochondrial mutations accumulate far more quickly, from one generation to the next, than do nuclear mutations. It follows that mitochondrial mutations are more likely to build up within a single lifetime, and so in principle could tally with the rate of decline in ageing. And second, these mutations do
 have the corrosive power to undermine lives: they are not at all minor bit-players. The mitochondrial diseases underscore just how devastating such mutations can be.

So how fast do mitochondrial mutations really accumulate? It’s difficult to say for sure because the rate of change over generations is restrained by natural selection. For most mitochondrial genes, the evolution rate is about 10- to 20-fold the rate found in nuclear genes, but in the control region it can be as much as fifty times faster. Because mutations are only ‘fixed’ in the genome if they don’t cause catastrophic damage (otherwise they are eliminated by selection) the actual rate of change must be faster than this. To get an idea of how fast the change might really be, Anthony Linnane, at Monash University in Australia,
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and his collaborators at the University of Nagoya in Japan, considered yeast in their classic Lancet
 paper published in 1989. Yeast is revealing because, as any brewer or vintner knows, it doesn’t depend on oxygen: yeast can also ferment to produce alcohol and carbon dioxide. Fermentation takes place outside the mitochondria, so yeast can tolerate serious damage to their mitochondria and still survive. Such damage was first noted in the 1940s with the discovery of

‘petite’ strains of yeast, whose growth is stunted. It turned out that the petite mutation involves the deletion of a large section of mitochondrial DNA, rendering the dispossessed mutant unable to respire. Critically, the petite mutation crops up spontaneously in cell cultures at a rate of about 1 in 10 to 1 in 1000 cells, depending on the yeast strain. In contrast, nuclear mutations occur at an almost infinitesimally slow rate, which is similar in both yeast and higher eukaryotes like animals—about 1 in every 100 million cells. In other words, if yeast is anything to go by, mitochondrial mutations accumulate at least 100 000

times faster than nuclear mutations. If such a fast mutation rate is true of animals too, then it could certainly account for ageing; indeed it would be hard to explain why we don’t drop dead almost immediately.

The search was on: how quickly do mitochondrial mutations accumulate in the tissues of animals and people? It has to be said that this area is controversial and a consensus is only now emerging. Part of the problem is the technology used to measure the mutations: the techniques used to sequence DNA letters sometimes amplify mutated sequences at the expense of ‘normal’ sequences, making it very difficult to quantify the extent of damage. In consequence, results from different laboratories can be extremely variable, sometimes ranging by as much as 10 000-fold. As so often in all walks of life, those people who hope to find mitochondrial mutations tend to find them, whereas the doubters inevitably find but a few. This is almost certainly not because researchers are deliberately fabricating their data, but rather where and how they look: it’s possible for both sides to be right.

Against this background, it’s perhaps rash for me to attempt a categorical statement, but attempt I shall. The picture that is beginning to emerge does indeed suggest that both sides are right. It seems there is a difference in the fate of mutant mitochondria, depending on the location of the mutation—whether this lies in the control region of the mitochondrial genome, or in a coding region.

Mutations in the control region (which binds the factors responsible for copying mitochondrial DNA) can prosper, and even stage a clonal take-over of entire tissues. These mutations don’t necessarily cause much functional deficit. A ground-breaking study, published in Science
 in 1999 by Giuseppe Attardi (one of the pioneers of mitochondrial DNA sequencing) and his colleagues at Caltech, showed that individual mutations in the control region can

The Mitochondrial Theory of Ageing 287

accumulate at over 50 per cent of the total mitochondrial DNA in the tissues of older people, but are largely absent in young people. We can take it that certain types of mutation do
 build up with age to high levels, but we can’t say whether these mutations are harmful, as they don’t affect the protein-coding genes.

Certainly not all of them are harmful. Another important study published by Attardi’s group in 2003 showed that one mutation in the control region is actually associated with greater
 longevity in an Italian population. In this case the mutation, a single letter change, cropped up five times more often in centenarians than in the general population, implying that it might have offered some kind of survival advantage.

In contrast, mutations in the functional protein- or RNA-coding regions very rarely accumulate at levels above about 1 per cent, which is far too low to cause a significant energy deficit. Interestingly, functional mitochondrial mutations, such as cytochrome oxidase deficiency, are
 amplified clonally within particular cells
 , so that the mutants come to predominate in those cells. This happens, for example, in some neurones, heart-muscle cells, and indeed the ragged red fibres of ageing muscles. However, the total proportion of such mutants in the tissue as a whole rarely rises above 1 per cent. There are two possible explanations for this. One is that different cells accumulate different mutations, so that any particular mutation is just the tip of an enormous iceberg of diverse mutations. The other explanation is that most mitochondrial mutations simply don’t accumulate at very high levels in ageing tissues. Perhaps surprisingly, it’s this latter explanation that seems closest to the truth. Several studies have shown that most mitochondria in ageing tissues have basically normal DNA, except perhaps in the control region, and moreover, are capable of virtually normal respiration. Given that the proportion of mutant mitochondria needed to undermine a cell’s performance in mitochondrial diseases is as high as 60

per cent, a total mutation load of just a few per cent seems insufficient to account for ageing, at least by the tenets of the original mitochondrial theory.

So what’s going on here? I find myself asking the obtuse question, ‘Are we really so different to yeast?’ I doubt that question will cost many readers much sleep. But it ought to! Yeasts accumulate mitochondrial mutations rapidly, yet for the most part, we don’t. From an energetic point of view, we function in a similar way to yeast; the only difference is that we depend on our mitochondria, whereas yeasts don’t. Perhaps this difference gives the game away—necessity.

Let’s say we accumulate mutations in the control region simply because they don’t matter a great deal: they have little impact on function (as indeed is implicit in the studies of human inheritance discussed in Part 6), whereas most functional mutations do not
 accumulate because they do
 matter. That sounds fair enough, but it implies that selection for the best mitochondria is taking place in tissues (even in tissues composed of long-lived cells like heart and
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brain). So we are faced with two possibilities. Either the mitochondrial theory of ageing is completely wrong, or mitochondrial mutations do occur at a similar rate to yeasts, but the mutants are eliminated by selection within a tissue for the best mitochondria. If so, then mitochondrial function must be far more dynamic than had been envisaged in the original mitochondrial theory of ageing. Which is it?




17. Demise of the Self-Correcting Machine




17



Demise of the Self-Correcting



Machine


After the previous chapter, you might be forgiven for supposing that the mitochondrial theory of ageing is claptrap. After all, most of its predictions seem utterly false. One prediction is that antioxidants should prolong maximal lifespan, and this does not seem to be true. Another is that mitochondrial DNA mutations should accumulate with ageing, but only the least important ones actually do. Another is that the proportion of free radicals escaping the respiratory chains is constant, so lifespan should vary with metabolic rate; but this is only true in general, and fails to explain exceptions like bats, birds, humans, and the exercise paradox (the fact that athletes, who consume more oxygen over a lifetime, don’t age faster than couch potatoes). In fact, the only prediction of the original theory that seems to be true is that mitochondria are the main source of free radicals in the cell. Hardly the lineaments of a vigorous, healthy theory.

It’s time to return to an idea that we parked in the previous chapter: the proportion of free radicals escaping from the respiratory chains is not
 constant and unavoidable, but is subject to natural selection. Over evolutionary time, the rate of free-radical leakage is set at the optimal level for each species. In this way, long-lived animals have a fast metabolic rate while leaking relatively few free radicals, whereas short-lived animals typically combine a fast metabolic rate with leaky mitochondria and plenty of antioxidants. We posed the question: What is the cost of well-sealed mitochondria? Why would a rat not
 benefit from cutting back its investment in antioxidants by sealing its mitochondria better? What does it have to lose?

Let’s think all the way back to Part 3, and in particular to John Allen’s explanation for the very existence of mitochondrial DNA (see pages 141–144). You might recall that he argued it was no fluke that a hard-core of genes survives in everyspecies
 that relies on oxygen for respiration. The reason, he suggested, was to balance the requirements of respiration, as an imbalance in the components of the respiratory chain can lead to inefficient respiration and free-radical leakage. We saw that it is necessary to retain a local contingent of genes to pinpoint the need for reinforcements in particular mitochondria, rather than all
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mitochondria at once, regardless of need, which is what would happen if control were retained by the bureaucratic confederation of genes in the nucleus.

Allen’s essential point is that the mitochondrial genes survive because the benefits of keeping them on site outweigh the disadvantages.

How might one particular mitochondrion signal its need to produce more respiratory chain components? We’re now entering into the realms of twenty-first-century science, and it’s best to admit that at present little is known. As we saw in Part 3, Allen suggests that they do so by modulating the rate of free-radical production from the respiratory chains: the free radicals themselves act as the signal to start building more respiratory complexes. This suggests an immediate reason why a rat might lose out by restricting free-radical leakage—

it would muffle the strength of the signal, and so require a more refined detection system. We’ll see later how birds might have got around this problem, and why it wasn’t worth it for rats.

What might happen if there is not enough cytochrome oxidase in a particular mitochondrion? This is the scenario that we considered in Chapter 8. Respiration becomes partially blocked, and electrons back up in the respiratory chains, making them more reactive. Oxygen levels rise, as less is consumed by respiration.

The combination of high oxygen with slow electron flow means that free-radical production increases. According to Allen, this is exactly the signal required to produce more complexes, to correct the deficit. How the mitochondria detect the rise in free-radical leakage is unknown, but various plausible possibilities exist.

For example, mitochondrial transcription factors (which initiate protein synthesis) might be activated by free radicals; or the stability of the RNA might depend on free-radical attack. Examples of both are known, but neither has been proved to take place in the mitochondria. Either way, the rise in free-radical leakage should lead to more core respiratory proteins being made from mitochondrial DNA. These insert themselves into the inner membrane, and once implanted they behave as beacons and assembly points for the additional proteins encoded by the nuclear genes. When the full complex is assembled, the blockage of respiration is corrected. Free-radical leakage falls again, and so the system is switched off. Overall, then, this system behaves like a thermostat, in which a fall in room temperature is itself the signal used to switch on the boiler. The rising temperature then switches off the boiler, so regulating the room temperature between two fixed limits. But of course, if the room temperature didn’t fluctuate up and down, the system couldn’t work at all. Similarly, if the rate of free-radical leakage from respiratory chains didn’t fluctuate, there could be no self-correction to an appropriate number of respiratory complexes.

What happens if the free-radical signalling fails? If the synthesis of new respiratory proteins from the mitochondrial genes fails to stem the leak of free radicals, then the lipids of the inner membrane, such as cardiolipin, are
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oxidized. In Part 5, we noted that cardiolipin binds cytochrome oxidase, so if cardiolipin is oxidized, cytochrome oxidase is released from its shackles. This in turn blocks the passage of electrons down the respiratory chain altogether, so respiration grinds to a halt. Without the constant flow of electrons needed to maintain it, the membrane potential collapses, and apoptotic proteins are spilled out into the cell. If this turn of events happens in a single mitochondrion, the cell does not necessarily commit apoptosis—there appears to be a threshold. When only a few mitochondria expire at one moment, then the signal for apoptosis is not strong enough to cause the cell to die, and instead the mitochondria themselves are broken down. In contrast, if a large number of mitochondria simultaneously spill out their contents, then the cell as a whole does get the point, and goes on to commit apoptosis.

This flexible signalling system is a far cry from the spirit of the original mitochondrial theory of ageing. The original theory supposed that free radicals are purely detrimental; that the continued existence of mitochondrial DNA was a diabolical fluke of evolution; and that free-radical damage spiralled out of control, leading to the degeneration and misery of ageing. We now appreciate that free radicals are not
 purely detrimental—they carry out an essential signalling role—and that the bizarre survival of mitochondrial DNA is not a fluke, but is actually necessary for cellular and bodily health. Furthermore, mitochondria are better protected against free-radical damage than had once been assumed.

Not only is mitochondrial DNA present in multiple copies (usually five to ten copies in every mitochondrion), but recent work shows that mitochondria are reasonably efficient at repairing damage to their genes, and (as we saw in Part 6) are capable of recombination to fix genetic damage.

So where does all this leave the mitochondrial theory of ageing? Perhaps surprisingly, it’s not dead and buried, merely radically transformed. A new theory has emerged, phoenix-like, from the ashes, but it still places a premium on the free radicals generated by the mitochondria. This new theory is not attributable to any one mind in particular, but has gradually condensed out of the work of researchers in several related fields. Beyond being consistent with the data, the new theory has the immeasurable benefit that it gives a deep insight into the nature of the diseases of old age, and how modern medicine might set about curing them. Critically, the best way to tackle them is not to target each one individually, as medical research currently does, but to target all of them simultaneously.

The retrograde response

We have seen that the mitochondria operate a sensitive feedback system, in which the leaking free radicals themselves act as signals to calibrate and adjust
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performance. But the fact that free radicals play an integral part in mitochondrial function does not mean that they are not toxic too. Clearly they are, even if rather less so than is shouted about in health magazines. Lifespan does
 correlate with the rate of free-radical leakage from respiratory chains. While a good correlation doesn’t necessarily imply a causal link, it’s hard to claim causality in the absence of any correlation at all. If two factors are not linked in any way, then one can hardly be said to ‘cause’ the other; and there are remarkably few, if any, other factors which correlate with lifespan across radically different groups, such as yeast, nematodes, insects, reptiles, birds, and mammals. For the sake of argument, let’s assume that free radicals do
 cause ageing. How can we square their signalling role with a more conventional idea of their toxicity—

and with the evidence to date?

Yeast accumulate mitochondrial mutations at least 100 000 times faster than nuclear mutations. People, too, accumulate particular types of mitochondrial mutation with age, notably those in the ‘control’ region. Importantly, the control region mutations can often stage a ‘take-over’ of whole tissues, so that the same mutation is found in practically all the cells. In contrast, mutations in the coding regions of the mitochondrial genome can be amplified within particular cells, but only very rarely attain levels of above 1 per cent in the tissue as a whole. I suggested that this smells suspiciously of selection acting in tissues.

Can we perhaps link the signalling role of free radicals with a weeding-out of detrimental mitochondrial mutations? Indeed we can, and this is the crux of the ‘new’ mitochondrial theory of ageing.

What might happen to the calibration of mitochondrial function if there is a spontaneous mutation in mitochondrial DNA? Let’s think it out step by step. If the mutation is in the control region, it doesn’t affect gene sequence, but it might affect the binding of transcription or replication factors. If the effect is not entirely neutral, the mutant mitochondrion would tend to copy its genes either more often or less often in response to an equivalent stimulus. So what is the outcome? If the mutation makes a mitochondrion ‘fall asleep’ on duty, so it responds sluggishly to signals for replication, the likely outcome is that the mutant mitochondria would simply disappear from the population. In response to a signal to divide, ‘normal’ mitochondria would divide, but the mutant mitochondria would slumber on. Their population would fall relative to normal mitochondria, and they would eventually be displaced altogether in the normal turnover of cellular components.

In contrast, if the mutation made the mitochondrion more
 alacritous in its response to an equivalent signal, we would expect to see an expansion of its DNA. At every signal to divide, the mutant mitochondria would leap into action, and so would eventually displace the ‘normal’ mitochondria from the population. And if the mutation occurred in a stem cell (which gives rise to
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replacement cells in a tissue) the mutants would be more likely to be passed on every time the stem cell divided, and so would finally take over the entire tissue.

It’s important to note that such mutations are most likely to stage a tissue takeover if they’re not particularly detrimental to mitochondrial function. This is likely to be true, as there is nothing the matter with the respiratory complexes themselves. Energy generation can continue normally, if a degree out of synch with requirements; and as we’ve seen (page 287), Giuseppe Attardi’s group has shown that one control-region mutation is actually beneficial.

So what happens if a mutation is in the coding region of a gene? Why do such mutations take over individual cells, but not the tissue as a whole? This time it’s more likely that mitochondrial function will be altered. Let’s imagine that the mutation affects cytochrome oxidase in some way. Given the need for nanoscopic precision in the interactions of different subunits, the likelihood is that respiration will be impaired, and electrons will back up in the respiratory chains. Free-radical leakage increases, and this signals the synthesis of new respiratory chain components. This time, however, building new complexes cannot correct the deficit, for these, too, would be dysfunctional (although if the deficit is modest, it may help a little). What happens next? The outcome is not
 the error catastrophe proposed in the original version of the mitochondrial theory, but more signalling. The defective mitochondrion signals its deficiency to the nucleus, by way of a feedback pathway known as the ‘retrograde response’, which enables the cell to compensate for its deficit.

The retrograde response was originally discovered in yeast, and was so named because it seems to reverse the normal chain of command from the nucleus to the rest of the cell. In the retrograde response, it is the mitochondria that signal to the nucleus to change its behaviour—the mitochondria, not the nucleus, set the agenda. Since its discovery in yeast, some of the same biochemical pathways have been found to operate in higher eukaryotes too, including humans. While the exact signals almost certainly differ in detail and meaning, the overall intention appears to be similar—to correct the metabolic deficiency. Retrograde signalling switches energy generation towards anaerobic respiration, such as fermentation, and in the longer term stimulates the genesis of more mitochondria. It also fortifies the cell against stress, aiding survival in the more trying times ahead. Yeast, which don’t depend on their mitochondria to survive, actually live longer when the retrograde response is active. With our dependence on mitochondria, it’s unlikely that similar benefits would apply to people; for us, the purpose of the retrograde response is to correct the mitochondrial deficiency. But I suppose we could be said to live longer in the sense that, without it, we would certainly live ‘shorter’.

Paradoxically, in the long term, a cell can only correct against energetic deficiency by producing more mitochondria. If the mitochondria are defective, the
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cell attempts to correct the problem by producing more mitochondria—hence the tendency of defective mitochondria to ‘take over’ cells. For many years, cells can preferentially amplify the least-damaged mitochondria. The overall mitochondrial population is in continuous flux, with a turnover time of perhaps several weeks. Mitochondria either divide, if their energy deficit is fairly mild, or they die. The mitochondria that die are broken down, and their constituents recycled by the cell. This means that the most damaged mitochondria are continuously eliminated from the population. In this way, cells can spin out their lives almost indefinitely by constantly correcting the deficit. Our neurones, for example, are usually as old as we are ourselves: they are rarely, if ever, replaced, yet their function doesn’t spiral out of control in an error catastrophe, but rather declines imperceptibly. What isn’t possible though, is any return to the fountain of youth. While the most devastating mitochondrial mutations can be eliminated from cells, there is no way of restoring their pristine function, short of not using the mitochondria at all (which is how egg cells, and to a degree adult stem cells, do
 reset their clocks).

The more a cell relies on defective mitochondria, the more oxidizing the intra-cellular conditions become (oxidizing means a tendency to steal electrons). When I say ‘oxidizing’, however, I don’t mean the cell loses control of its internal environment. It retains control by adapting its behaviour, establishing a new status quo. Most proteins, lipids, carbohydrates, and DNA are not affected by the change—again, in disagreement with the predictions of the original mitochondrial theory, which anticipated evidence of accumulating oxidation.

Most studies searching for such evidence have failed to find any serious difference between young and old tissues. What is
 affected is the spectrum of operative genes, and there is plenty of evidence to support this change. The shift in operative genes hinges on the activity of transcription factors—and the activity of some of the most important of these depends on their redox state (which is to say, whether they’re oxidized or reduced, having lost or gained electrons).

Many transcription factors are oxidized by free radicals, and reduced again by dedicated enzymes; the dynamic balance between the two states determines their activity.

The principle here is similar to lowering a canary down a mine-shaft, to test for poisonous gases. If the canary is dead on raising it from the shaft, then the miner can take an appropriate precaution, such as only venturing down if wearing a gas mask. Redox-sensitive transcription factors behave like the canary, warning the cell of impending danger, and enabling it to take evasive action. Rather than the fabric of the cell as a whole being oxidized, which is as much as to say dead
 , the ‘canary’ transcription factors are oxidized first. Their oxidation sets in motion the changes necessary to prevent any further oxidation. For example, NRF-1 and NRF-2 (the ‘nuclear respiratory factors’) are tran-
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scription factors that coordinate the expression of genes needed for generating new mitochondria. Both factors are sensitive to redox state, which dictates the strength of their binding to DNA. If the conditions in the cell become more oxidizing, then NRF-1 stimulates the genesis of new mitochondria to restore the balance, and for good measure also induces the expression of a battery of other genes, which protect against stress in the interim. NRF-2 appears to do the opposite, becoming more active when the conditions are ‘reducing’, and falling inactive when oxidized.

When the cell drifts to a more oxidizing internal state, then, a small posse of redox-sensitive transcription factors shifts the spectrum of active nuclear genes. The shift is away from the normal ‘house-keeping’ genes and towards those genes that protect the cell against stress, including some mediators that summon the help of immune and inflammatory cells. I argued in Oxygen
 that their activation helps to account for the chronic low-grade inflammation that underpins the diseases of advancing age, such as arthritis and atherosclerosis. While the exact spectrum of active genes varies from tissue to tissue, and with the degree of stress, in general the tissues establish a new ‘steady-state’

equilibrium, in which more resources are directed towards self-maintenance, and so fewer can be dedicated to their original tasks. This situation is liable to be stable for decades. We may notice we have less energy, or take longer to recover from minor ailments, and so on, but we’re hardly in a state of terminal decline.

So, overall, what happens is this. If conditions become oxidizing within a particular mitochondrion, then the mitochondrial genes are actively transcribed to form more respiratory complexes. If this resolves the situation, then all is well and good. However, if this fails
 to resolve the situation, then conditions in the cell as a whole become more oxidizing, and this activates transcription factors like NRF-1. Their activation shifts the spectrum of nuclear genes in operation, which in turn stimulates the genesis of more mitochondria and protects the cell against stress. The new arrangement stabilizes the cell again, albeit in a new status quo that can influence vulnerability to inflammatory conditions.

But there is little oxidation of the fabric of cells and tissues, and because only the least damaged mitochondria tend to proliferate there is little overt sign of mitochondrial mutations and damage. In other words, the use of free radicals to signal danger explains why we don’t see the spiralling, catastrophic damage predicted by the original mitochondrial theory. And this in turn explains why the cell doesn’t accumulate too many antioxidants—it needs just the right amount, so that it’s sensitive to changes in the redox state of transcription factors. That is why I said earlier that biology is more dynamic than ‘mere’ free-radical chemistry: there is little that’s accidental going on here; rather, a continuing adaptation to the metabolic undercurrents of the cell.
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So how do mitochondria kill us in the end? In time, some cells run out of normal mitochondria. When the next call comes to generate more, these cells have little option but to amplify their defective mitochondria clonally, and this is why particular cells are ultimately taken over by defective clones. But why do we only see a few cells with defective mitochondria at any one time, even in tissues of elderly people? Because now another level of signalling imposes itself.

When cells finally work themselves into this state they are eliminated, along with their faulty mitochondria, by apoptosis, and that’s why we don’t detect high levels of mitochondrial mutations across ageing tissues. But there is a high cost for such purification—the gradual loss of tissue function, and with it ageing and death.

Disease and death

The ultimate fate of the cell depends on its ability to cope with its normal energetic demands, which vary with the metabolic requirements of the tissue. As in mitochondrial diseases, if the cell is normally highly active, then any significant mitochondrial deficiency will lead to a swift execution by apoptosis. What exactly constitutes the signal for apoptosis is uncertain, and again depends on the tissue, but two mitochondrial factors are probably involved—the proportion of damaged mitochondria, and the ATP levels in the cell as a whole. Of course, these two are interlinked. Clonal expansion of dysfunctional mitochondria inevitably leads to a more general failure to match ATP production to demand. In most cells, once the ATP levels fall below a particular threshold, the cell inexorably commits itself to apoptosis. Because cells with dysfunctional mitochondria eliminate themselves, it’s rare to observe heavy loads of mitochondrial mutations, even in the tissues of elderly people.

The fate of the tissue, and the function of whole organs, depends on the types of cell from which they’re composed. If the cells are replaceable, by way of the division of stem cells that preserve an unsullied mitochondrial population, the loss of cells by apoptosis doesn’t necessarily perturb the status quo, so long as a dynamic balance is maintained in the cell population. But if the cells forced to die are more or less irreplaceable, like neurones or heart-muscle cells, then the tissue becomes depleted of functional cells, and the survivors are placed under greater strain, pushing them closer to their limits—their own particular metabolic threshold. Any other factors that force cells closer to their limits could precipitate a specific disease. In other words, as cells draw closer to their limits, with advancing age, various random factors are more likely to push them over the abyss to apoptosis. Such factors may include environmental assaults such as smoking and infections, and physiological traumas such as heart attacks, but also any genes associated with disease.
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This link between metabolic threshold and disease is critical. It explains how mitochondria can be responsible for a whole gamut of diseases, even if they appear to be completely irrelevant. This simple insight explains why rats succumb to the diseases of old age within a few years, whereas it takes decades for humans. What’s more, it helps explain why birds don’t age in a particularly

‘pathological’ way, and how we can cure many of our own diseases at a single stroke. It explains in short how we can be more like elves.

I’ve been enumerating the failings of the original mitochondrial theory of ageing. Here’s another: it’s very difficult to link the underlying process of ageing with the occurrence of age-related diseases. To be sure, there was a hypothetical relationship between free-radical production and the onset of disease, but if this is taken at face value then the theory is forced to predict that all the diseases of old age are caused by free radicals. Obviously, this is not true.

Medical research has shown that most diseases of old age are an appallingly complex amalgam of genetic and environmental factors—and most of them have little to do with free radicals and mitochondria, at least not directly.

Proponents of the mitochondrial theory have spent years trying to identify specific links between genes and free-radical production, but to little avail.

Mutations in some genes are
 associated with free-radical production, but this is not the rule. Of more than a hundred different genetic defects known to cause degeneration of the retina, for example, only a few affect free-radical production at all.

The solution was put forward in a beautiful paper by Alan Wright and his colleagues in Edinburgh, and published in Nature Genetics
 in 2004. I personally think this paper is one of the most important to emerge for a long time, for it gives a new, unifying framework for considering the diseases of old age, which ought to replace the current paradigm—both fallacious and counterproductive, in my view.

The paradigm underlying most medical research today is gene-centric. The approach is first to pinpoint the gene, then to find out what it does and how it works, then dream up some pharmacological way of correcting the problem, and finally to apply the pharmacological solution. I think this paradigm is fallacious, as it is based on a view of ageing that now seems incorrect—the idea that ageing is little more than a dustbin of late-acting genetic mutations, which have broadly independent effects and so must be targeted individually. This is the hypothesis, you might recall, of Haldane and Medawar, which I criticized earlier on the grounds that recent genetic research shows that ageing is far more flexible. Extend the lifespan, and all
 diseases of old age are postponed by a commensurate period, if not indefinitely. More than forty different mutations extend lifespan in nematodes, fruit flies, and mice, and all of them postpone the onset of degenerative diseases in general. In other words, the diseases of old
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age are tied to the primary process of ageing, which is somewhat flexible. The best way of targeting the diseases of old age is therefore to tackle the underlying process of ageing itself.

Wright and colleagues considered specific mutations in genes known to increase the risk of particular neurodegenerative diseases. Rather than asking what these genes do, they wondered what happens when the same mutation
 is found in different animals with differing lifespans. Of course, the same mutations are
 often found, and not only by chance. Animal models are essential for medical research, and genetic models of diseases figure at the centre of research today. So all that Wright and colleagues needed to do was to track down data on animal models in which the same genetic mutations cause equivalent neurodegenerative diseases. Nothing else was different. They came up with ten mutations that they could flesh out with data from five species with a wide range of lifespans—mouse, rat, dog, pig, and human. The ten mutations caused different diseases, but the same mutations produced the same disease in each species. The main difference was the timing. In the case of mice, the mutations produced disease within a year or two; for people, it might take a hundred times as long to cause exactly the same disease.

It’s important to appreciate that the ten mutations are all inherited genetic mutations of nuclear
 DNA. None of them have anything to do with mitochondria or free-radical production directly. Wright and colleagues considered mutations in the HD
 gene in Huntington’s disease, the SNCA
 gene in familial Parkinson’s disease, and the APP
 gene in familial Alzheimer’s disease, plus a number of genes causing degenerative diseases of the retina, leading to blindness. In each case, the pharma industry is ploughing billions of dollars into research, as any effective treatment would recoup billions of dollars every year.

More human ingenuity goes into this research than into rocket science these days. In no case has a really serious clinical breakthrough been made—the kind of breakthrough that leads to a genuine cure, or a delay in the onset of symptoms beyond months, or at best a few years. As Wright and colleagues put it, with nice understatement: ‘There are few situations in which neurodegenera-tion rates can be altered as substantially as the differences between species shown here.’ In other words, we can’t begin to slow down the progression of diseases, through medical interventions, by anything like as much as happens naturally in different species.

Wright and colleagues plotted out the time of onset and the progression of disease from mild symptoms through to severe illness in the different animals.

What they found was a very tight correlation between disease progression and the underlying rate of production of free radicals from mitochondria. In other words, in the species that produced free radicals quickly, the disease set in early and was quick to progress, despite no direct link with free-radical production.
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Conversely, in animals that leak free radicals slowly, the onset of diseases was delayed many-fold, and they progressed more slowly. This relationship could hardly be chance, for the correlation was too tight; clearly the onset of disease is tied, in some way, to the physiological factors that regulate longevity. Nor could the relationship be ascribed to differences in the genes themselves, for in each case the defects were exactly equivalent, and the biochemical pathways were conserved. It could not be ascribed to free radicals in general, as most of the genes didn’t change free-radical production directly. And it couldn’t be linked to other aspects of metabolic rate, as the metabolic rate doesn’t correlate with lifespan in many cases, including birds and bats—and, critically in this case, humans.

The most likely reason for the correlation, said Wright, is that in all these degenerative diseases, the cells are lost by apoptosis—and free-radical production influences the threshold for apoptosis. Each of the genetic defects creates cellular stress, culminating in the loss of cells by apoptosis. The probability of apoptosis depends on the overall degree of stress, and the ability of the cell to keep meeting its metabolic demands. If it fails to meet its demands, it commits apoptosis. And the likelihood that it will fail depends on the overall metabolic status of the cell, which is calibrated by mitochondrial free-radical leakage as we have seen. The speed at which cells activate the retrograde response and amplify defective populations of mitochondria, leading to an ATP deficit, depends on the underlying rate of free-radical leakage. Species that leak free radicals rapidly are closer to the threshold, and so more likely to lose cells by apoptosis.

Of course, all this is correlative, and it is hard to prove that a relationship is causal. But one study published in Nature
 in 2004 suggests that there is indeed a causal relationship. The study won several of its senior authors, among them Howard Jacobs and Nils-Göran Larsson, of the Karolinska Institute in Stockholm, the prestigious EU Descartes Prize for research in the life sciences.

The team introduced a mutant form of a gene into mice, termed knockin
 mice, as they have a gene knocked in (which is to say that a functional gene is added to the genome, rather than knocked out, the more common approach). The knockin gene in this case encoded an enzyme known as a proof-reading enzyme. Like an editor, a proof-reading enzyme corrects any errors introduced during DNA replication. In their study, however, the researchers introduced a gene that encoded a faulty version of this enzyme, which, ironically, was prone to errors. Like a bad editor, an error-prone version of the proof-reading enzyme leaves behind more errors than usual. The gene introduced in this study encoded a proof-reading enzyme specialized to work in the mitochondria, so that the errors it left behind were in mitochondrial, rather than nuclear, DNA.

Having succeeded in setting the slapdash editor to work, the investigators were
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duly rewarded with a several-fold rise in the usual levels of mitochondrial errors, or mutations. There were two intriguing findings. The finding that captured the headlines was that the affected mice had foreshortened lives, coupled with an early onset of several age-related conditions, including weight-loss, hair loss, osteoporosis and kyphosis (curvature of the spine), reduced fertility, and heart failure. But perhaps the most intriguing aspect of the study was that the number of mutations did not rise
 with the age of the mice. As the mice got older, the number of mitochondrial mutations in body tissues remained relatively constant, as happens in humans—there was no big increase in mutational load during ageing.

Although the reason was not ascertained, I imagine that any cells that acquired an unworkable load of mutations were simply eliminated by apoptosis, giving an impression that mitochondrial mutations did not accumulate with age. Overall, the study confirms the importance of mitochondrial mutations in ageing, but does not conform to the expectations of the original mitochondrial theory of ageing, which predicts a large accumulation of mitochondrial mutations leading into an ‘error catastrophe’. But the findings do support the more subtle version of the mitochondrial theory, in which free-radical signals and apoptosis continually relive the burden of mutation.

Some critically important conclusions emerge from this thinking. First, it seems that mitochondrial mutations genuinely do contribute to the progression of ageing and disease, even if they can’t always be seen—they are eliminated, along with their host cells, by apoptosis. Second, other genes associated with particular diseases add to the overall levels of cellular stress, making it more likely that the cell will die by apoptosis. From Alan Wright’s work, we have seen that it makes little difference what the gene codes for, or what the particular mutation may be—the timing and mode of cell death is virtually independent of the gene itself, if we consider the differences between species; it depends on how close a cell is to the threshold for apoptosis. This means that it is pointless trying to target individual genes or mutations in clinical research—

and that means that the whole caravan of medical research is bound in the wrong direction. Third, research strategies that aim to block apoptosis are also likely to fail, for apoptosis is merely a useful way of disposing of broken cells without leaving behind a bloody signature. Blocking apoptosis doesn’t solve the underlying problem that the cell can no longer fulfil its task; it would be doomed to die instead by necrosis, leaving blood and gore on the pavement, and this could only make matters worse. Finally, hugely importantly, the degenerative diseases of old age, all of them
 , could be slowed down by orders of magnitude, perhaps even eliminated altogether, just by slowing down the rate of free-radical leakage from mitochondria. If some of the billions of dollars devoted to medical research were directed to the target of free-radical leakage,
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we could potentially cure all the diseases of old age at a stroke. Even a conservative view would put that as the greatest revolution in medicine since antibiotics. So can it be done?
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A Cure for Old Age?


Ageing and age-related diseases can be ascribed to mitochondrial free-radical leakage. Unfortunately, or perhaps fortunately, the way in which the body deals with free-radical leakage from the mitochondria is far more complex than the rather naïve early formulation of the mitochondrial theory would have us believe. Rather than simply causing damage and destruction, free radicals play a vital role in keeping respiration fine-tuned to needs, and in signalling respiratory deficiencies to the nucleus. This is possible because the proportion of free radicals leaking from the mitochondria fluctuates. High levels of free radicals signal respiratory deficiency, which can be corrected by compensatory changes in the activity of mitochondrial genes. If the deficiency is irreversible, and the mitochondrial genes are unable to re-establish control over respiration, then the overload of free radicals oxidizes the membrane lipids, which collapses the membrane potential. Mitochondria that lose their membrane potential are effectively ‘dead’ and are swiftly broken down and destroyed, so free-radical overload hastens the removal of damaged mitochondria from the cell. Other, less damaged, mitochondria replicate to take their place.

Without this subtle self-correcting mechanism, the performance of the mitochondria, and the cell as a whole, would be seriously undermined. Mutations in mitochondrial DNA would escalate, and cellular function spiral out of control in an ‘error catastrophe’. In contrast, the signalling role of free radicals maintains near optimal respiratory function in long-lived cells for many decades.

Damaged mitochondria are removed, and undamaged mitochondria replicate to take their place. In the end, though, at least in long-lived cells, the supply of undamaged mitochondria runs out, and then a new level of signalling must take over.

If too many mitochondria become deficient in respiration simultaneously, then the general load of free radicals in the cell rises, and this signals the general respiratory failure to the nucleus. Such oxidizing conditions shift the kaleidoscope of active nuclear genes to compensate—a shift known as the retrograde response, for the mitochondria control the activity of genes in the nucleus. The cell enters a stress-resistant state and may survive like this for many years. It is limited in its powers of energy generation, but can get by so long as it is not
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placed under too much strain. However, any stressful episodes are likely to undermine such cells, and lead to some degree of organ failure. This in turn probably contributes to the chronic inflammation that underpins many diseases of old age.

In ageing organs, the more damaged cells are removed by means of free-radical signalling, coupled to the decline in respiratory function. When cellular ATP levels fall below a critical threshold, the cell commits apoptosis, removing itself from the firmament. The removal of damaged cells in this way contributes to the shrinkage of organs with age, but at the same time removes malfunction-ing cells, so that the remainder are selected for optimal function. There is no sudden meltdown, no exponential error catastrophe, as there would inevitably be if free radicals merely played a destructive role. Likewise, the quiet elimination of cells by apoptosis, rather than the gory end of necrosis, curbs inflammation across the tissue as a whole, and so prolongs life.

So if a cell can’t meet metabolic demands, it commits apoptosis. The likelihood of cell loss therefore depends in part on the metabolic requirements of the organ. Metabolically active organs, like the brain, heart, and skeletal muscle, are most likely to lose cells by apoptosis. The exact timing of cell death depends on the general stress levels. These are calibrated by the mitochondria, as we saw in Part 5; and one important factor involved in this calibration is the accumulated exposure to free radicals. As a result, long-lived animals suffer from age-related diseases late in life, while short-lived animals capitulate more quickly. The general stress levels of a cell can also be raised by particular inherited or acquired genetic mutations, or physiologically traumatic events, such as falls, heart attacks or diseases, or exposure to cigarette smoke and suchlike. The conclusion we can draw from this is hugely important: if all genetic and environmental contributions to the diseases of old age are calibrated by the mitochondria, we ought to be able to cure, or postpone, all the diseases of old age at once. Conversely, attempting to tackle them piecemeal, as we do today, is doomed to failure. All we need to do is to lower free-radical leakage over a lifetime.

Therein lies the problem. At each stage in the life of cells, the physiology of mitochondrial and cellular function depends
 on free-radical signalling. Simply attempting to quash free-radical generation with massive doses of antioxidants is likely to exacerbate the situation, if it could be made to work at all. In Oxygen
 , I put forward the idea (dubbed the ‘double-agent’ theory) that the body is refractory to high doses of antioxidants—we eliminate superfluous antioxidants from the body because they have the potential to play havoc with sensitive free-radical signals. I have probably down-played the possible utility of antioxidants to a degree, if only as a corrective to the usual hyperbole; it may be that they can benefit us in various ways, but frankly, I’m sceptical that they can
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do much more than correct dietary deficiencies. And I think that the problem with signalling means that if we wish to prolong our healthy lifespan, then we need to tear ourselves away from the lure of antioxidants, and think afresh.

So what else could we do? Relative to mammals, birds slow down the rate of free-radical leakage. By studying the differences between birds and mammals, we might gain insight into how best to cure ageing, and its attendant diseases, in everyone. So could we make ourselves more like the birds? That depends on how they do it.

According to the pioneering work of Gustavo Barja in Madrid, most free-radical leakage comes from complex I of the respiratory chains. In a series of simple but ingenious experiments using respiratory-chain inhibitors, Barja and colleagues pinpointed the site of leakage to one of more than forty subunits in complex I; and their work has been confirmed by others using different techniques. The spatial disposition of the complex means free radicals leak straight into the inner matrix, in the immediate vicinity of mitochondrial DNA. Clearly, any attempt to block leakage needs to be targeted to this complex with extraordinary precision—no wonder antioxidant therapies fail! Apart from the fact that they can potentially play havoc with signalling, it’s virtually impossible to target antioxidants at a high enough concentration in such a small space. There are, after all, tens of thousands of complexes in a single mitochondrion, and typically hundreds of mitochondria in cells. And of course perhaps 50 trillion cells in the human body. Luckily, we’ve learnt from birds that this is not the way; they have quite low antioxidant levels. So how do they reduce free-radical leakage?

The answer is not known with any certainty, and there are a number of possibilities. It may be that birds combine bits of them all. One possibility is that the differences are written into the sequence of a handful of mitochondrial genes.

The best evidence to support this possibility, ironically, derives from studies of human mitochondrial DNA, most inspiringly from Masashi Tanaka’s group in Japan. In 1998 Tanaka’s group reported in The Lancet
 that nearly two-thirds of Japanese centenarians shared the same variation within a mitochondrial gene—a single letter change in the code for a subunit of complex I—compared with about 45 per cent of the population as a whole. In other words, if you have the letter-change, you are 50 per cent more likely to live to a hundred. The benefits don’t stop there. You are also half
 as likely to end up in hospital for any reason at all in the second half of your life: you’re less likely to suffer from any
 age-related disease. Tanaka and colleagues showed that the letter change probably resulted in a tiny reduction in the rate of free-radical leakage—a tiny benefit at any one moment, but one which mounted up imperceptibly over a whole lifetime, to finally make a substantial difference. This is exactly the sort of evidence needed to confirm the theory that all age-related diseases can be
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targeted by a single simple mechanism. On the other hand, there are drawbacks too. The Japanese letter-change is hardly ever found outside Japan, and although its prevalence there may help explain the exceptional longevity of the Japanese, that doesn’t help the rest of us a great deal. Not surprisingly, the news inspired a worldwide gene hunt, and it seems there are other mitochondrial letter changes that have a similar effect. The same problem applies to all of them, however, which is that we can only alter gene sequence by genetically modifying ourselves. Given the great rewards, this might be worth doing, but it is dangerously close to the ethically indefensible waters of choosing human traits in embryo. So at present, unless society has a major about-turn in its attitudes to genetic modification (GM) of humans, the best that can be said is that all of this is scientifically extremely interesting.

But GM is not the only possibility. Another way that birds might lower their rate of free-radical leakage is by uncoupling their respiratory chains. The term uncoupling refers to the dissociation of electron flow from ATP production, so that respiration dissipates energy as heat. In the same way, uncoupling a chain on a bike dissociates peddling from forward movement, which dissipates energy in a sweaty brow. The immense benefit of uncoupling the respiratory chain is that electrons can keep flowing, just as a cyclist’s legs keep peddling, and this in turn reduces free-radical leakage. (I suppose that an uncoupled bike has the advantage of allowing us to burn off excess energy as heat in the same way; we now call it an exercise bike.) Because fast free-radical leakage is associated with both ageing and disease, and uncoupling reduces free-radical leakage, then uncoupling surely has the potential to extend lifespan. Like a bike chain, it is possible to partially uncouple respiration (it’s called changing gear on a bike) so that some ATP synthesis can continue, but a proportion of energy is frittered as heat (just as we could still peddle while whizzing down hill, but can’t engage the chain). The long and short of it is this: by enabling a constant flow of electrons down the respiratory chain, uncoupling restricts the leakage of free radicals.

We noted in Part 4 (page 183) that uncoupled mice have faster metabolic rates and do indeed live longer than their well-coupled brethren. Likewise, in Part 6, we noted that differences in the vulnerability to disease of Africans and Inuit might be related to differences in uncoupling. In a similar vein, it is quite feasible that birds are more uncoupled than the equivalent mammals, and that this might explain why they live longer. Uncoupling generates heat, as we just noted, so if birds really are more uncoupled, they should also generate more heat than equivalent mammals. In support of this idea, birds do indeed maintain a higher body temperature, of about 39C rather than 37C, which might be the result of greater heat production from uncoupling. In fact, however, direct measurements imply that this isn’t the case: the respiratory chains of birds and mammals seem to be similarly coupled, so presumably the temperature
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difference can be ascribed to differences in heat loss and insulation. Feathers are better than fur.

That’s not to say that uncoupling couldn’t help us though. Not only could it, in principle, lower free-radical leakage, and so prolong our lives, but it would also enable us to burn more calories and lose weight. We could cure obesity and all the diseases of old age in one go! Sadly, the experience so far with anti-obesity drugs is rather sorry. Dinitrophenol, for example, is a respiratory-chain uncoupler that has been tested as an anti-obesity drug. It proved toxic, at least at the high doses used. Another uncoupler is the popular recreational drug, ecstasy, which illustrates the potential dangers well: uncoupling generates heat, inducing some revellers to dance with a water supply strapped to their backs; even so, a few have died of heatstroke. Certainly more finesse is needed.

Curiously, aspirin is also a mild respiratory uncoupler; I do wonder how many of its more mysterious benefits may relate to this property.

Barja’s own work suggests that birds decrease free-radical leakage from complex I by lowering its reduction state. Remember that a molecule is ‘reduced’

when it has received electrons, and oxidized when it has lost them. Accordingly, a low reduction state means that birds tend to have relatively few electrons passing through complex I at any moment. We have noted (page 77) that there are tens of thousands of respiratory chains in each mitochondrion, and each one has its own leaky complex I. If they are in a low reduction state, then only a small proportion of them are in possession of a respiratory electron; the rest are as bare as Mother Hubbard’s cupboard. If there are relatively few electrons milling around, they are less likely to escape to form free radicals. Barja argues that a similar mechanism also underpins calorie restriction, the only method so far proved to extend lifespan in mammals; there, too, the most consistent change is a fall in the reduction state, despite little change in oxygen consumption. Furthermore, this line of thinking explains the exercise paradox that I mentioned earlier—the fact that athletes consume more oxygen than the rest of us but don’t age more quickly. Exercise speeds up the rate of electron flow, which in turn lowers the reduction state of complex I—the electrons are quicker to leave it again, and this makes the complex less reactive. That explains why regular activity doesn’t necessarily increase the speed of free-radical leakage and might actually lower it in trained athletes.

In all these cases, the common denominator is a low reduction state. We could think of this as a half-empty cupboard, or, perhaps more helpfully, as spare capacity. But importantly, the spare capacity in birds differs from that in exercise and uncoupling (dissipating energy). In both of the latter cases, free-radical leakage is restricted because electrons are flowing down the chain, and their departure from one complex frees that complex to receive another electron: it therefore frees up some capacity. As a result, electrons are less likely to
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leak out as free radicals. In birds, however, spare capacity is maintained at rest, compared with mammals that have an equivalent metabolic rate and degree of uncoupling. In other words, when all else is equal, birds have more spare capacity than mammals, and for this reason they leak fewer free radicals. And because they leak fewer free radicals, they live longer lives.

If Barja is correct (and some researchers disagree with his interpretation) then the key to longer life is spare capacity. So how, indeed why, do birds retain spare capacity? To understand the answer, think of the workforce in a factory that needs to cope with fluctuating workloads. Imagine that the management have two possible strategies (no doubt they have many more, but let’s focus on two): either they can retain a small workforce, and oblige them to work harder whenever extra work arrives; or they can employ a large workforce, which can cope easily with the heaviest demands, but idle away much of the year. Now consider the morale of the workforce. Let’s say the small workforce becomes downright rebellious whenever they’re forced to work long hours, and when in rebellious spirits, they wilfully damage equipment. On the other hand, they have short memories, and their resentment soon fades after a few beers; then they work well. Management calculates that it’s worth losing a little equipment to save on labour costs. So what about the morale of the large workforce? Now, even when the extra work arrives, the large team has no difficulty accomplish-ing the task, and their morale remains high. But, of course, for much of the year they have too little to do, so they get bored. Their resentment is not strong (better to have a job and put up with a little boredom) but nonetheless there is a risk that the workforce may look for a less boring job, and drift away just when they’re needed.

So what does all this have to do with birds and respiratory chains? Birds have adopted the strategy of the large workforce. Management preferred the high labour costs and the risk of workforce attrition, but they valued their equipment and didn’t want to see it wilfully damaged. Moreover, they were ambitious, and imagined that they would win a lot of work, and so would need a large workforce. Translated into biological terms, all this means the following.

Birds rely on a large number of mitochondria, and within the individual mitochondria, they have a large number of respiratory chains. They have a high workforce, and for much of the time they have a lot of spare capacity. In molecular terms, the reduction state of complex I is low: the electrons entering into the respiratory chains have plenty of space for themselves. In contrast, mammals adopt the alternative policy: they like to employ a small workforce. This means they retain as small a number of mitochondria, and respiratory chains within the mitochondria, as they can get away with. Even when the workload is low, they still pack in the electrons quite densely. The workforce becomes rebellious, and smashes up the equipment, as if they were free radicals destroying
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the fabric of the cell. With this degree of damage, it is only a matter of time before the factory has to close altogether.

Incidentally, it is worth noting that the rebelliousness of the workforce—the degree of damage to the equipment—would depend on the proportion of the time that the workforce is stressed and overworked to the point of rebelliousness.

This depends on their workload, which in biological terms equates to metabolic rate. Animals with a fast resting metabolic rate, like rats, have a higher workload, and less spare capacity than mammals with a slow metabolic rate, like elephants.

They therefore leak free radicals quickly—their workforce is rebellious much of the time—and suffer the penalty of a rapid accumulation of damage, a fast rate of ageing, and death. The same relationship applies to birds, except that, in this case, all birds have more space capacity than the equivalent mammals; small birds live longer than the equivalent mammals, but shorter than larger birds.

The idea of a rebellious workforce also helps to explain the benefits of calorie restriction, and many ‘longevity’ genes in nematode worms and fruit flies. In these cases, the alterations don’t affect the size of the workforce, but they may reduce the workload (lower the metabolic rate, and so increase spare capacity) or they might perhaps mollify the workers, so they become less rebellious, despite continuing to handle the same volume of work (no change in spare capacity). In this sense, the effect is like religion, which Marx referred to as the opium of the masses. To continue our analogy, the management policy to curb violence in the workforce might be to offer free opium. Either way, there are costs involved—the cost of a lower capacity for work, or of an opiated workforce. In biological terms, the costs of longevity genes are usually reflected in curtailed sexuality: a shift in resource use allows the metabolic rate to remain similar, but the cost of longevity is reduced fecundity.

Birds retain spare capacity in their mitochondria without any of these drawbacks—they have a high capacity for work without a penalty in fecundity. So how come birds retain so much spare capacity? I think the answer is that powered flight requires an aerobic capacity that outstrips anything that can be achieved by even the most athletic mammals. Just to get aloft, they require more mitochondria, and more respiratory chains. If they lose these mitochondria, they simultaneously lose the ability to fly, or to fly as skilfully. From the management strategy point of view, the factory work can only
 be accomplished by a large workforce, so there is really no choice: management can’t risk redundancies when the demand is low. So when birds are resting, their metabolic rate idles along and they have a large over-capacity. Technically, complex I is reduced to a lesser degree. Exactly the same reasoning applies to bats, too, which must also maintain a high aerobic capacity for powered flight.

Lest this sound theoretical, the hearts and flight muscles of birds and bats do
 have more mitochondria, and in them a greater density of respiratory chains,
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than mammals; but do their other organs too? After all, it is the organs, not flight muscles, which contribute most to the resting metabolic rate, as we noted in Part 4. Surprisingly little is known about the number of mitochondria in the organs of birds and bats, but it’s feasible that they do have more mitochondria than do land-bound mammals, as the entire physiology of birds and bats is geared to maximal aerobic performance. To give just a single example, the number of glucose transporters in the intestine of a humming bird is far higher than in mammals, for they need to absorb glucose very quickly, to power their costly hovering flight. The extra transporters are powered by extra mitochondria. So the aerobic capacity of organs seemingly unrelated to flight is probably high too—far higher than needed to meet the low demands of resting metabolism.

Birds and bats are usually said to live long lives because flying away helps them avoid predators. No doubt there is truth in this, although many small birds have a high mortality rate in the wild, yet still live relatively long lives. The answer I’ve just suggested is tied in directly with the high-energy requirements of flight. High-energy expenditure demands a high density of mitochondria, not just in the flight muscles and heart but also in other organs too, to compensate. Such compensation is similar to that postulated for the origin of endothermy in the aerobic capacity hypothesis (see Part 4), but is stronger because the maximal aerobic demands of powered flight are greater than those of running, even at full stretch. Because the density of mitochondria is greater, the spare capacity at rest is greater, and this lowers the reduction state of complex I.

Free-radical leakage is lowered by necessity, and this corresponds to a longer life.

So what happens in mammals other than bats: why don’t they maintain lots of spare capacity, in the form of high numbers of mitochondria? One reason might be that most mammals have little to gain by having more mitochondria and aerobic power—if threatened by predators their best policy is to scarper for the nearest hole. It is in the nature of things to use it or lose it. Rats are most likely to jettison unnecessary mitochondria as a costly burden, but this leads them straight back to the problem that they have fewer complexes and a higher reduction state of complex 1. They leak more free radicals, live fast and die young. Or do they?

If rats can’t gain much by hoarding more mitochondria in terms of their aerobic capacity, they ought to have another advantage: any rats that did
 hoard more mitochondria would have greater spare capacity, and so should live longer. Leaking fewer free radicals, they would not need to hoard more antioxidants or stress enzymes, and so should not be penalized under the terms of the disposable soma theory (see page 278). In fact, with such fine fettle—all those mitochondria, all that aerobic capacity—they should be physically impressive, sexually alluring to other rats, biologically ‘fit’, and so at an advantage in the
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struggle to mate. The coupling of long lifespan with strong biological fitness means that their longevity genes should spread. But none of this has happened.

Rats are still rats, and they still die quickly. Is there something else to it? I think there is, and it’s critically important to us, for if we wish to engineer ourselves a few genes that combine sexual allure with long life, we should know about the drawbacks.

The problem is this: having a low rate of free-radical leakage means that a more sensitive detection system is required to maintain respiratory efficiency.

This after all, is why we have retained any genes in the mitochondria at all (see page 141). The costs of evolving greater refinement could explain why rats don’t restrict free-radical leakage. They have the cost of elaborating a sensitive detection system, as well as that of maintaining a lot of spare capacity. The combination of the two must have been too much for rats. In the case of birds, however, the high evolutionary costs of a more sensitive detection system are counterbalanced by the strong selective advantages of improved flight. Because flight is costly, yet pays high dividends, birds do
 benefit from packing more mitochondria in all their tissues, and so have greater superfluous capacity when at rest—

they benefit from retaining a large workforce, and even investing some of the profits on the latest equipment. Their spare capacity translates into a lower free-radical leakage at rest, and a longer lifespan, but requires
 a more sensitive detection system. In this case, however, the advantages of flight do outweigh the costs in terms of survival and reproduction.

If we wish to live longer, then, and to rid ourselves of the diseases of old age, we will need more mitochondria, but also perhaps a more refined free-radical detection system. That may be problematic, and will no doubt tax the ingenuity of medical researchers. But our lifespan is already several times longer than that of equivalent mammals. If my reasoning is correct, we should already have more mitochondria than mammals with an equivalent resting metabolic rate: we should have more spare capacity, coupled with a sensitive free-radical detection system. In our own case, the sophistication was perhaps worth it for a different reason to the birds—not aerobic capacity, but for its own sake, for the benefits that longevity confers on social cohesion in kin groups. The elders of the tribe passed on knowledge and experience that gave their tribe a competitive edge; and they would even have been alluring into the bargain. Have we really done this? I don’t know, but it’s an interesting hypothesis, and easily testable. All we need to do is to measure mitochondrial density in the organs of mammals with a comparable metabolic rate, and, with a little more difficulty, to test the sensitivity of the free-radical signalling system.

There’s a tantalizing hint that we might be able to engineer longer lives in this way. Earlier on, in Chapter 17, I mentioned that a single letter change in the mitochondrial control region was five times more common in centenarians
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than in a cross-section of the population. The mutation seems to stimulate slightly more mitochondrial genesis in response to a signal. So if a signal arrives to say ‘ Mitochondria: divide!
 ’, then people with the mutation may produce 110

new mitochondria, while those without would produce just 100. The effect might be for us to become a little more like the birds: we would have greater overcapacity when at rest. In principle, a similar effect could be achieved pharmacologically without modifying any genes at all, simply by amplifying each signal a little—so whenever a signal came for the mitochondria to divide, we could try to amplify it by, say, 10 per cent. In both cases, the extra mitochondria would share a lesser burden of work. The reduction state of the complexes would fall, and they would leak fewer free radicals. So long as we could still detect them well enough—a very delicate balancing act, but presumably the centenarians did—then we would have a good chance of living longer and better lives, less troubled by disease in our dying days.




Epilogue



More than a decade ago I spent a lot of time in the lab, trying to preserve kidneys for transplantation. The challenge was not related to rejection, the sexier end of research, but to a more pressing problem. As soon as a kidney, or any other organ, is removed from the body, the clock starts ticking—frantically. In the case of kidneys, decay renders the organ unusable within a couple of days.

In the case of hearts, lungs, livers, and so on, time is even more pressing: they can’t be stored for much more than a day before they are wasted. The terrible prospect of rejection sharpens the problem. It is vital, literally, to match the immune profile of the donor organ to that of the recipient, to prevent acute rejection taking place on the operating table before your eyes. That often means transporting organs over a few hundred miles to a suitable recipient.

Given the constant shortage of organs, any wastage is a crime. A stride forward in preservation, giving longer to locate the most suitable recipient, to arrange transport, and to mobilize the local transplant team, would waste fewer organs.

Conversely, if we could work out exactly when an organ became unusable then we could salvage organs otherwise condemned as irretrievably damaged, for example, those taken from non-heart-beating donors.

It is practically impossible to tell, just by looking at a stored organ, whether or not it will function after transplantation, even if we take a biopsy and scrutinize it down the microscope. When an organ is removed from the body, the blood is flushed out using a carefully formulated solution, and the organ stored on ice.

All looks well, but appearances can be deceptive. An apparently normal organ may become irreversibly damaged after transplantation. Paradoxically, this injury is thought to be caused by the return of oxygen. The storage period primes the organ for a disastrous loss of function upon transplantation, caused by oxygen free radicals escaping the mitochondrial respiratory chains.

One day I was in an operating theatre, fixing probes to a kidney during a transplant operation, in the hope of working out what was going on inside without physically taking a sample. The machine we were using was ingenious—a near infra-red spectrometer. It shines a beam of infra-red rays, which can penetrate several centimetres across biological tissues, and measures how much comes out the other side. From this, a complicated algorithm calculates how much radiation is absorbed or reflected on route, and how much passes through. The precise wavelength of infra-red radiation chosen is critical, as different molecules absorb different wavelengths. Choose your wavelength with care, and you can focus on haem compounds—those proteins that incorporate
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a chemical entity known as a haem group, such as haemoglobin or cytochrome oxidase, the terminal enzyme of the respiratory chains, deep in mitochondria.

Not only is it possible to work out the concentration of haemoglobin—both oxygenated and de-oxygenated forms—but you can calculate the redox state of cytochrome oxidase, which is to say you can work out what proportion of cytochrome molecules are in the oxidized versus the reduced state: what proportion is at that moment in possession of respiratory electrons. We paired this technique with a related form of spectroscopy that enabled us to work out the redox state of NADH, the compound that supplies the electrons entering into the respiratory chain. By combining the two techniques, we hoped to gain a dynamic idea of respiratory chain function in real time, without actually cutting into the kidney—obviously an immeasurable advantage during a major operation.

All this probably sounds very sophisticated, but in fact it’s a nightmare of interpretation. Haemoglobin is present in massive amounts, whereas cytochrome oxidase is barely detectable. Worse still, the wavelengths of infra-red rays that the different haem compounds absorb overlap and merge with each other. It can be very hard to tell which is which. Even the machine gets confused. It measures a change in the redox state of cytochrome oxidase when what actually seems to be happening is a change in haemoglobin levels. We began to despair of ever gleaning any useful information from our contraption.

Nor did the NADH levels help much. Most of the time there was a fine peak—a high concentration detected by the machine—before transplant, which vanished without trace after the organ had been transplanted, and that was that. It all sounded good on paper but the reality, as so often in research, was uninterpretable.

And then I had my own personal eureka moment, the moment I had my first inkling that mitochondria rule the world. It came about by chance, for one of the anaesthetics being used was sodium pentobarbitone. The concentration of this anaesthetic in the blood fluctuated, and on a few occasions when it did, we found we were picking it up on our machines. The levels of both oxyhaemoglobin and deoxy-haemoglobin remained unchanged, but we recorded a shift in the dynamics of the respiratory chain. Part of the NADH peak returned (it became more reduced) while the cytochrome oxidase became more oxidized. We seemed to be measuring a ‘real’ phenomenon, rather than the usual frustrating noise, because the levels of haemoglobin weren’t changing. What was going on?

It turned out that sodium pentobarbitone is an inhibitor of complex I of the respiratory chain. When its blood levels rose, it partially blocked the passage of electrons down the respiratory chains, and this led to a back-up of electrons in the chains. The early parts, including NADH, became more reduced, while the
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later parts, including cytochrome oxidase, passed on their electrons to oxygen and became more oxidized. But why did this beautiful response not occur every time? This, we soon realized, depended on the quality of the organ. If the organ was fresh and functioning well, we picked up the fluctuations easily; but if it was seriously damaged it was virtually impossible to take a measurement. We saw the usual disappearance of all the peaks, never to return again. The explanation could only be that these mitochondria were as leaky as a colander—of the few electrons that entered the chain, barely any left it again at the end. Virtually all must have been dissipated as free radicals.

Without slicing out samples and subjecting them to detailed biochemical tests, we couldn’t be absolutely sure about what was really happening in these mitochondria, but we could say one thing for certain—the damaged organs were losing control of their mitochondria within minutes of transplantation, and there was absolutely nothing we could do about it. We tried all kinds of antioxidants, in an attempt to improve mitochondrial function, but to no avail.

Mitochondrial function in those first few minutes foretold the outcome, perhaps weeks later—if the mitochondria failed in the first few minutes, the kidney inexorably failed; if they still had some life in them, the kidney had a good chance of surviving and functioning well. The mitochondria, I realized, were masters of life and death in kidneys, and extremely resistant to being tampered with.

Since then, in considering diverse fields of research, I’ve come to realize that the dynamics of the respiratory chain, which I struggled to measure all those years ago, is a critical evolutionary force that has shaped not just the survival of kidneys, but the whole trajectory of life. At its heart is a simple relationship, which may have begun with the origin of life itself—the reliance of virtually all cells on a peculiar kind of energetic charge, which Peter Mitchell named the chemiosmotic, or proton-motive, force. In each chapter of this book we’ve examined the consequences of the chemiosmotic force, but each chapter has concentrated on the larger implications of specific aspects. In the final few pages, I’ll try to tie all this together, to show how a handful of simple rules guided evolution in profound ways, from the origin of life, through the birth of complex cells and multicellular individuals, to sex, gender, ageing, and death.

The chemiosmotic force is a fundamental property of life, perhaps more ancient than DNA, RNA, and proteins. In the beginning, naturally chemiosmotic cells might have formed from microscopic bubbles of iron-sulphur minerals, that coalesced in the mixing zone of fluids seeping up from deep in the crust, and the oceans above. Such mineral cells share some properties with living cells, and their formation needs no more than the oxidizing power of the sun—there is no call for complicated evolutionary innovations before the origin of hereditary replication through DNA. Chemiosmotic cells conduct
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electrons across their surface, and the current draws protons over the membrane to generate an electric charge across the membrane—a force field around the cell. This membrane charge links the spatial dimensions of the cell to the very fabric of life. All life, from the simplest bacteria to humans, still generates its energy by pumping protons across membranes, then harnessing the gradient to tasks such as motility, ATP production, heat production and the absorption of essential molecules. The few exceptions merely go to prove this general rule.

In cells today, electrons are conducted by the specialized proteins of the respiratory chains, which use the current to pump protons across the membrane. The electrons are derived from food, and pass down the respiratory chains to react with oxygen, or other molecules serving exactly the same purpose. All organisms need to control the flow of electrons down the respiratory chains. Too fast a flow fritters away energy wastefully, while too slow a flow can’t match demand. The respiratory chains behave like slightly cracked drainpipes—a clear flow presents no problems, but any blockage, either at the out-flow or somewhere in the middle, is likely to spring a leak through the cracks. If blocked, the chains leak electrons, and these react to form free radicals. There are just a handful of possible reasons for electron flow to block, and only a few ways to restore the flow, yet the balance between power-generation, on one hand, and free-radical formation on the other—the same problem I faced in my kidneys—has written some of the most important, if unsung, rules in biology.

First among the reasons for a blockage of electron flow is some kind of defect in the physical integrity of the respiratory chains. The chains are assembled from a large number of protein subunits, which form into large functional complexes. In eukaryotic cells, genes in the nucleus encode most of the subunits, and genes in the mitochondria encode a small number. The continued existence of mitochondrial genes in all cells containing mitochondria is a paradox, for there are many good reasons to transfer them all to the nucleus, and no obvious physical reasons why this could not have been achieved, at least in some species. The most likely reason for their persistence is a selective advantage to retaining them in the mitochondria, and this advantage seems to be related to energy generation. So, for example, an insufficient number of complexes in the second part of the respiratory chains would block electron flow, leading to a backlog of electrons in the earlier part, and free-radical leakage. In principle, the mitochondria could detect the free-radical leakage, and correct the problem by signalling to the genes to make good the deficit—to produce more complexes for the second part of the chains.

The outcome depends on the location of the genes. If the genes are in the nucleus, the cell has no means of distinguishing between different mitochondria, some of which need new complexes, and many of which don’t: none are
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satisfied by the bureaucratic one-size-fits-all response of the nucleus. The cell loses control over energy generation, a grave penalty. Only if a small contingent of genes is retained in each mitochondrion, to code for the core protein subunits of the respiratory chains, can energy generation be controlled in a large number of mitochondria simultaneously. The additional subunits, encoded in the nucleus, fit themselves around the core mitochondrial subunits, using them as a beacon and a scaffold for construction.

The consequences of this system are profound. Bacteria pump protons across their external cell membrane, and so their size is limited by geometrical constraints: energy production slopes off with a falling surface-area-to-volume ratio. In contrast, eukaryotes internalize energy generation in mitochondria, and this frees them from the constraints facing bacteria. The difference explains why bacteria remained morphologically simple cells, while the eukaryotes were able to grow to tens of thousands of times the size, accumulated thousands of times more DNA, and developed true multicellular complexity, surely the greatest watersheds in all of life. But why did bacteria never succeed in internalizing their own energy generation? Because only endosymbiosis—a mutual, stable collaboration between partners living one inside another—is able to leave the right contingent of genes in place; and endosymbiosis is not common in bacteria. The precise concatenation of circumstances that forged the eukaryotic cell seems to have happened just once in the entire history of life on earth.

Mitochondria inverted the world of bacteria. Once cells had the ability to control energy generation across a large area of internal membranes, they could grow as large as they liked, within limits set by the distribution networks.

Not only could they grow larger, but they also had good reason to do so—

energetic efficiency improves with larger size in cells and multicellular organisms, just as it does in human societies, following the economies of scale. There is immediate payback for larger size—lower net production costs. The tendency of eukaryotic cells to become larger and more complex can be explained by this simple fact. The link between size and complexity is an unexpected one.

Large cells almost always have a large nucleus, which ensures balanced growth through the cell cycle. But large nuclei are packed with more DNA, which provides the raw material for more genes, and so greater complexity. Unlike bacteria, which were obliged to remain small, and to jettison superfluous genes at the first opportunity, the eukaryotes became battleships—large, complicated cells with lots of DNA and genes, and as much energy as needed (and no longer any need for a cell wall). These traits made a new way of life possible, predation, in which the prey is engulfed and digested internally, a step that the bacteria never took. Without mitochondria, nature would never have been red in tooth and claw.

If the complex eukaryotic cell could only be formed by endosymbiosis, the
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consequences of two cells living together in mutual dependency were equally significant. Metabolic harmony may have been the rule, but there were important exceptions, and these too are attributable to the dynamics of the respiratory chain. The second reason for a block in electron flow is a lack of demand. If there is no consumption of ATP, then electron flow ceases. ATP is needed for replication of cells and DNA, and for protein and lipid synthesis—indeed, most housekeeping tasks. But demand is greatest when cells divide. Then the entire fabric of the cell must be duplicated. The dream of every living cell is to become two cells, and this applies as much to the erstwhile free-living mitochondria as to the host cells in the eukaryotic merger. If the host cell becomes genetically damaged, so that it can’t divide, then the mitochondria are trapped inside their crippled host, for they are no longer able to survive independently. And if the host cell can’t divide, it has little use for ATP. Electron flow slows down, and the chains become blocked and leak free radicals. This time the problem can’t be resolved by building new respiratory complexes, so the mitochondria electro-cute their hosts from inside with a burst of free radicals.

This simple scenario lies at the roots of two major developments in life—sex, and the origin of multicellular individuals, in which all cells in the body share a common purpose and dance to the same tune.

Sex is an enigma. Various explanations have been put forward, but none explains the primal urge of eukaryotic cells to fuse together, as do the sperm and the egg, despite the costs and dangers of doing so. Bacteria don’t fuse together in this way, even though they do routinely recombine genes by lateral gene transfer, which apparently serves a similar purpose to sex. Bacteria and simple eukaryotes are often stimulated to recombine genes by various forms of physical stress, all of which involve free-radical formation. A burst of free radicals can be sufficient to induce a rudimentary form of sex, and in organisms like the green algae, Volvox
 , the free-radical signal for sex can come from the respiratory chains. In the early eukaryotic cells, mitochondria might have manipulated their hosts to fuse together and recombine their genes whenever the hosts were genetically damaged, and unable to divide by themselves. The host cell benefits, because the recombination of genes can fix or mask genetic damage, while the mitochondria themselves gain access to pastures new without killing their existing host, essential for their safe passage.

Sex may have benefited both the mitochondria and their hosts in single-celled organisms, but it no longer did in multicellular individuals. The gratuitous fusion of cells is a liability when the cells belong to an organized body, in which all constituent cells must share a common purpose. Now the same free-radical signal for sex betrays genetic damage to the host cell, which pays the penalty of death. This mechanism seems to be at the root of apoptosis, or programmed cell suicide, which is necessary for policing the integrity of
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multicellular individuals. Without the death penalty for cellular insurrection, multicellular colonies could never have developed the unity of purpose characteristic of the true individual—they would have been torn asunder by the selfish wars of cancer. Today, apoptosis is controlled by the mitochondria, using the same signals and machinery that they had once used to plead for sex. Much of this machinery was originally brought to the eukaryotic merger by the mitochondria. While the regulation of apoptosis is now, of course, far more complicated, at its heart the critical signal is still a burst of free radicals from a blocked respiratory chain, leading to depolarization of the mitochondrial inner membrane, and the release of cytochrome c and other ‘death’ proteins into the cell. Even today, it takes no more: injecting damaged mitochondria into a healthy cell is enough for that cell to kill itself.

There are ways of modulating electron flow down the respiratory chains, so these dire penalties don’t happen whenever electron flow temporarily comes to a halt. The most important is to uncouple
 the chains (so the passage of electrons is not tied to the formation of ATP). Uncoupling is usually achieved by making the membrane more permeable to protons, so their passage back across the membrane is not strictly through an ATPase (the enzyme ‘motor’

that is responsible for generating ATP). The effect is akin to the overflow channels in a hydroelectric dam, which prevent flooding at times of low demand.

The continuous circulation of protons allows a continuous passage of electrons down the respiratory chains, without regard for ‘need’, and this prevents the accumulation of electrons in the respiratory chains and so restricts free-radical leakage. But the dissipation of the proton gradient necessarily generates heat, and this too has been put to good use over evolution. In most mitochondria, about a quarter of the proton-motive force is dissipated as heat. When enough mitochondria are assembled, as in the tissues of mammals and birds, the heat generated is sufficient to maintain a high internal temperature, regardless of the external temperature. The origin of endothermy, or true warm-bloodedness, in birds and mammals can be ascribed to such dissipation of the proton gradient, which later made possible the colonization of the temperate and frigid regions, as well as an active nightlife. It released our ancestors from the tyranny of circumstance.

The balance between heat generation and ATP production still affects our health in surprising ways. Uncoupling of the respiratory chain is restricted in the tropics, because too much internal heat production would be detrimental in a hot climate: we could very easily overheat and die. However, this means that the ‘overflow channels’ are partially sealed off, so more free radicals are generated at rest, especially on a high-fat diet. This makes Africans eating a fatty western diet more vulnerable to conditions such as heart disease and diabetes, which are linked with free-radical damage. Conversely, the Inuit, who
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have a low incidence of such diseases, dissipate the proton gradient to generate extra internal heat in the frozen north. Accordingly, they have a relatively low free-radical leakage at rest and are less vulnerable to degenerative diseases. On the other hand, dissipating energy as heat is counterproductive in sperm, which depend on the energetic efficiency of a small number of mitochondria to power their swimming. This gives the Arctic peoples a potentially higher risk of male infertility.

In all of these circumstances, free radicals are the signal for change. The respiratory chains act like a thermostat: if free-radical leakage rises, one of several mechanisms cuts in to lower their level again, then switches itself off, just as the fluctuations in temperature switch the boiler on and off in a thermostat. In the case of the respiratory chains, free radicals are almost certainly detected in concert with other indicators of the overall ‘health status’ of the cell, such as ATP levels. So a rise in free-radical leakage set against falling ATP

levels within one mitochondrion is the signal to build new subunits for the respiratory chains; if ATP levels are high, free radicals are the signal for greater uncoupling, or perhaps for sex in unicellular eukaryotes; and a sustained, uncorrectable rise in free-radical leakage set against falling cellular ATP levels is the signal for cell death in multicellular individuals. In each case, fluctuations in free-radical leakage are as indispensable to the feed-back loop as are the temperature fluctuations to a thermostat: free radicals are vital to life, and attempting to get rid of them, for example using antioxidants, is folly. This simple fact has forced two other major innovations on life: the origin of two sexes, and the decline and fall of organisms into ageing and death.

Free radicals are reactive and cause damage and mutations, especially to the adjacent mitochondrial DNA. In lower eukaryotes, like yeast, mitochondrial DNA acquires mutations approximately 100 000 times faster than nuclear genes. Yeasts can sustain such a high rate because they don’t depend on mitochondria to generate energy. The mutation rate is far lower in the higher eukaryotes, such as humans, because we do depend on our mitochondria.

Mutations in mitochondrial DNA cause serious diseases, and tend to be eliminated by natural selection. Even so, the long-term evolution rate of mitochondrial genes, over thousands or millions of years, is between 10 and 20 times faster than nuclear genes. What’s more, the nuclear genes are reshuffled every generation to give a new hand of genes. These disparate patterns set up a serious strain. The subunits of the respiratory chain are encoded by both nuclear and mitochondrial genes, and to function properly must interact with nanoscopic precision: any changes in gene sequence might change the structure or function of the subunits, and could potentially block electron flow. The only way to guarantee efficient energy generation is to match a single set of mitochondrial genes with a single set of nuclear genes in a cell, and test-drive
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the combination. If it crashes, the combination is eliminated; if it drives well, the cell is selected as a feasible progenitor for the next generation. But how does a cell select a single set of mitochondrial genes to test against one set of nuclear genes? Simple: it inherits its mitochondria from just one of the two parents. As a result, one parent specializes to pass on the mitochondria, in the large egg cell, whereas the other parent specializes to pass on no mitochondria—which is why sperm are so small, and why their handful of mitochondria are usually destroyed. Thus, the origin and deepest biological distinction between the two sexes, indeed the main reason for having two sexes at all, rather than none or an infinite number, relates to the passage of mitochondria from one generation to the next.

A similar problem occurs during adult life. This is the basis of ageing and the related degenerative diseases that all too often eclipse our twilight years.

Mitochondria accumulate mutations through use, especially in active tissues, and these gradually undermine the metabolic capacity of the tissue. Ultimately, cells can only boost their failing energy supply by producing more mitochondria. As the supply of mint mitochondria dries up, cells are obliged to clone genetically damaged mitochondria. Cells that amplify seriously damaged mitochondria face an energy crisis and take the honourable exit—they commit apoptosis. Because damaged cells are eliminated, mitochondrial mutations don’t build up in ageing tissues, but the tissue itself gradually loses mass and function, and the remaining healthy cells are under a greater pressure to meet their demands. Any additional stresses, such as nuclear gene mutations, smoking, infections, and so on, are more likely to push cells over the threshold into apoptosis.

Mitochondria calibrate the overall risk of apoptosis, which rises with age. A genetic defect that causes little stress to a young cell causes far more stress to an old cell, simply because the old cell is by now closer to its apoptotic threshold.

Age, however, is not measured in years, but in free-radical leakage. Species that leak free radicals quickly, such as rats, live for a few years and succumb to age-related diseases within this brief timeframe. Species that leak free radicals slowly, like birds, may live ten times as long and succumb to degenerative diseases over this long timeframe, although they often die of other causes (such as crash landings) before these diseases set in. Critically, birds (and bats) live longer without sacrificing their ‘pace of life’—their metabolic rate is similar to mammals that live but a tenth as long. The same mutations in nuclear genes cause the same age-related diseases in different species, but the rate at which they progress varies by orders of magnitude—and tallies with the underlying rate of free-radical leakage. It follows that the best way to cure, or at least postpone, the diseases of old age is to restrict free-radical leakage from the respiratory chains. This approach has the potential to cure all
 diseases of old
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age at once, rather than trying to tackle each independently, a tack that has so far failed to deliver a really meaningful clinical breakthrough, and is perhaps destined never to do so.

In sum, mitochondria have shaped our lives, and the world we inhabit, in ways that defy belief. All these evolutionary innovations stem from a handful of rules guiding the passage of electrons down the respiratory chains. Remarkably, we can elucidate all this after two billion years of intimate adaptations. We can do so because, despite their changes, mitochondria have retained distinctive imprints of their heritage. These clues have enabled us to trace the outlines of the story that we have followed in this book. The story is grander, more monumental, than any researcher could ever have guessed until recently. It is not the story of an unusual symbiosis, nor the tale of biological power, the industrial revolution of life. No, it is the story of life itself, not merely on Earth, but anywhere in the universe, for the morals of this story relate to the operating system that governs the evolution of all forms of complex life.

Mankind has always looked to the stars, and wondered why we are here, whether we are alone in this universe. We ask why our world is alive with plants and animals, and what were the chances against it; where we came from, who our ancestors were, what our destiny holds in store. The answer to the question of life, the universe and everything is not 42, as Douglas Adams once had it, but an almost equally cryptic shorthand: it is mitochondria
 . For mitochondria teach us how molecules sprang to life on our planet, and why bacteria dominated for so long. They show us why bacterial sludge is likely to be the climax of evolution across this lonely universe. They teach us how the first genuinely complex cells came into being, and why, since then, life on Earth has ascended a ramp of complexity to the glories we see around us, the great chain of being.

They show us why energy-burning, warm-blooded creatures arose, thrusting off the shackles of the environment; why we have sex, two sexes, children, why we must fall in love. And they show us why our days in this firmament are numbered, why we must finally grow old and die. They show us, too, how we might better our twilight years, to stave off the misery of old age that curses humanity.

If they don’t show us the meaning of life, they do at least make some sense of its shape. And what is meaning in this world, if it doesn’t make sense?
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Antioxidant
 any compound that protects against biological oxidation, either directly by becoming sacrificially oxidised itself in place of other molecules, or indirectly by catalysing the decomposition of biological oxidants.


Apoptosis
 programmed cell death, or cell suicide; a finely orchestrated and carefully controlled mechanism for removing damaged or unnecessary cells from a multicellular organism.


Archaea
 one of the three great domains of life, the other two being the eukaryotes and the bacteria; the archaea are similar to bacteria in their appearance down the microscope, but share a number of molecular similarities with the more complex eukaryotic cells.


Archezoa
 a disparate group of single-celled eukaryotic organisms that lack mitochondria; at least some were originally thought never to have had any mitochondria at all, but now all are believed to have possessed mitochondria in their past, and later lost them.


Asexual reproduction
 replication of a cell or organism, in which an exact clone of the parent cell or organism is produced.


ADP
 adenosine diphosphate, the precursor of ATP.


ATP
 adenosine triphosphate; the universal energy currency of life, which is formed from ADP (adenosine diphosphate) and phosphate; splitting ATP releases energy used to power many different types of biochemical work, from muscular contraction to protein synthesis.


ATPase
 the enzyme motor within mitochondria that harnesses the flow of protons to form ATP from ADP and phosphate.
 ATPase is also known as ATP synthase.



Cell
 the smallest biological unit capable of independent life, by means of self-replication and metabolism.


Cell wall
 the tough but permeable outer ‘shell’ of bacterial, archaeal and some eukaryotic cells; maintains cell shape and integrity despite changes in physical conditions.


Chemiosmosis
 the generation of a proton gradient across an impermeable membrane; the backflow of protons through special channels (the ATPase complexes) is used to power ATP formation.


Chemiosmotic coupling
 the coupling of respiration to ATP synthesis by means of a proton gradient across a membrane; the energy released by oxidation is used to pump protons across a membrane, and the passage of protons back through the drive-shaft of the ATPase is used to power ATP synthesis.


Chloroplast
 plant cell organelle responsible for photosynthesis; originally derived from endosymbiotic cyanobacteria.


Chromosome
 long molecule of DNA, often wrapped in proteins such as histones; may be circular, as in bacteria and mitochondria, or straight, as in the nucleus of eukaryotic cells.




D






E






F



Glossary 323


Clonal replication
 alternative name for asexual reproduction.


Control region
 stretch of non-coding DNA in the mitochondrial genome that binds factors responsible for controlling the expression of mitochondrial genes.


Cytochrome c
 mitochondrial protein that shuttles electrons from complex III to complex IV of the respiratory chain; when released from the mitochondria, cytochrome c is a key initiator of apoptosis, or programmed cell death.


Cytochrome oxidase
 functional name for complex IV of the respiratory chain: a multi-subunit enzyme that receives electrons from cytochrome c and uses them to reduce oxygen to water, the final step of cellular respiration.


Cytoplasm
 the substance of the cell contained within the cell membrane, but excluding the nucleus.


Cytoskeleton
 network of protein fibres within the cell that provides structural support; the structure is dynamic and enables some cells to change shape and move around.


Cytosol
 the aqueous part of the cytoplasm, excluding organelles such as mitochondria and membrane systems.


DNA
 deoxyribonucleic acid, the molecule responsible for heredity; it is composed of a double helix, in which nucleotide letters are paired with each other to form a template from which an exact copy of the whole molecule can be regenerated; the sequence of nucleotide letters encodes the sequence of amino acids in proteins.


DNA sequence
 the sequence of nucleotide letters in DNA, which spells out the sequence of amino acids in proteins, or the binding sequences of transcription factors, or nothing at all.


Electron
 tiny, negatively charged wave-particle that orbits the positively charged nucleus in atoms.


Endosymbionts
 cells that live in a mutually beneficial relationship inside other cells.


Endosymbiosis
 a mutually beneficial relationship in which one type of cell lives inside another larger cell.


Enzyme
 a protein catalyst, responsible for speeding up biochemical reactions by many orders of magnitude, with enormous specificity.


Eukaryote
 an organism, either single celled or multicellular, composed of eukaryotic cells


Eukaryotic cell
 cells with a ‘true’ nucleus; all are thought to either possess, or have once possessed, mitochondria.


Evolution rate
 the speed at which DNA sequence changes over many generations, which equates to the rate of mutations coupled to the purging effect of natural selection, which eliminates detrimental mutations, making the evolution rate slower than the mutation rate.


Exponent
 a superscript number denoting the number of times a number should be multiplied by itself; the slope of a line on a log–log plot.


Fermentation
 chemical splitting of sugars, without net oxidation or reduction, to form alcohol (or other substances); releases sufficient energy to synthesise ATP.


Free radical
 an atom or a molecule with a single unpaired electron, which tends to be an unstable physical state leading to chemical reactivity.
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Free-radical leakage
 continuous low-level production of free radicals from the respiratory chains of the mitochondria, as a result of electron carriers reacting directly with oxygen.


Gametes
 dedicated sex cells, such as sperm or eggs.


Gene
 a stretch of DNA, whose sequence of nucleotide letters encodes a single protein.


Genetic code
 the DNA letters, which encode the sequence of amino acids in proteins; particular combinations of letters specify particular amino acids, or other instructions such as ‘start’ and ‘stop’ reading.


Genome
 the complete library of genes in an organism; the term is also taken to include non-coding (i.e. non-genic) stretches of DNA.


Heteroplasmy
 a mixture of mitochondria (or other organelles) from two different sources, such as the father and the mother.


Histones
 proteins that bind to DNA in a very particular structure, found only in eukaryotic cells and a few archaea, such as methanogens.


Hydrogen hypothesis
 theory arguing that the eukaryotic cell originated as a chimera between two very different prokaryotic cells, in a metabolic symbiosis.


Hydrogenosome
 organelle found in some anaerobic eukaryotic cells, which generates energy by fermenting organic fuels to release hydrogen gas; now known to have a common ancestor with mitochondria.


Lateral gene transfer
 the random transfer of segments of DNA, containing genes, from one cell to another, as opposed to vertical inheritance from mother to daughter.


Lipid
 a type of long-chain fatty molecule found in biological membranes and as stored fuel.


Membrane
 the thin fatty (lipid) layer that envelops cells, and forms complex systems inside eukaryotic cells.


Metabolic rate
 the rate of energy consumption, measured by the rate of glucose oxidation or oxygen consumption in cells and whole organisms.


Mitochondrial
 organelles within cells responsible for ATP generation, and for controlling cell suicide; derived from endosymbiotic -proteobacteria, but exactly which is still disputed.


Mitochondrial Eve
 the last common female ancestor of all humans living today, if judged by the slow divergence of mitochondrial DNA inherited asexually down the maternal line.


Mitochondrial DNA
 the chromosome found in mitochondria, typically in five to ten copies, which is usually circular, and bacterial in nature.


Mitochondrial genes
 the contingent of genes encoded by mitochondrial DNA; in humans there are 13 protein-coding genes, as well as genes encoding the RNA needed to manufacture proteins on site.


Mitochondrial mutation
 an inherited alteration in the sequence of mitochondrial DNA.


Mitochondrial disease
 a disease caused by mutations or deletions in mitochondrial DNA, or in nuclear genes encoding proteins targeted to the mitochondria.


Mutation
 an inherited alteration in the sequence of DNA, which may have a negative, positive or neutral effect on function; natural selection, acting differentially on mutations in DNA, hones the function of proteins to specific tasks.
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Mutation rate
 the number of mutations occurring in DNA per unit time, usually a limited time period of a few generations; see also evolution rate.


NADH
 nicotinamide adenine dinucleotide; a molecule that carries the electrons and protons ultimately derived from glucose to complex I of the respiratory chain, for use in respiration.


Natural selection
 the differential survival and reproduction of individuals in a population, the members of which have heritable differences in biological fitness.


Non-coding (junk) DNA
 sequences of DNA that do not encode proteins or RNA.


Nucleus
 spherical membrane-enclosed ‘control centre’ of eukaryotic cells, containing chromosomes composed of DNA and protein.


Oocyte
 egg cell; the female sex cell, containing half the number of chromosomes as a somatic (body) cell.


Organelles
 tiny organs within cells dedicated to specific tasks, such as mitochondria and chloroplasts.


Oxidation
 loss of electrons from an atom or molecule.


Phagocytosis
 physical engulfment of particles by a cell, by means of changing shape and extending pseudopodia; the particles are digested in a food vacuole inside the cell.


Prokaryote
 a broad class of single-celled organisms that do not possess a nucleus, including both bacteria and archaea.


Protein
 a string of amino acids linked together in a chain, to form an almost infinite number of possible shapes and functions. Proteins form essentially all the machinery of life, including enzymes, structural fibres, transcription factors, DNA-binding proteins, hormones, receptors, and antibodies.


Proton
 the nucleus of a hydrogen atom, with a single positive charge.


Proton gradient
 a difference in proton concentration between one side of a membrane and the other.


Proton leak
 the drizzle of protons back through a membrane that is nearly, but not quite, impermeable to protons.


Proton pumping
 the physical translocation of protons from one side of a membrane to the other.


Proton-motive force
 the potential energy stored in a proton gradient from one side of a membrane to the other; the combination of an electrical potential difference and the pH (proton concentration) difference.


Recombination
 the physical crossing over and replacement of a gene from one source with the equivalent gene from another source; takes place in sexual reproduction and lateral gene transfer, and to repair a damaged chromosome by reference to a spare copy.


Redox reaction
 a reaction in which one molecule is oxidized at the expense of another, which is accordingly reduced.


Redox signalling
 the change in activity of a transcription factor as a result of its oxidation or reduction, usually by free radicals; the active transcription factor controls the expression of genes to form new proteins.
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Reduction
 gain of electrons by an atom or molecule.


Reduction state
 the overall proportion of a population of molecules in the reduced state, as opposed to the oxidized state; if complex I is 70 per cent reduced, then 70 per cent of the complexes are in possession of respiratory electrons (they are reduced) and 30 per cent are oxidized.


Respiration
 oxidation of foodstuffs to generate energy in the form of ATP.


Respiratory chain
 the series of multi-subunit protein complexes embedded in the bacterial and mitochondrial membranes that pass electrons derived from glucose from one to the next, finally to react with oxygen in complex IV. The energy released by the passage of electrons is used to pump protons across the membrane.


RNA
 ribonucleic acid; several forms exist, including messenger RNA (an exact copy of the DNA sequence in an individual gene, which translocates to the cytoplasm); ribosomal RNA (which forms part of the ribosomes, the protein-building factories found in the cytoplasm); and transfer RNA (an adapter that couples a nucleotide code to a particular amino acid).


Sexual reproduction
 reproduction by means of the fusion of two sex cells, or gametes, each of which contains a random assortment of half the parental genes, to give an embryo with an equal number of genes from both parents.


Symbiosis
 a mutually beneficial relationship between organisms of two different species.


Transcription factor
 a protein that binds to a DNA sequence, to signal the transcription of a gene into an RNA copy, as the first step of protein synthesis.


Uncoupling
 dissociation of respiration from ATP production; instead of the proton gradient powering ATP synthesis through the ATPase, protons pass back through membrane pores, dissipating the gradient as heat; uncoupling the respiratory chain is equivalent to uncoupling a bicycle chain, thereby disconnecting peddling from forward momentum.


Uncoupling protein
 a protein channel in the membrane that enables the passage of protons back through the membrane, dissipating the proton gradient as heat.


Uncoupling agent
 any chemical that dissipates the proton gradient by shuttling protons across the membrane, thereby dissociating respiration from ATP production.


Uniparental inheritance
 the inheritance of mitochondria (or chloroplasts) from only one of two parents, specifically the mother.
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OXYGEN DEFIES EASY CLASSIFICATION
 . Ever since it was discovered

in the 1770s, its properties and chemistry have been squabbled

over by scholars and charlatans alike. The controversy persists

today. Oxygen is hailed as the Elixir of Life — a wonder tonic, a cure for

ageing, a beauty treatment and a potent medical therapy. It is also pur-

ported to be a fire hazard and a dangerous poison that will kill us in the

end. The popular health press is contradictory. Inhaling pure oxygen in

cosmopolitan 'oxygen bars' and health clinics is said to work wonders, yet

the opposite — 'high-altitude therapy' — is claimed to eliminate superflu-

ous oxygen, conferring the health benefits of austerity. So-called 'active'

oxygen treatments, meaning ozone and hydrogen peroxide, are touted as

miraculous scourges of bacterial infection, or as cures for cancer; yet at the

same time we are told that the secret of a long life is to eat plenty of

antioxidants, to protect us against the very same 'active' forms of oxygen.

Oxygen seems to attract nonsense and misinformation like a magnet.

However muddled these accounts, they agree about one thing: oxygen

is important. After all, if we stop breathing it, we will be dead in minutes.

Our bodies are beautifully designed to deliver oxygen to each of our 15

million million cells. All the symbolism of red blood ultimately rests in the

simple chemical bonding between oxygen and haemoglobin in our red

blood cells. Suffocation and drowning — the physical deprivation of
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oxygen — are among the darkest of human fears. If we think of a planet

without oxygen, we think of a sterile place pockmarked with craters, a

place like the Moon or Mars. The presence of oxygen in a planetary atmo-

sphere is the litmus test of life: water signals the potential for life, but

oxygen is the sign of its fulfilment — only life can produce free oxygen in

the air in any abundance. If pressed for an unemotional reason for not

cutting down the rain forests or polluting the oceans, we may argue that

these great resources are the 'lungs' of the world, ventilating the Earth

with life-giving oxygen. This is not true, as we shall see, but illustrates the

reverence in which we hold oxygen. Perhaps it is not entirely surprising

that we seek mystical or healing properties in a colourless, odourless gas.

This book is about life, death and oxygen: about how and why life

produced and adapted to oxygen; about the evolutionary past and future

of life on Earth; about energy and health, disease and death, sex and

regeneration; and about ourselves. Oxygen is important in ways that most

of us hardly even begin to imagine, ways that are far more fascinating

than the loud claims of health features. But before we begin our journey,

we need to mark out the playing field. Is oxygen an elixir or a poison, or

both? And how can we tell the difference? The easiest way to find out is to

go back in time, to the beginnings of our own understanding.

Even the discovery of oxygen was controversial. Credit is usually split

between the English clergyman and chemist Joseph Priestley, the Swedish

apothecary Carl Scheele and the French tax-collector and father of modern

chemistry Antoine Lavoisier. Scheele was first of the three, but he put too

much trust in the shifting sands of aristocratic patronage and floundered

without publication for six years. Priestley had no such problems. In 1774,

he made oxygen by focusing sunlight onto an oxide of mercury, and was

quick to write three volumes on the subject. Scheele and Priestley would

have taken all the credit, except that neither grasped the full significance

of the new gas. Both appreciated that burning was more vigorous in pure

oxygen — Scheele even called it 'fire-air' — yet both thought of combus-

tion in terms of an erroneous theory, the idea that an invisible substance

known as phlogiston was released into the air during burning (rather than

oxygen being taken up). They thought of oxygen as pure 'dephlogisticated'

air, from which all the contaminating phlogiston had been removed.

Lavoisier, the chemical revolutionary and political conservative, cast

off this twisted theory in the years before the French Revolution. It was
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Lavoisier who bequeathed the name oxygen, and he who finally proved

that oxygen was the reactive constituent of air.1 Combustion, said

Lavoisier, was the reaction of oxygen with carbon or other substances. In

a famous demonstration, he showed that the Holy Roman Emperor's

diamonds (made of carbon) could be vaporized if heated in the presence

of oxygen (to form carbon dioxide), but that diamonds are impervious to

heat if oxygen is excluded. Diamonds are forever only in the absence of

oxygen. Lavoisier went further. By collecting gases and taking precise

measurements with his ultra-sensitive balances, he showed that com-

bustion and human respiration are fundamentally the same process —

both consume oxygen and materials containing carbon and hydrogen, to

give off carbon dioxide and water.

Lavoisier was still engaged in weighing the gases emitted by breath-

ing and perspiration when he was interrupted by soldiers of the Revo-

lutionary Tribunal, accompanied by an uncontrollable mob. He had

made some powerful enemies, among them the revolutionary leader Jean

Paul Marat. Convicted on the ludicrous charge of watering the soldiers'

tobacco, and of appropriating revenues belonging to the state, Lavoisier

was beheaded in May 1794. As the great mathematician Lagrange said, "it

took but a moment to cut off that head, though a hundred years perhaps

will be required to produce another like it."

Curiously, this famous story of the discovery of oxygen is probably

wrong. Not only did the alchemists get there first, but they also had a

clear appreciation of the significance of oxygen. In 1604,170 years before

Scheele, Priestley and Lavoisier, the Polish alchemist Michael Sendivogius

wrote that "Man was created of the Earth, and lives by virtue of the air; for

there is in the air a secret food of life... whose invisible congealed spirit is

better than the whole Earth." Sendivogius proposed that this 'aerial food

of life' circulated between the air and earth by way of an unusual salt —

nitre, or saltpetre.2 When heated above 336CC, nitre decomposes to

release oxygen, which the alchemists knew as aerial nitre.
 Sendivogius


1 The name 'oxygen' was derived from the Greek for 'acid-former', in the mistaken belief thatoxygen is necessary for the formation of all acids. It is necessary for some such as sulphuric
 and nitric acids, but not for others, like hydrochloric acid.



2 Nitre (potassium nitrate, KN0 3 ) , gives every appearance of condensing from the air as a



white crust on well-manured soils (containing nitrogen). It has some remarkable properties.



Besides being a fine fertilizer, it was used for preserving meat and as a folk remedy. When



added to drinks, nitre cools them down as effectively as ice, yet when taken as a medicine



produces a strong warming effect. The acid of nitre
 
(aqua regia,

 or 'queen of waters') could
 dissolve gold, an attribute that appealed to alchemists. Nitre is also the chief component of
 gunpowder, which was invented by Chinese alchemists in the ninth century.
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evidently believed he had discovered the Elixir of Life, "without which

no mortal can live, and without which nothing grows or is generated in

the world." His ideas went beyond theory. Sendivogius almost certainly

produced oxygen by heating nitre, and may well have explained his

methods to the Dutch inventor and fellow alchemist Cornelius Drebbel, a

lost hero of Renaissance science.

Drebbel gave a brilliant demonstration of the practical utility of

oxygen in 1621. After constructing a solar-powered perpetual-motion

machine and a variety of refrigerators and automata for King James I of

England, Drebbel built the world's first submarine. King James, accom-

panied by thousands of his subjects, stood on the banks of the River

Thames to watch its maiden voyage from Westminster to Greenwich, a

distance of ten miles. Manned by twelve oarsmen, the wooden submarine

apparently stayed under water for three hours. Much of the interest

centred on how Drebbel had managed to refresh the air for the rowers

during this time. According to eye-witness accounts, discussed some years

later (in 1660) by the great chemist Robert Boyle, Drebbel had used a

bottle of 'liquor' (others referred to it as a gas) to refresh the 'vital' parts of

the air:

Drebbel conceived that it is not the whole body of the air, but a certain

quintessence, or spirituous part of it, that makes it fit for respiration, which

being spent, the remaining grosser body, or carcass (if I
 may so call it) of the

air, is unable to cherish the vital flame residing in the heart.... For when, from

time to time, he [Drebbel] perceived the finer and purer part of the air was

consumed... he would, by unstopping a vessel full of this liquor, speedily

restore to the troubled air such a proportion of vital parts, as would make it

again, for a good while, fit for respiration.

Presumably, Drebbel had succeeded in bottling oxygen gas, following the

instructions of his mentor Sendivogius, by heating nitre. Sendivogius,

Drebbel and Boyle clearly thought of the air as a mixture of gases, one of

which was the vital gas oxygen. They recognized that in confined spaces

the air was depleted of oxygen by breathing or burning. Boyle certainly

saw respiration and combustion in similar terms — the vital flame resid-

ing in the heart — even if he did not appreciate how exactly analogous

the two reactions really were. Boyle's contemporary and Fellow of the

Royal Society, John Mayow, went even further: he showed that aerial

nitre (oxygen), when breathed into the lungs, gave arterial blood its red
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colour. Aerial nitre, he said, was a normal constituent of the air, from

where it "becomes food for fires and also passes into the blood of animals

by respiration.... It is not to be supposed that the air itself, but only its

more active and subtle part, is the igneo-aerial food." In other words,

despite his archaic vocabulary, Mayow had a strikingly modern concept

of oxygen as early as 1674.

Against this background, Priestley's attachment to the phlogiston

theory (the idea that burning releases an invisible substance) a century

later looks almost comical, although he was by no means alone. Guided

by false phlogiston, the study of airs had been groping at shadows for the

best part of a century. To account for experimental results, phlogiston was

assigned a positive weight, no weight at all, or a negative weight, depend-

ing on the requirements. Even those who credit Priestley with the dis-

covery of oxygen accept that his adherence to this theory blinded him to

the true meaning of his discovery.3 In another sense, though, Priestley

was uncannily prescient. He foresaw not only the medical applications of

oxygen (which he persisted in calling dephlogisticated air) but also its

potential danger. In his Experiments and Observations on Different Kinds of



Air,
 published in 1775, Priestley mused on his own experiences of breath-

ing pure oxygen:


The feeling of it to my lungs was not sensibly different from that of common



air; but I fancied that my breast felt peculiarly light and easy for some time



afterwards. Who can tell but that, in time, this pure air may become a



fashionable article in luxury.... From the greater strength and vivacity of the



flame of a candle, in this pure air, it may be conjectured, that it might be



peculiarly salutary to the lungs in certain morbid cases, when the common



air would not be sufficient to carry off the putrid effluvium fast enough.



But, perhaps, we may also infer from these experiments, that though pure



dephlogisticated air [oxygenl might be very useful as a medicine, it might not



be so proper for us in the usual healthy state of the body; for, as a candle



burns out much faster in dephlogisticated than in common air, so we might,



as may be said,
 
live out too fast

 [Priestley's italics] and the animal powers be
 too soon exhausted in this pure kind of air. A moralist, at least, may say, that



the air which nature has provided for us is as good as we deserve.



i To be fair to Priestley, he was perfectly aware of the problems with the phlogiston theory.



He compared phlogiston with light and heat, which could not be weighed either (then as



now).
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Anyone inhaling pure oxygen in an 'oxygen bar' today might smile at

Priestley's quaint analogy and moral sentiments, but few researchers

would disagree with the substance of these remarks. Strikingly, Priestley's

words contain the first suggestion (to my knowledge) that oxygen might

accelerate ageing. This caution was lost on his contemporaries, who went

on to embrace the medical potential of oxygen before the end of that

century. Despite suspicions, its toxicity was not documented for a further

hundred years.

The first person to use pure oxygen therapeutically, on a large scale at

least, was Thomas Beddoes. Beddoes founded the Pneumatic Institute for

inhalational gas therapy in Bristol in 1798, in which he employed the

brilliant young chemist Humphry Davy. The pair aimed to treat diseases

hitherto found incurable. Unfortunately, they were overly ambitious in

their choice of patients, and their treatments offered little clinical benefit.

Worse, impurities in the gas frequently caused inflammation of the lungs.

(Ironically, the inflammation may not have been caused only by impuri-

ties; pure oxygen also inflames the lungs.) Faced with these problems, as

well as unreliable supplies of oxygen, the institute closed its doors in

1802. Davy later described his work there as "the dreams of misemployed

genius, which the light of experiment and observation has never con-

ducted to truth".

This pattern of hopes and failures persisted throughout much of the

nineteenth century. Problems with impurities, and diverse methods of

delivery to the patient, meant that a clinical consensus never emerged.

Sometimes oxygen was inhaled directly from a mask or bag. In other

cases, the gas was bubbled through a bucket of water placed near the bed,

and the air of the room fanned towards the patient. Failure must have

been assured. With such disparate procedures, and little in the way of

systematic comparisons, it is hardly surprising that outcomes were dis-

crepant. Advocates of oxygen therapy claimed miraculous cures (which

may have been true in conditions such as pneumonia) but the voices of

mainstream medicine were for the most part unimpressed, arguing that

any perceived benefits were transitory, palliative or imaginary. The gap

was forced even wider by the usual quacks and charlatans, who peddled a

secret preparation known as 'compound oxygen' to a gullible public.

Some claims made in the 1880s were remarkably similar to those made

today by proponents of 'active oxygen' therapies. They were dismissed

then, as today, by ethical practitioners of oxygen therapies.
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Medical interest in oxygen therapies picked up after a number of

anecdotal reports suggested that higher oxygen pressures really did affect

health. For example, patients with pneumonia living at high altitude in

cities like Mexico City, where the oxygen pressure is low, were found

to have a better chance of recovery if rushed down to the plains, where

oxygen pressure is higher. Similarly, patients with cardiovascular disease

generally fared better at sea level than at high altitude. Impressed by these

reports, the American physician Orval Cunningham reasoned that still

higher barometric pressures might amplify the effect. Following a number

of apparent successes, a grateful client helped finance construction of the

largest-ever hyperbaric chamber in Cleveland, Ohio, in 1928 — a million-

dollar hollow steel ball, 20 metres [65 feet] in diameter and five stories

tall, pressurized to about twice the atmospheric pressure at sea level.

Cunningham fitted out his giant steel ball as a hotel, with a smoking

lounge, restaurant, rich carpeting and private rooms. Unfortunately, he

used compressed air, not oxygen, so the total oxygen pressure was no

higher than could have been achieved with a mask, at a fraction of the

cost. Worse, rather than treating people with conditions such as pneu-

monia and cardiovascular disease, who might have benefited, he over-

stepped the mark by treating patients with diabetes, pernicious anaemia

and cancer, on the fallacious grounds that all these conditions were

caused by anaerobic (oxygen-hating) bacteria. Both his objectives and his

results failed to impress the American Medical Association, who con-

demned the scheme as "tinctured much more strongly with economics

than with scientific medicine". The steel ball lasted but a few years before

being dismantled and sold for scrap in 1942, contributing to the Ameri-

can war effort.

Cunningham should have known better. Despite the equivocal

history of oxygen therapy, the field had finally been put on a scientific

footing by the distinguished Scottish physiologist John Scott Haldane

(father of the biologist J. B. S. Haldane) in the early years of the twentieth

century. Haldane was an expert in diving medicine and had spent the

First World War using oxygen to treat injuries caused by chlorine gas. He

summed up his experiences in the groundbreaking book. Respiration,
 pub-

lished in 1922, in which he argued that some patients with respiratory,

circulatory and infectious conditions could be cured
 by continuous

oxygen inhalation. Given properly, he said, oxygen therapy was not just

palliative, but could break the vicious cycle of degeneration, giving the

body an opportunity to recover its own healthy equilibrium.
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Haldane's tenets underpin modern oxygen therapies, yet even today

we do not have a clear appreciation of how beneficial these therapies can

be. A large clinical trial, reported in the prestigious New England Journal of



Medicine
 in January 2000, showed that inhalation of 80 per cent oxygen

for two hours halved the risk of wound infection after colorectal surgery,

compared with routine practice (30 per cent oxygen for two hours). The

finding that a simple treatment can make a big difference is encouraging;

but the fact that a treatment available in essentially the same form for 200

years can still make medical headlines at the start of the twenty-first

century is salutary. If nothing else, it illustrates just how far the progress

of science can be impeded by a professional knee-jerk response to the

inflated claims of quacks and charlatans.

Another reason for caution was spelled out by Haldane early in the

twentieth century — the possibility of oxygen toxicity. Haldane himself

had written that:


The probable risks of prolonged administration of pure oxygen must be borne



in mind and if necessary balanced against the risks of allowing the oxygen-



want to continue. No fixed rule can be given. The proper course to pursue



must be determined by the physician after careful observation of the patient,



and in the light of experience and knowledge.


It is understandable that physicians prefer to err on the side of caution;

but what are these risks? Haldane's careful wording makes them sound a

little theoretical, but oxygen, especially under pressure, can cause shock-

ingly physical reactions, as Haldane knew well from his own research in

diving medicine.

The toxicity of oxygen is slow-acting, or hidden from view, in normal

circumstances. Many people receive oxygen therapy in hospital, or spend

days, sometimes weeks, in oxygen tents, or inhale oxygen in bars with no

ill effects. Astronauts often breathe pure oxygen for weeks on end, though

in space the capsule is pressurized to only one third of atmospheric

pressure, which makes it equivalent to breathing 33 per cent oxygen.

The difference that pressure makes to the oxygen concentration in the

atmosphere explains why three astronauts died when Apollo 1 caught fire

in 1967, as they were completing tests on the ground. In space, the inside

of the capsule is always pressurized to a higher pressure than the

surrounding vacuum, which means that spacecraft are built to withstand
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a greater pressure inside than outside. To maintain this pressure differ-

ential, Apollo 1 was pressurized to above atmospheric pressure while on

the ground. Unfortunately, the spacecraft was still being ventilated with

pure oxygen. This meant that instead of an atmosphere equivalent to

33 per cent oxygen, the astronauts were actually breathing the equivalent

of 130 per cent oxygen. In this oxygen-rich atmosphere, a spark from the

electrical wiring led to an uncontrollable fire, which reached a tempera-

ture of 2500°C within minutes.

But oxygen is more than just a fire risk: it is toxic to breathe.

This toxicity depends on the concentration and duration of exposure.

Most people can breathe pure oxygen for a day or two, but we cannot

breathe it for longer without risk. If the concentration of oxygen is

increased even more by compressing the gas, then the toxic effects become

dramatic.

The realization that oxygen is toxic came from the experiences of the

earliest scuba divers, towards the end of the nineteenth century. (The

word scuba was a later coinage, and stands for self-contained underwater

breathing apparatus.) Scuba divers were vulnerable because they carried

their breathing apparatus with them, and usually breathed pure oxygen.

The oxygen in the apparatus could be compressed by water pressure.

Breathing pure oxygen at depths below about 8 metres [26 feet] causes

seizures similar to an epileptic grand-mal — a disaster if the diver loses

consciousness underwater.

Oxygen convulsions were first described systematically by the French

physiologist Paul Bert, professor of physiology at the Sorbonne in Paris. In

his celebrated 1878 monograph on barometric pressure, Bert discussed

the effect of oxygen on animals subjected to different pressures in a

hyperbaric chamber. Very high oxygen concentrations caused convul-

sions and death in a matter of minutes. The following decade, in 1899,

the Scottish pathologist James Lorrain Smith showed that lower levels

of oxygen could have an equally deadly, but delayed, effect. Animals

exposed to 75 per cent oxygen or more (at normal air pressure) had such

serious inflammation of the lungs after a few days that they died. For this

reason, oxygen dosages in hospitals are always strictly controlled. Con-

c i s i o n s and lung injury became familiar worries to scuba divers, how-

ever. Both Paul Bert and James Lorrain Smith are still commemorated in

diving terminology. Unfortunately for Smith, his unusual name, along

w i t h his habit of styling himself J. Lorrain Smith, frequently turns the

tribute into the 'Lorraine Smith' effect.
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While many divers were careful not to dive too deep while breathing

pure oxygen, the Navy could not always afford to be so cautious. In the

British Royal Navy Submarine Escape Handbook, published in 1942,

seamen were instructed to watch out for the symptoms of oxygen poison-

ing: "tingling of the fingers and toes, and twitching of the muscles

(especially around the mouth); convulsions followed by unconsciousness

and death if a remedy is not taken." Naval divers during the war invented

a mythical monster. Oxygen Pete, who lurked at the bottom of the sea

waiting to molest unwary divers. Oxygen toxicity 'hits' during this time

were referred to as "getting a Pete".

A more rigorous understanding of oxygen toxicity, human limits and

gas mixtures was clearly needed, and J. B. S. Haldane was commissioned

by the Royal Navy to follow in the footsteps of his father. Always an advo-

cate of being one's own rabbit, Haldane subjected himself and his

colleagues to various oxygen concentrations under different pressures,

noting how long it took before convulsions set in.4 Exposure to pure

oxygen at seven atmospheres pressure led to convulsions within five

minutes. He later wrote that:


The convulsions are very violent, and in my own case the injury caused to my



back is still painful after a year. They last for about two minutes and are



followed by flaccidity. I wake in a state of extreme terror, in which I may



make futile attempts to escape from the steel chamber.


Nonetheless, his efforts were successful. The Royal Navy secretly devel-

oped various nitrogen/oxygen (nitrox) mixtures, which lowered the risk

of both oxygen toxicity and nitrogen narcosis (the 'bends'). These nitrox

mixtures were used by British commandos defending Gibraltar in the

Second World War, and were kept such a close secret that even the US

Navy did not find out until the 1950s. Using nitrox mixtures the British

divers could operate at greater depths. A major element of British strategy

was to lure the combatants into deep waters until they were overwhelmed

by convulsions. Mugged by oxygen: perfidious Albion indeed!


4 In a celebrated essay on self-experimentation, "On being one's own rabbit", published in1928, Haldane wrote that "to do the sort of things to a dog that one does to the average
 medical student requires a license signed in triplicate by two archbishops." He also thought
 it peculiar that so few chemists wondered what it actually
 felt
 like to become more acid or
 alkaline, or dilute.
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Breathing oxygen at high concentration is obviously toxic. Above about

two atmospheres of pressure, pure oxygen causes convulsions and some-

times death. Oxygen accounts for about a fifth of atmospheric pressure,

so pure oxygen at two atmospheres pressure is ten times our normal

exposure. At lower concentrations, oxygen is unlikely to cause convul-

sions, but breathing pure oxygen at normal atmospheric pressure (five

times our normal exposure) for a few days can still cause life-threatening

lung damage. Such serious inflammation of the lungs prevents us from

breathing properly. Ironically, we then cannot pass oxygen into the blood

stream, so we actually die from oxygen starvation to the rest of the body.

At lower levels of oxygen (40 or 50 per cent oxygen, or about twice our

normal exposure), the lungs can normally withstand injury and continue

to function, though they may become damaged in the end. In these

circumstances, the rest of the body adapts by slowing down the heart beat

and producing fewer red blood cells. These adaptations are the opposite of

the changes that take place to oxygen deprivation at high altitudes. The

result, in both cases, is that the tissues receive the same amount of oxygen

as before, no more nor less. Such adaptations illustrate the importance of

unchanging oxygen levels in the body. They also mean that we cannot

gain any long-term benefit from either high or low levels of oxygen,

except when we are sick and pathologically oxygen-deprived.5

I imagine that most people are comfortable with the idea that too

much oxygen can be bad — in effect, that it is possible to have too much

of a good thing. Similarly, there is nothing challenging about the idea

that we respond to moderate perturbations by re-establishing the physio-

logical 
status quo.

 It is a very different proposition to say that 21 per cent

oxygen is toxic and will kill us in the end. This is as much as to say that,

despite millions of years of evolution, we still cannot adapt to the concen-

tration of oxygen that nature has provided for us. This statement is

counter-intuitive to say the least, yet it is the basis of the so-called 'free




radical'

 theory of ageing. In essence, this theory argues that ageing, and

so death, is caused by breathing oxygen over a lifetime. Oxygen is thus

n o t only necessary for life, but is also the primary cause of ageing and

death.


5 Athletes training at altitude must come down to sea level and race within days or weeks or



else the benefits are lost. When we train at altitude, we generate more red blood cells to



absorb extra oxygen from the thin air. When we return to sea level, we adapt back to the



higher levels of oxygen by producing fewer red blood cells. The benefits never outlast the



adaptation.
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Many people have heard of free radicals, even if they have only a

hazy idea of what they actually are. Most free radicals of biological impor-

tance are simply reactive forms of molecular oxygen, which can damage

biological molecules (we will consider them in detail in Chapter 6).

Regardless of whether oxygen causes convulsions and sudden death, or

slow lung damage, or ultra-slow ageing, it always acts in exactly the same

way: all forms of oxygen toxicity are caused by the formation of free

radicals from oxygen. As the great sixteenth-century alchemist Paracelsus

said, the poison is in the dose. Convulsions are caused by a massive excess

of free radicals acting on the brain, lung damage by a smaller excess acting

on the lungs. But free radicals are not just toxic. Fire is impossible without

free radicals. So too is photosynthesis or respiration. When we use oxygen

to extract energy from food we have to produce free-radical intermedi-

ates. The secret to all the chemistry of oxygen, whether we think of it as

'good' or 'bad', is the formation of free radicals.

As conventionally stated, the idea that breathing oxygen causes age-

ing is disarmingly simple. We produce free radicals continuously inside

every cell of our body as the cells respire. Most of these are 'mopped up'

by antioxidant defences, which neutralize their effects. The trouble is that

our defences are not perfect. A proportion of free radicals slip through the

net and these can damage vital components of cells and tissues, such as

DNA and proteins. Over a lifetime, the damage gradually accumulates

until it finally overwhelms the ability of the body to maintain its integrity.

This gradual deterioration is known as ageing.

According to this conventional, if simplistic, explanation, the more

antioxidants we eat, the more we can protect ourselves against damage

from free radicals. This is why fruit and vegetables are good for us: they

contain lots of antioxidants. Nowadays, many people supplement their

diet with potent antioxidants in the belief that their diet cannot provide

an adequate supply. The implication is that if we eat enough of the right

kind of antioxidants, we can postpone ageing and the diseases of old age

indefinitely. This has been touted as 'the antioxidant miracle'.

The truth is rather more complicated, but far more interesting. I shall

argue that oxygen free radicals do
 cause ageing, but that the implications

are almost exactly the opposite of what we might expect. We will never

extend our lives significantly, to 150 or 200, by loading ourselves with

even the most potent antioxidant supplements. On the contrary, anti-

oxidant supplements might actually make us more vulnerable to some

diseases. Antioxidants are bit players in the large cast of adaptations that
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life has made to the presence of oxygen in the air. We can only under-

stand their role if we consider them in the context of the play as a whole.

The response of life to the threats and the possibilities of oxygen include

adaptations that have had the most profound consequences.

Let's just consider a few examples. Take photosynthesis — the forma-

tion of organic matter by plants, algae and some bacteria using the energy

of sunlight — which today supports almost all life on Earth. It is probable

that photosynthesis (which generates oxygen as a waste product) could

only have evolved because life had already adapted to provide itself with

defences against the oxygen free radicals produced by ultraviolet radia-

tion in the environment. This may explain why life took off on Earth

but never did on Mars. Take the abundance of large animals and plants

characteristic of our world. The first multicellular organisms probably

evolved from clumps of cells which clustered together to deal collectively

with the rising tide of atmospheric oxygen produced by photosynthesis.

Without the threat of oxygen toxicity, life would never have advanced

beyond a green slime. Even gigantism relates to oxygen. Giant size offers

an escape from the threat of oxygen, as metabolic rate is slower in very

large animals, and explains the evolution of monster dragonflies, with a

wingspan as broad as a seagull, and possibly the rise and fall of the

dinosaurs. Think about the sexes. Why should there be only two sexes?

Why not one, or three, or many? The evolution of two sexes may have

been a way of coping with oxygen. We shall see that babies can only be

born young if they are born of two sexes, otherwise oxygen causes the

birth of degenerate offspring, destined to age prematurely. This may

explain why cloned animals tend to die young. Dolly the sheep, for

example, already has arthritis at the age of five, betraying a 'real' age of

eleven. Finally, think of powered flight. Birds and bats have exceptionally

long lives for their sizes. Why? Flying demands metabolic adaptations to

oxygen that also confer a long lifespan. If we want to extend our own

lifespan, we must look to the birds.

These are grand statements, which I shall explain and defend later in

the book. They are all part of our journey to find out how oxygen affects

our own lives and deaths.

This is unashamedly a book about science. It is not a catalogue of dry facts

about how the world works; rather, like science itself, it is full of quirks,
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experiments, oddities, speculations, hypotheses and predictions. Science

is often presented as 'the facts', frequently in short sound-bites. The scien-

tific method is described as a methodical unravelling of 'the truth', which,

if this were true, would bore most people, including most scientists, to

tears. The impression that science gives access to an objective reality (as

opposed to the subjective world of ethics) sets it up in opposition to

religion as an ethical system and gives scientists an air of preaching. In

fact, science gives vivid insights into the workings of nature, but falls

short of objective reality. Too often, scientific 'facts' turn out to be wrong

or misleading — we are told that there is 'no risk' of a Frankensteinian

disaster, only to see it come true before our eyes. At other times, scientists

squabble about the meaning of obscure research findings, discrediting

their colleagues in public. It is hardly surprising that the general public

views science and scientists with growing scepticism. Apart from the

unfortunate schism this opens up in society, it means that fewer young

people dream of becoming scientists. This is a tragedy. I wonder if the

tragedy might be averted to some extent if people had a better idea of the

workings of science — of the fun, creativity and adventure.

The real interest of science lies in the unknown, the excitement of

charting new terrain. Poking around in the unknown rarely generates a

perfect picture of the world — we are more likely to construct a kind of

medieval map, a distorted but recognizable picture of reality. Scientists try

to link together the contours of a story through experiments that fill in

a detail here or there. Much of the joy of science lies in devising and

interpreting experiments that test these hypothetical landscapes. I have

therefore been careful to explain the experiments and observations that

underpin the story of this book. I have tried to show how it is that science

can be interpreted in different ways, and I have presented the evidence

itself, along with its flaws, so that you may judge for yourself whether my

own interpretation is convincing. I hope this approach will help you to

share the spirit of adventure along the border of the known and the

unknown.

Science, then, generates hypotheses based on evidence that is specific

but limited in scope - islands of knowledge in a sea of unknowing. Very

often, individual results only make sense when seen in the context of a

bigger picture. All scientific papers have a discussion section, whose

purpose is to place the new results in perspective. But science is nowadays

highly specialized. It is rare for a medical researcher to refer to the studies

of geologists and palaeontologists in the discussion, or for a chemist to be
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much concerned with evolutionary theory. For most of the time this

matters little, but in the case of oxygen, perspective is obliterated by too

confined a view. In this case, geology and chemistry have a great deal to

say on evolutionary theory, and palaeontology and animal behaviour

have much to contribute to medical science. All these fields offer insight

into our own lives and deaths.

If an understanding of oxygen's role in life and death requires a

multidisciplinary approach, it also offers fresh perspectives on each of

these fields. Looking at evolution and health through the prism of oxygen

solves some long-standing conundrums. I have already mentioned one

example: the evolution of two sexes. If we start with the dilemma itself —

why did two sexes evolve — it is difficult to discriminate between one

hypothesis and another. We can't even eliminate the possibility that

things 'just happened' that way. Thinking about the role of oxygen in

ageing may seem to be irrelevant to this problem, but it actually forces

us to conclude that two sexes are necessary for reproduction if a species

produces motile sex cells that must search for a mate; and it generates a

number of predictions. Thinking about life in this way also explains why

we cannot extend our lives just by taking antioxidant supplements, and

points us to more realistic ways of postponing ageing and the ailments of

old age. Oxygen thus acts as a magnifying glass, enabling us to scrutinize

life from some unusual angles. That means that this book is about life,

death and oxygen, and not just about oxygen.

I have tried to write for a wide audience who may have little knowl-

edge of science, and hope to be accessible to anyone prepared to make a

little effort. The argument works out over the book as a whole, and you'll

have to read to the end to get the full story! Each chapter, however, tells

a story of its own, and I have not assumed much prior knowledge from

previous chapters. We shall see that life's adaptations to oxygen, which

began nearly 4 billion (4000 million) years ago, are still written in our

innermost constitution. We shall see that radiation poisoning, nuclear

reactors, Noah's flood, photosynthesis, snowball Earths, giant insects,

predatory monsters, food, sex, stress and infectious diseases are all linked

by oxygen. We shall see that an oxygen-centric view gives striking insights

into the nature of ageing, disease and death. We shall see that oxygen, a

simple colourless, odourless gas, made the world in which we live, framing

our own passage across the stage. We shall see all this by thinking about

how and why oxygen has influenced the evolution of life from the very

beginning.







C H A P T E R T W O

In the Beginning



The Origins and Importance of Oxygen




N THE BEGINNING THERE WAS NO OXYGEN
 . Four billion years ago, the

air probably contained about one part in a million of oxygen. Today,

the atmosphere is just less than 21 per cent oxygen, or 208 500 parts

per million. However this change might have come about, it is pollution

without parallel in the history of life on Earth. We do not think of it as

pollution, because for us, oxygen is necessary and life-giving. For the tiny

single-celled organisms that lived on the early Earth, however, oxygen

was anything but life-giving. It was a poison that could kill, even at trace

levels. A lot of oxygen-hating organisms still exist, living in stagnant

swamps or beneath the seabed, even in our own guts. Many of these die

if exposed to an oxygen level above 0.1 per cent of present atmospheric

levels. For their ancestors, who ruled the ancient world, pollution with

oxygen must have been calamitous. From dominating the world they

shrank back to a reclusive existence at the margins.

Oxygen-hating organisms are said to be anaerobic
 — they cannot use

oxygen and, in many cases, can only live in its absence. Their problem is

that they have nothing to protect them against oxygen poisoning: they

possess few, if any, antioxidants. In contrast, most living things today

tolerate so much oxygen in the air because they are stuffed full of anti-

oxidants. There is a paradox hidden in this progression. How did modern

organisms evolve their antioxidant protection? According to the standard
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textbook view, antioxidants could not have been present in the first cells

that began emitting oxygen as a toxic waste product: how could they

have adapted to a gas that had not existed before? Yet if this assumption is

true — that antioxidants evolved after the rise in atmospheric oxygen —

then the huge rise in atmospheric oxygen must have posed a very serious

challenge to early life. If oxygen had anything like the effect on the first

anaerobic cells that it does on their descendants today, then there ought

to have been a mass extinction of anaerobic organisms that would put the

fall of the dinosaurs in the shade.

Why should we care? According to the free-radical theory of ageing

discussed in Chapter 1, oxygen toxicity sets limits on our lives. If this is

true, the ways in which life has adapted to oxygen over evolutionary time

should be revealing. Did the rise in atmospheric oxygen really cause a

mass extinction? How did life adapt? If ageing and death are caused by an

ultimate failure to adapt, can we learn anything from how the survivors

of this putative holocaust coped? Can we somehow 'do more' of whatever

they did? In the next few chapters, we will attempt to answer some of

these questions by charting the response of organisms to changing

oxygen levels over the aeons.

The origins and early history of life have attracted renewed research inter-

est in the past few decades. Some of our most basic ideas about the genesis

of life have been turned on their heads. Yet so persuasive and ingrained

was the old view that even recent biology textbooks cling to its tenets.

Many scientists working in other fields seem oblivious to the rewriting of

their gospels. The old story is worth recounting here because the role

ascribed to oxygen emphasizes its toxicity.

In the 1920s, J. B. S. Haldane in England and Alexander Oparin in

Russia independently began to think about the possible composition of

the Earth's original atmosphere, on the basis of gases known to be present

in the atmosphere of Jupiter (which could be detected by their optical

spectra). Haldane and Oparin argued that if the Earth condensed from a

cloud of gas and dust, along with Jupiter and all the other planets, then

the original atmosphere of the Earth ought to have contained a similarly

noxious mixture of hydrogen, methane and ammonia. Their ideas stood

the test of time, and formed the basis of a famous series of experiments by

Stanley Miller and Harold Urey in the United States during the 1950s.
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Miller and Urey passed electric sparks (simulating lightning) through a

gaseous atmosphere comprising the three Jupiter gases, and collected the

end-products. They found a complex mixture of organic compounds,

including a high proportion of amino acids (from which all living things

make proteins, the building blocks of life). Such reactions, they said,

could have turned the early oceans into a thin organic soup containing all

the precursors of life. The only other ingredients needed for life to congeal

out of this soup were chance and time, both of which seemed to be virtu-

ally limitless: the planet is 4.5 billion years old, and the first fossils of large

animals date from half a billion years ago. Four billion years should have

been long enough.

The choice of the gases to work with made good practical as well as

theoretical sense. Hydrogen, methane and ammonia do not last long in

the presence of oxygen and light. The mixture becomes oxidized, and

when this happens the yield of organic compounds quickly falls off.

Chemically speaking, oxidation
 refers to the removal of electrons from an

atom or molecule. The reverse process is called reduction,
 which involves

the addition of electrons.

Oxidation is named after oxygen, which is good at stripping electrons

from molecules; to help you remember, think of oxygen as being caustic

or destructive, like a paint-stripper. Oxidation strips off the electron paint,

whereas reduction has the blanketing effect of a fresh coat of paint.1 The

point is that oxygen can strip organic molecules of electrons, often shred-

ding the molecules, which give up their own electrons as a sacrificial

offering, in the process. Today, cells counter this kind of damage with

antioxidants, but in the beginning there were no antioxidants. Free

oxygen would have been an insurmountable problem, because any organic

molecules, or incipient forms of life, would have been shredded if much

oxygen was present. The fact that life did start can only mean that oxygen

was not present in any abundance.

The first cells, then, presumably evolved in an oxygen-free

atmosphere, and in turn must have generated energy without the aid of

oxygen. This seemed a reasonable proposal, as at the close of the nine-

teenth century Louis Pasteur had described fermentation as 'life without

oxygen1, and subsequent research had proved him right. Because yeasts

and many other single-celled organisms depend on fermentation for their


1 There is also an old mnemonic,
 'LEO the lion says
 GER': Loss of Electrons is Oxidation,
 Gain of Electrons is Reduction).
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energy, and are simple in structure, it was an easy extrapolation to assume

that they were relics of ancient life. This single-celled life must have lived

by fermenting organic compounds dissolved in the oceans, the theory

went, until they were superseded by the evolution of the first oxygen-

evolving photosynthetic bacteria — the cyanobacteria (once, inaccurately

but poetically, called the blue-green algae).

The cyanobacteria learnt to harness the energy of the Sun. Micro-

scopic they may have been, but as the aeons ticked away, inconceivably

large numbers of cyanobacteria (several billion fit in a droplet of water)

silently polluted their environment with toxic oxygen waste. To begin

with, this oxygen would have reacted with minerals dissolved in the

oceans or eroded from the rocks, oxidizing them and locking up the

oxygen in mineral compounds. These enormous natural resources acted

as a buffer against free oxygen for hundreds of millions of years. In the

end, however, the buffer became completely oxidized. With nothing left

to take up the slack, the atmosphere and oceans became abruptly (in

geological terms) contaminated with excess oxygen. The cost was terrible

— an oxygen holocaust. Here is Lynn Margulis, distinguished professor of

biology at the University of Massachusetts, Amherst, writing in 1986:


This was by far the greatest crisis the earth has ever endured. Many kinds of



microbes were immediately wiped out. Microbial life had no defence against



this cataclysm except the standard way of DNA replication and duplication,



gene transfer and mutation. From multiple deaths and an enhanced bacterial



sexuality that is characteristic of bacteria exposed to toxins came a reorgani-



sation of the superorganism we call the microcosm. The newly resistant



bacteria multiplied, and quickly replaced those sensitive to oxygen on the



Earth's surface as other bacteria survived beneath them in the anaerobic



layers of mud and soil. From a holocaust that rivals the nuclear one we fear



today came one of the most spectacular and important revolutions in the



history of life.


According to this view, the success of the new world order stemmed not

just from the ability of microorganisms to withstand oxygen toxicity,

but from a stunning evolutionary tour de force
 in which cells became

dependent on the very substance that had been a deadly poison. The

inhabitants of this brave new world were energized by oxygen.

The old theory continues: our dependency on oxygen obscures the

fact that it is a toxic gas, intimately linked with ageing and death, to say
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nothing of being a serious fire risk. Over evolutionary time, the reactivity

of oxygen has served to modulate its own accumulation in the atmo-

sphere. We are told that ever since the explosion of multicellular life,

some 550 million years ago, atmospheric oxygen has hovered around 21

per cent, the outcome of a sustainable natural balance. If its concentra-

tion strays too high, then oxygen toxicity suppresses plant growth. As a

result, the amount of oxygen produced by photosynthesis falls, and this

lowers atmospheric levels again. In an atmosphere with more than about

25 per cent oxygen, we are told, even wet rain forests would flare up in

vast conflagrations. Conversely, if oxygen levels were to fall below about

15 per cent, animals would suffocate and even dry twigs would fail to

light. The continuous record of fossil charcoal in sedimentary rocks over

the past 350 million years suggests that fires have continuously swept the

Earth. If so, then oxygen levels could never have fallen below 15 per cent.

Thus, the biosphere has regulated atmospheric oxygen at a level con-

genial to itself throughout the modern age of plants and animals.

This is the story I grew up with, and much of it is still widely accepted,

or at least unquestioned. Although based on somewhat limited evidence,

most of the claims sound biologically plausible. To summarize: life

evolved through chemical evolution in a primordial soup, formed from a

planetary atmosphere containing methane, ammonia and hydrogen. The

first cells fermented this soup until they were displaced by cyanobacteria,

which used solar energy to power photosynthesis, giving off oxygen as a

toxic waste product. This poisonous gas oxidized the rocks and oceans,

and finally accumulated in the atmosphere, causing an apocalyptic

extinction, an oxygen holocaust. From the ashes a new world order

emerged, which depended on the very gas that had wiped out most of its

ancestors. The new order was energized by oxygen. Even so, the toxicity

and reactivity of oxygen constrained the biosphere to regulate its

atmospheric content at 21 per cent.

So firmly entrenched was this story in my own mind that I was

exasperated to hear a claim on television that oxygen levels once reached

35 per cent — during the Carboniferous period, around 300 million years

ago. Nonsense, I thought! Everything would burn! Plants wouldn't grow! I

was not alone. The idea, although advanced seriously by geochemists of

international standing, had at first been derided by the wider geological

and biological communities. It was not until I began to research the

subject that I became convinced that the revisionists were right. Many of
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the ideas are still controversial, and most of the individual pieces of

evidence are flawed, but they have one redeeming feature: in the last two

decades we have stepped from the realms of 'geopoetry' into a new era of

molecular evidence, which underpins the new models of global change.

Taken together, I find the weight of evidence convincing, even if the new

story flies in the face of oxygen toxicity and indeed, sometimes, common

sense.

Before examining the evidence, and asking how it affects the lives we

lead today, we should reorientate ourselves to the emerging picture.

Almost every step of my previous summary has been reversed. Far from

coalescing from a primordial soup, the new story goes, life might have

begun in hot sulphurous vents known as black smokers, deep in the mid-

ocean trenches. Paradoxically, the last common ancestor of all known

life, tenderly known as LUCA (the Last Universal Common Ancestor), is

thought to have used trace amounts of oxygen to respire, even before her

descendants learnt to photosynthesize (at least to generate oxygen).

Instead of muddling along by fermentation, the first cells are thought to

have extracted energy from a range of inorganic elements and com-

pounds including nitrate, nitrite, sulphate and sulphite — and oxygen. If

so, LUCA was already resistant to oxygen toxicity before there was any

free oxygen in the air. Presumably, her descendants, such as the cyano-

bacteria, were similarly protected against their own waste product, and so

did not succumb to an oxygen holocaust.

In fact, there is no solid evidence that oxygen ever caused a mass

extinction. Instead of rising swiftly to reach an equilibrium controlled by

the biosphere, the oxygenation of the Earth seems to have proceeded in

a series of sharp jerks or pulses, each one precipitated by non-biological

factors such as plate tectonics and glaciation. Each rise in atmospheric

oxygen has been linked with prolific biological 'radiations', in which life

expanded to fill vacant ecological niches, in much the same way that

the empty prairies propelled the colonization of the American West. An

injection of oxygen into the air immediately preceded the rise of single-

celled eukaryotes
 — cells containing a nucleus — which are the cellular

ancestors of all multicellular organisms, including ourselves. Similar

oxygen injections preceded the explosion of multicellular plants and

animals at the beginning of the Cambrian period (which began 543

million years ago), and the evolution of giant insects and plants during

the Carboniferous and early Permian (320-270 million years ago); per-

haps even the rise of the dinosaurs. Conversely, several mass extinctions


22 • IN THE BEGINNING


are associated with periods of falling oxygen levels, including the 'mother

of all extinctions' at the end of the Permian (around 250 million years

ago). The inescapable conclusion, that oxygen is a Good Thing, may give

few people a sleepless night, but will certainly help constrain our ideas of

oxygen toxicity in ageing and disease.

The first sacred cow to be sacrificed was the Jupiter-like composition of

Earth's primordial atmosphere. In fact, life must have evolved under an

atmosphere that contained very little methane, hydrogen or ammonia.

The evidence for this is direct and comes from geology.

The Earth and the Moon were formed just over 4.5 billion years ago.

The age of the craters on the Moon, dated from rock samples brought

back by the Apollo astronauts, suggests that our planetary system was

bombarded by meteorites for at least 500 million years. The bombard-

ment ended around 3.8 to 4 billion years ago. The oldest sedimentary

rocks on Earth, which were laid down along what is now the west coast of

Greenland, have been reliably dated to an age of 3.85 billion years — a

mere 700 million years after the formation of the Earth and certainly not

long after the end of the bombardment.

Despite their antiquity, these ancient rocks speak of an atmosphere

and a hydrological cycle surprisingly similar to our own. The fact that

these rocks were once sediments implies that they were laid down under a


large body of water. The sediments were presumably eroded by rainwater

from a land mass. This constrains the possible temperatures to within a

range compatible with evaporation, cloud formation and precipitation.

The mineral content of the rocks allows an informed guess about the

composition of the air at the time. There are carbonates present, which

probably formed from carbon dioxide reacting with silicate rocks, as

happens today; we may presume then that carbon dioxide was present.

There are also various
 iron oxides in the rocks, which from a chemical

point of view could not have formed under Jupiter-like conditions, but

equally could not exist if more than a trace of oxygen was present. We

may take it that oxygen was no more than a trace gas at the time. Finally,

we must assume that nitrogen was the main component of the air then, as

today, because nitrogen is almost inert as a gas and cannot be generated

in large amounts by life. No known chemical or biological process could

have produced an atmosphere so rich in nitrogen, so it must have been
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there all along. Thus, the Earth's atmosphere, nearly 4 billion years ago,

probably consisted mostly of nitrogen, as today, with some carbon diox-

ide and water vapour, and trace amounts of other gases including oxygen.

There was essentially no methane, no ammonia, and no hydrogen.

These predictions, based on the composition of early rocks, are sup-

ported by a second line of evidence, which provides a clue to the origin of

this early atmosphere. This is the rarity of inert unreactive gases, particu-

larly neon, in the Earth's atmosphere today. Neon is the seventh most

abundant element in the Universe. It was abundant in the clouds of dust

and gas from which the Earth and the other planets of the Solar System

condensed. As an inert gas, neon is even more unreactive than nitrogen. If

any of the Earth's original atmosphere had survived the meteorite

bombardment, it should have contained about the same amount of neon

as nitrogen. In fact, the ratio of neon to nitrogen is 1
 to 60000. If there ever

had been a Jupiter-like atmosphere on Earth, then it must have been swept

away during that first ferocious period of meteorite bombardment.

Where, then, did our modern atmosphere come from? The answer

seems to be volcanoes. As well as emitting sulphurous fumes (which

would have precipitated in the rain), volcanic gases include nitrogen and

carbon dioxide (in about the right balance), tiny amounts of neon, and

almost no methane, ammonia or oxygen.

Where did the oxygen come from? There are only two possible

sources of the oxygen in the air. By far the most important is photo-



synthesis,
 the process in which plants, algae and cyanobacteria use the

energy of sunlight captured by the green pigment chlorophyll to 'split'

water. The splitting of water releases oxygen, which is discharged into the

atmosphere as a waste product, while the energy rich compounds derived

from the split (by the absorption of light energy) are used to bind carbon

dioxide from the air and package it into the sugars, fats, proteins and

nucleic acids that make up organic matter. Photosynthesis therefore uses

sunlight, water and carbon dioxide to produce organic matter. It gives off

oxygen as a waste product.

If photosynthesis were the only living process on the planet, oxygen

would continue to build up in the air until the plants used up all the avail-

able carbon dioxide. Then everything would grind to a halt. Clearly this

has not been the case. In fact, there are a number of processes that can

consume oxygen, including reactions with minerals in the rocks and

oceans and with volcanic gases. Today, however, almost all the oxygen

produced by plants is used up by the respiration
 of animals, fungi and
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bacteria, which use oxygen to 'burn up' or oxidize the organic material

they take in as food, extracting energy for the organism's use and releas-

ing carbon dioxide back into the air.2 Because animals, bacteria and fungi

all consume organic matter that comes from another organism, they can

be classed together as consumers.
 By definition, consumers gain their

energy through the respiration (the controlled burning) of the sugars, fats

and proteins made by the primary photosynthetic producers.
 The overall

reaction of respiration, in which oxygen and sugars are consumed and the

waste products carbon dioxide and water are produced, is almost exactly

the opposite of photosynthesis, and consumes essentially the same

amount of oxygen that is being produced by photosynthesis. As well as

using up oxygen, burning the food we eat regenerates the carbon dioxide

needed for photosynthesis to continue; however much we may feel like

parasites, the plants need us as much as we need them.

If the consumers were to devour all the organic matter made by

primary producers, then all the oxygen released into the air would be

consumed by respiration. Perhaps surprisingly, this is very close to what

actually happens. The oxygen released by the photosynthesizers is almost

completely (99.99 per cent) used up by the animals, fungi and bacteria

which feed on the remains of the producers, or on each other. The appar-

ently trivial 0.01 per cent discrepancy, however, is in fact responsible for

all life as we know it. It represents the organic matter that is not burnt, but

is instead buried under sediments. Over several billion years, this adds up

to a vast amount of buried organic matter.

If organic remains are buried rather than eaten, then the complete

re-uptake of oxygen by consumers is prevented.3 The left-over oxygen

accumulates in the atmosphere. Almost all our precious oxygen is derived

from a 3-billion-year mismatch between the amount of oxygen generated

by the primary producers and the amount used up by consumers. The

vast amount of dead organic matter buried in the rocks dwarfs the total

carbon content of the living world. The Yale University geochemist

Robert Berner estimates that there is 2 6 0 0 0 times more carbon buried in


2 Plants, algae and cyanobacteria also respire, using some of the oxygen released during



photosynthesis to burn the carbohydrates produced by photosynthesis and extract the



stored energy from them.



3 For the chemically minded, the overall equation for photosynthesis can be given as CO z +



H 2 0 -• CHzO (organic carbon in the form of carbohydrate) + Oz; respiration can be given as



the reverse reaction. This means that for every molecule of C H 2 0 (or its equivalent in otherorganic matter) that is buried and not burned up by respiration, one molecule of 02 is left in
 the air.
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the crust than is present in the entire living biosphere. Put another way,

this means that the entire living world accounts for just 0.004 per cent of

the organic carbon currently present on or in the Earth. If all this organic

matter reacted with oxygen, then there would be no oxygen left at all. If a

mere 0.004 per cent of total organic carbon — in other words, just the

living biosphere — reacted with oxygen, then 99.996 per cent of the

atmospheric oxygen would be left over. Thus, even the most foolhardy

destruction of world forests could hardly dint our oxygen supply, though

in other respects such short-sighted idiocy is an unspeakable tragedy.

Buried organic matter takes the form of coal, oil and natural gas, as

well as less obvious remains mixed with sediments and minerals such as

iron pyrites or fool's gold. Ordinary sandstone rocks, which do not appear

to have any trapped carbon at all, typically contain a few per cent organic

carbon by weight. Because these rocks are so abundant, they actually

account for most of the organic carbon buried in the Earth's crust. Only a

small proportion of buried matter is accessible in the form of fossil fuels.

This means that, even if we succeeded in burning all the coal, oil and gas

trapped in the Earth's crust, we would still only deplete a few per cent of

atmospheric oxygen.

The original source of oxygen in the atmosphere was not biological

photosynthesis, however, but a chemical equivalent. Few processes show

more vividly the importance of the rate
 of a reaction, and the difference

that life can make. Solar energy, especially the ultraviolet rays, can split

water to form hydrogen and oxygen without the aid of a biological

catalyst. Hydrogen gas is light enough to escape the Earth's gravity.

Oxygen, a much heavier gas, is retained in the atmosphere by gravity. On

the early Earth, most of the oxygen formed in this way reacted with iron

in the rocks and oceans, locking it permanently into crust. The net result

was that water was lost, because after it had been split, the hydrogen

seeped into space and the oxygen was consumed by the crust instead of

accumulating in the air.

Over billions of years, the loss of water through the effects of ultra-

violet radiation is thought to have cost Mars and Venus their oceans.4


4 The Mars Global Surveyor, which has been orbiting the red planet since April 1999, has sentback detailed pictures of sedimentary rocks that NASA scientists say probably formed in



lakes and shallow seas. Erosional channels suggesting the presence of flowing water on Mars



sometime in the past were described long ago, but the new images provide the first solid



evidence that oceans once existed on Mars. Whether these oceans drained away under the



surface of the planet or evaporated into space, or both, is as yet unknown.
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Today, both are dry and sterile, their crusts oxidized and their atmo-

spheres filled with carbon dioxide. Both planets oxidized slowly, and

never accumulated more than a trace of free oxygen in their atmospheres.

Why did this happen on Mars and Venus, but not on Earth? The critical

difference may have been the rate of oxygen formation. If oxygen is

formed slowly, no faster than the rate at which new rocks, minerals and

gases are exposed by weathering and volcanic acitivity, then all this

oxygen will be consumed by the crust instead of accumulating in the air.

The crust will slowly oxidize, but oxygen will never accumulate in the air.

Only if oxygen is generated faster than the rate at which new rocks and

minerals are exposed can it begin to accumulate in the air.

Life itself saved the Earth from the sterile fate of Mars and Venus. The

injection of oxygen from photosynthesis overwhelmed the available

exposed reactants in the Earth's crust and oceans, allowing free oxygen to

accumulate in the atmosphere. Once present, free oxygen stops the loss of

water. The reason is that it reacts with most of the hydrogen split from

water to regenerate water, so preserving the oceans on Earth. James Love-

lock, father of the Gaia hypothesis and a rare scientific mind, estimates

that today, with oxygen in the air, the rate of hydrogen loss to space

is about 300000 tons per year. This equates to an annual loss of nearly

3 million tons of water. Although this may sound alarming. Lovelock

calculates that at this rate it would take 4.5 billion years to lose just 1 per

cent of the Earth's oceans. We can thank photosynthesis for this protec-

tion. If ever life existed on Mars or Venus, we can be sure that it never

learnt the trick of photosynthesis. In a very real sense, our existence today

is attributable to the early invention of photosynthesis on Earth, and the

rapid injection of oxygen into the atmosphere through the action of a

biological catalyst.

How life began on earth is beyond the scope of this book. Interested

readers should turn to the writings of Paul Davies, Graham Cairns-Smith

and Freeman Dyson, listed in Further Reading. Let us accept that life

evolved in the oceans of an Earth shrouded in an atmosphere of nitrogen

and carbon dioxide, but with as yet only trace amounts of oxygen. Photo-

synthesis probably evolved early. We will return in Chapter 7 to the

theme of how and why this happened. For now, we wish to chart how life

responded to the challenge of rising oxygen levels, as photosynthesis
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years



Cambrian (plants and animals)
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Origin of life on Earth?



End of meteorite bombardment



Formation of the Earth



Figure 1: Geological timeline from the formation of the Earth 4.6 billion



years ago to the present day. Note the immense duration of the Precambrian



era. The first plants and animals appeared around the time of the Cambrian



explosion 543 million years ago. The extinction of the dinosaurs was about



65 million years ago.
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pumped out oxygen into the air and the oceans. Did oxygen pollution

bring about an apocalyptic extinction, as proposed by Lynn Margulis and

others, or did it stimulate evolutionary innovations? So long after the

event, is there any evidence left to support either interpretation?

The gauntlet was thrown down as long ago as the 1960s by Preston

Cloud, one of the pioneers of geochemistry. Even after the large techno-

logical strides that the field has taken since then, his work and views still

cast a long shadow today. Cloud argued that the major events of early

evolution were coupled with changes in the oxygen content of the air.

Each time oxygen levels rose, life responded with exuberance. Cloud him-

self set three criteria to prove this hypothesis: we need to know exactly

how and when the oxygen levels changed; we need to show that the

adaptations of life happened at exactly the same time; and we need good

biological reasons for linking the change in oxygen levels to the evolu-

tionary adaptation. Just how far Cloud's hypothesis is true in the light of

new evidence is the focus of the next three chapters.

To make our quest more manageable, we will split Earth's history

into three unequal parts (Figure 1). First comes the Precambrian, that long

and silent age before there were any visible fossils in the rocks, excepting

a faltering experiment in multicellular life in the last few moments. Next

comes the so-called Cambrian explosion, when multicellular life exploded

into the fossil record like Athena from the head of Zeus, fully formed and

wearing armour (shells in their case). Finally the Phanerozoic arrives, our

'modern' age of land plants, animals and fungi, when trilobites, ammon-

ites, dinosaurs and mammals pursued each other in geologically swift

succession. The conditions that enabled such an explosion of multi-

cellular life were all set in the Precambrian period. We will deal with this

period in Chapter 3, therefore, and with the Cambrian explosion and the

Phanerozoic in Chapters 4 and 5, respectively.
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Silence of the Aeons



Three Billion Years of Microbial Evolution



T is NEXT TO IMPOSSIBLE FOR
 us, with our historical perspective

honed to decades or centuries, to conceive of the vast tract of time that

ebbed away during the Precambrian era. We are dealing with a period

that spanned 4 billion years — nine-tenths of the total duration of the

Earth. Imagine that we are rocketing backwards through time at a rate of

one millennium per second. In two seconds, we will have returned to the

time of Christ, in ten seconds to the birth of agriculture; in half a minute

we will see the first cave painters, and in less than two minutes we will

catch a glimpse of our ape-like ancestors shuffling across the African

savanna. Rushing backwards, the catastrophe that wiped out the dinosaurs

will unfold before our eyes in 18 hours time; and in 4Vz
 days we will have

prime seats for the opening drama of multicellular life in the Cambrian

explosion. Then we continue our journey in silence. In 44 days time, we

will have returned to the first mysterious stirrings of life, and in 53 days

the Earth will condense from a cloud of gas and dust.

For 40 days and 40 nights, in our compressed time scale, the Earth

was populated entirely by microscopic single-celled bacteria and simple

algae. With no real fossil record to bridle the imagination, it is not surpris-

ing that most of the pioneering efforts to understand the early history of

life were little better than speculation. How can we have any coherent idea

today of biochemical changes taking place in microbes that left little trace
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in the rocks, or of the oxygen concentration in a fleeting atmosphere long

gone? The answer is indeed written in the rocks, sometimes in micro-

scopic fossils, and sometimes in the molecular ghosts of ancient geo-

chemical cycles. More than this, the atavistic genes of modern organisms

often betray their evolutionary roots. The script written in the genes is

enigmatic, although obviously meaningful. Our only guide, a molecular

Rosetta stone, is the way in which the proteins encoded by the genes are

used today. If a protein such as haemoglobin, the red pigment of red

blood cells, is specifically designed to bind oxygen today, and we know

from genetic sequences that some bacteria also have a gene for a similar

protein, there is certainly a good possibility that our common ancestor

had it too. If so, we can infer that they too used the haemoglobin to bind

oxygen. If, instead, they used it for something else, the clue to what that

was may still be hidden in the structure of the molecule.

To understand the effect of oxygen on evolution, we need to trace

two stories in the rocks and the genes: the evolution of the microbes

themselves, and the timing and magnitude of the oxygen build-up in

the air. Before we begin, however, we will do well to bury a hatchet in a

particularly subversive double-headed ghoul. This is the common mis-

apprehension that evolution necessarily tends towards greater com-

plexity, and that microbes, being microscopic and without brains, are at

the bottom of the evolutionary pile. So many evolutionary biologists have

attacked the lay concept of evolution as a progression towards a higher

plane, and to so little avail, that one begins to wonder whether there is a

global conspiracy to thwart them. Two cautionary tales should provide a

clearer perspective on Precambrian evolution. The first challenges the

assumption that evolution tends towards greater complexity, while the

second argues that microbes are far from simple.

In 1967, Sol Spiegelman, a molecular biologist at the University of

Illinois, reported a series of experiments designed to establish the smallest

unit that could evolve by natural selection. He took a simple virus that

replicated itself using only a handful of genes, which consist of a string or

'sequence' of 4500 'letters'. The protein products of these genes subverted

the molecular machinery of infected cells to produce new viral particles.

Spiegelman wanted to see just how simple the viral life-cycle could

become if he provided the virus with all its raw materials in a test tube,

instead of a host cell with its complicated molecular machinery. He gave

his virus the main enzyme necessary for it to complete its life-cycle, and a

free supply of all the basic building blocks needed for it to copy its genes.
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The results were spectacular. For a while the virus replicated itself exactly,

preserving its original gene sequence. After a period, however, a mutation

caused part of one gene to be lost. Because this gene was only necessary

for the virus to complete its normal life-cycle in an infected cell, and was

not necessary in the test tube, the mutant virus could survive quite happily

without it. More than happily, in fact: the new gene sequence was shorter

than the old one, so the mutant virus could replicate itself faster than the

non-mutant viruses. This faster rate of replication allowed the mutants to

prevail over their competitors until they, too, were overtaken by a new

mutant, an even slimmer-line virus able to replicate itself still faster. In

the end, Spiegelman produced a degenerate population of tiny gene

fragments, which became known as 'Spiegelman's monsters'. Each little

monster was just 220 letters long. They could replicate at a furious speed

in the test tube, but could not hope to survive in the outside world.

The moral of the tale is simple. Evolution selects for beneficial adapt-

ations to a particular environment, and the simplest, fastest or most

efficient solution will tend to win out, even if this means that excess

baggage is jettisoned and organisms become less complicated. We now

realize that many simple single-celled organisms, which we once thought

were relics from a primitive age that had never evolved a complex lifestyle,

have instead lost their ancient sophistication. We touched on ferment-

ation in the last chapter. Far from being a simple energy-producing

system that was later displaced by more efficient mechanisms involving

oxygen, it seems that, as in the yeasts, fermentation is often a recent (in

evolutionary terms) adaptation to oxygen-free environments, and such

fermenters have actually lost their ancestors' ability to use oxygen.

My second cautionary tale illustrates the metabolic sophistication of

supposedly simple microbes. Humans and other large animals will quickly

suffocate and die without oxygen, because our bulk, a community of some

15 million million cells, precludes the use of any other type of respiration.

As a result, we are rather limited in the biochemical reactions we can carry

out, albeit very efficient at marshalling our limited resources. Some

microbes, however, can live using oxygen to respire, but if deprived of air

will simply switch to another way of satisfying their energy requirements

and continue without a glitch.

The bacterium 
Thiosphaera pantotropha

 is one such, and is about as far

removed as we can get from our sense of an evolutionary pinnacle: it lives

on faeces. Originally isolated in 1983 from an effluent-treatment plant, it

applies an extraordinary virtuosity to the extraction of energy from sewage.
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When oxygen is present, it extracts energy from a wide range of organic

and inorganic substrates by aerobic respiration. When conditions become

anaerobic, however, it can extract energy from thiosulphate or sulphide

using nitrogen oxides instead of oxygen. The only trick missing from this

metabolic cabaret is an ability to ferment. Such biochemical versatility

lends the bacterium great flexibility in lifestyle — it can switch from one

energy-producing process to another in response to sudden chemical

changes, which are brought about by the periodic injections of dissolved

oxygen used to speed up the decomposition of effluent in treatment

plants.

Curiously, genetic analysis of a wide range of living organisms

suggests that LUCA — the hypothetical bacterium proposed as the Last

Universal Common Ancestor, the greatest grandmother of all living things

in the world today — may have had a similar ability to switch between

different types of metabolism, nearly 4 billion years ago. Most of her

descendants appear to have lost their illustrious ancestor's flexibility. We

will return to this theme in Chapter 8.

The Precambrian, then, was a time of spectacular metabolic innova-

tion. Microbes learnt to harness the power of the Sun, as well as the

oxidizing power of oxygen, and to generate energy from an array of sul-

phur, nitrogen and metal compounds. The chemistry of these life-giving

reactions has sometimes left subtle traces — so-called carbon or sulphur

signatures — in sedimentary rocks, and occasionally, not at all subtly, in

the form of billions of tons of rocks. The metabolism of ancient microbes

was directly or indirectly responsible for our most important reserves of

iron, manganese, uranium and gold, to say nothing of the gold prospec-

tor's false nugget, iron pyrites. These rocks and ores were not deposited

continuously or synchronously, but at different times and under different

environmental conditions. Their sequence has been carefully recon-

structed through precise radioactive dating, and together the findings open

a colourful window on oxygen and life in the formative years of our planet.

The first signs of life in rocks are found in the same Greenland rocks

that we discussed in Chapter 2, and take the form of an anomaly in the

proportions of different carbon isotopes they contain. This important

finding was reported in the journal Nature
 in 1996 by a NASA-funded

doctoral student, Stephen Mojzsis, and his colleagues at the Scripps

Institution of Oceanography at La Jolla in California. The interpretation of
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these carbon signatures in rocks is so important to our story that it is worth

explaining what they are and why they are there. Not only do carbon

isotopes preserve a record of the triumphs and tribulations of life, but their

shifting proportions can permit surprisingly quantitative estimates of the

changes in the atmospheric composition of the ancient Earth.

There are several different atomic forms of carbon (as opposed to

molecular forms such as diamond or graphite). These atomic variants are

called isotopes.
 Each carbon isotope has six protons in the nucleus, giving

them all an atomic number of six. This means they are all carbon and all

have exactly the same chemical properties. But the carbon isotopes differ

in the number of neutrons in their nuclei and so vary in their atomic

weight. The more neutrons they have, the heavier the atoms. Carbon-12,

for example, has six neutrons, giving it an atomic weight of 12 (6 protons

+ 6 neutrons), whereas carbon-14 has 8 neutrons, giving it an atomic

weight of 14 (6 + 8).

Carbon-12 is by far the most abundant carbon isotope on Earth

(accounting for 98.89 per cent of the total) and has an honourable place

in chemistry as the standard against which the relative weights of all

other elements are measured. The carbon-12 nucleus is stable and does

not decay. In contrast, carbon-14 is produced continuously in minute

amounts (about 1 part in 1 0 1 2 ; one part in a million million) in the upper

atmosphere, through the bombardment of cosmic rays. The unstable

carbon nuclei formed decay through radioactive emissions at a fixed rate.

The half-life (the time taken for half the total mass to decompose) is

exactly 5570 years. This short time period (in geological terms) makes

radiocarbon dating useful for determining the age and authenticity of

prehistoric remains or historical documents, such as the Dead Sea scrolls

and the Turin shroud.1

Fascinating as it is, carbon-14 has no further place in our story. It is

the other main isotope of carbon, carbon-13, that concerns us here.

Unlike carbon-14, carbon-13 has a stable nucleus and does not decay. In

this respect, it is similar to carbon-12. The total amount of carbon-13 in

the Earth and its atmosphere is therefore constant (1.11 per cent of the


1 Carbon-14 is dispersed throughout the atmosphere and absorbed by living plants in photo-



synthesis, then eaten by animals, in proportion to its abundance in carbon dioxide. This



abundance remains roughly constant because in the long term the rate of formation



balances the rate of decay. When plants and animals die, however, the cessation of gas



exchange or breathing means that their tissues are no longer in equilibrium with the



atmosphere, so their carbon-14 content declines in proportion to the rate of radioactive



decay; older organic compounds therefore contain less carbon-14.
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total). This means that the overall ratio of carbon-12 to carbon-13 on or in

the Earth is constant (99.89 to 1.11). In other words, if we add up the total

amount of carbon in plants, animals, fungi and bacteria, and buried as

coal, oil and gas, and present in the air as carbon dioxide, and dissolved in

the oceans and swamps as carbonates, and petrified as carbonate rocks

(such as limestone), then we will find that the overall ratio of stable

carbon isotopes is 99.89 to 1.11.

Despite this fixed ratio, there are still some small but definite vari-

ations in the ratio of carbon-12 to carbon-13 in the carbon buried in the

rocks. These variations are brought about by living things, and so far as

we know, only
 by living things. The reason is that photosynthetic cells

using carbon dioxide from the air or sea to make organic matter prefer to

use carbon-12. This is because the lighter carbon-12 atoms have a slightly

greater vibrational energy, which means that a smaller input of energy

(activational energy) is needed for a reaction to take place. The reactions

of the carbon-12 isotope are therefore catalyzed more quickly by enzymes

than those of the heavier (less vibrational) carbon-13 isotope. The faster

rate at which carbon-12 bonds are cracked means that organic matter

becomes enriched in carbon-12 relative to carbon-13. In fact, the ratio of

carbon-12 to carbon-13 is skewed towards carbon-12 by an average of 2 or

3 per cent compared with the unadulterated background ratio.

When the remains of plants, algae or cyanobacteria are buried in

sediments, their extra carbon-12 is buried with them. Because the buried

organic matter is enriched in carbon-12, it is impoverished in carbon-13.

This means that more carbon-13 is left behind as carbonates in the oceans

or rocks, or as carbon dioxide in the air. This is called the principle of mass

balance - which simply says that what is buried below the ground cannot

be found above the ground. The implications of this elementary idea have

a surprisingly long reach. Both carbon-12 and carbon-13 are incorporated

into carbonate rocks (such as limestone) in a ratio that reflects their rela-

tive concentration in the oceans. As more carbon-12 is buried as part of

organic matter, more carbon-13 is left behind in the oceans, and so the

carbonate rocks have a relatively high content of carbon-13. Thus bio-

logical activity is betrayed in two different ways: by an enrichment of

carbon-12 in buried organic matter, such as coal, or by an enrichment of

carbon-13 in carbonate rocks such as limestone.

Geological periods conducive to carbon burial, such as the Carboniferous

(about 300 million years ago) with its huge, low-lying swamps and
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massive coal seams, leave robust carbon-12 signatures in organic inclu-

sions such as coal in the rocks. The farther back in time we go, the harder

it is to read carbon signatures, if only because less and less organic matter

survives intact. Eventually, the samples shrink to the size of grains and

require sophisticated equipment to read them. With this in mind, Steven

Mojzsis and colleagues set about studying the ancient Greenland rocks,

determined to think small. Their approach brought swift rewards: they

found minute carbon residues trapped inside grains of a calcium phos-

phate mineral called apatite. Apatite can be secreted by microorganisms,

but can also crystallize inorganically from the oceans, so the association

of carbon with apatite is, in itself, no more than suggestive of life. When

the Scripps team examined the carbon-isotope ratios, however, the results

were startling. The carbon inclusions were enriched in carbon-12 by as

much as 3 per cent over the normal background ratio. As a leading

geochemist, Heinrich Holland, remarked in the journal Science:
 "the most

reasonable interpretation of the data is surely that life existed on earth

more than 3.85 billion years ago." Not only this, but life may even have

discovered the trick of photosynthesis, which is, after all, the main source

of carbon signatures today.

Is this credible? Other pieces of evidence fit the same story. Moving

forward a mere 300 million years, to the 3.5-billion-year-old rocks in

Warrawoona in Western Australia, we find microscopic fossils that resem-

ble modern cyanobacteria. Throughout the Precambrian period, most

cyanobacteria lived in communal structures called stromatolites: great

domes of living rock, which grew to heights of metres. A few living

stromatolites are still found today in the right conditions — in Shark Bay

in Western Australia, for example. Nearby, shapes resembling modern

stromatolites are imprinted in rocks 3.5 billion years old. There is little

evidence of geothermal activity, past or present, in these bays, so it seems

likely that the microbes living in these ancient stromatolites gained their

energy from photosynthesis, just as they do today. While none of these

findings is conclusive on its own,
 when taken together, the carbon sig-

natures, microfossils and fossil stromatolites do make it look as if photo-

synthetic bacteria were already colonizing the early Earth at least 3.5

billion years ago.

The earliest definitive evidence for the existence of cyanobacteria

must wait another 800 million years. We are now 2.7 billion years before

the present, floating in the shallows of an ocean that was soon to precipi-

tate some of the largest iron-ore formations in the world. Today we can
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visit these iron formations in the Hamersley Range, near Wittenoom in

Western Australia. For such old rocks, they have suffered relatively little

chemical and physical change, called metamorphosis by geologists. Heat

and pressure, the twin forces of metamorphosis, tend to destroy flimsy

biological molecules. Because the Hamersley Range had suffered so little

metamorphosis, Jochen Brocks and his colleagues at the Australian Geo-

logical Survey and University of Sydney, held out hope that a few ancient

molecules — characteristic biological fingerprints called biomarkers —

might have survived intact in the shales underlying the iron formations.

After conducting a painstaking series of extractions and laboratory tests to

eliminate the possibility of contamination with more recent molecules,

their hopes were rewarded in full when they discovered a rich mixture of

recognizable biomarkers. Their work was promptly published in Science
 in

August 1999, with a flurry of commentary. Not only had the Australian

surveyors found fingerprints diagnostic of cyanobacteria — that is,

molecules found only in cyanobacteria — they also found a large number

of complex steranes, a family of molecules derived from sterols such as

cholesterol, which have only ever been found in the cell membranes of

our own direct ancestors, the single-celled eukaryotes.

The finding was a double whammy: proof that oxygen-producing

cyanobacteria and the first representatives of our own eukaryotic ances-

tors coexisted not less than 2.7 billion years ago. The earliest known

fossils of eukaryotic cells date to about 2.1 billion years ago, so Brocks

and his colleagues had pushed back the evolution of the eukaryotes 600

million years. This is significant in terms of the environment that must

have existed to support these cells. Apart from anything else, the bio-

synthesis of sterols is an oxygen-dependent process, requiring more than

a trace of oxygen in the atmosphere. Modern eukaryotes can only syn-

thesize sterols if given at least 0.2 to 1 per cent of the present atmospheric

levels of oxygen, and there is no reason to suppose that their ancestors

were any different. If the cyanobacteria had indeed evolved between 3.5

and 3.85 billion years ago, as was suggested by the fossil evidence in the

Warrawoona rocks and the carbon signatures, it is quite plausible that

some free oxygen could have accumulated in the atmosphere by this

time. But did this increase in oxygen correspond exactly in time to the

evolution of the eukaryotes? And if so, did the rise in oxygen in fact

stimulate their evolution?
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Trends in carbon-isotope ratios can be used, in principle, to calculate

changes in atmospheric oxygen. This is because the burial of organic

matter prevents the complete oxidation, by respiration, of the carbon

produced by photosynthesis. As photosynthesis and respiration are essen-

tially reverse reactions, the one generating and the other consuming

oxygen, any increase in the amount of carbon buried should lead to an

equivalent increase in the amount of free oxygen left over in the air. If we

know exactly how much carbon was buried at any one time, then, in

principle, we can calculate how much oxygen must have been left in the

air. In practice, however, unless we can be certain that the rate of oxygen

removal by volcanic gases or the erosion of land masses remains constant,

all we can say is that there was a qualitative increase in oxygen. During

recent geological history, the younger rocks preserve a detailed history of

environmental change, and we are sufficiently familiar with most of the

important parameters to calculate oxygen levels on the basis of carbon

burial, as we shall see in Chapter 5. Unfortunately, this approach is unreli-

able when dealing with the very ancient Precambrian period — there are

so many uncertainties that, at best, we only get a sense of the direction of

change. For a more quantitative estimate, we must employ other methods.

One clue to oxygen levels during this period is to be found in the very

same iron formations that overlie the shales of the Hamersley Range.

Massive sedimentary iron formations were deposited here and around the

world in alternating bands of red or black ironstone (haematite and

magnetite, respectively), and sediment, typically flint or quartz. The indi-

vidual bands range in depth from millimetres to metres, while the forma-

tions themselves can be up to 600 metres [approximately 2000 feet] thick.

Most of these formations were deposited between 2.6 and 1.8 billion years

ago, but sporadic outcrops range in age from 3.8 billion to 800 million

years.

Today, after the exhaustion of most premium ore deposits, the

banded iron formations are by far the world's richest source of low-grade

iron ore. According to the US Geological Survey, world iron-ore resources

still exceed 800 billion tons of crude ore, containing more than 230 bil-

lion tons of iron, much of which comes from Australia, Brazil and China.

Of this total, at least 640 billion tons were laid down between 2.6 and 1.8

billion years ago. The Hamersley formation alone contains 20 billion tons

of iron ore, with 55 per cent iron content.

Exactly how these iron formations came into being, or why they

should be banded, is a mystery. Or rather, there are so many possible
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explanations, and so little evidence to support one theory over another,

that few geologists would be bold enough to attempt a categorical explana-

tion. There have nonetheless been some imaginative attempts. Ancient

superstition held that large deposits of haematite (from the Greek 'blood-

like') formed from the streams of blood that flowed into the ground after

great battles. More scientifically, the banding of ironstones has been

attributed to cyclical extinctions of algal populations, overcome by their

own toxic oxygen waste. Neither theory has much credence. In fact, there

is no reason to suppose that all the formations were produced in the same

way, especially those separated by deep gulfs of time. But some general

principles do apply to them all, and these reveal something of the con-

ditions under which they must have formed. Most importantly, no

banded iron formations have been deposited since atmospheric oxygen

approached modern levels. Because iron does not dissolve in the presence

of oxygen, the immediate implication is that the oceans were oxygen-free

before the deposition of the banded iron formations, and too well aerated

to support their formation in later times. To tease the truth out of this

implication, we will need to look at the behaviour of iron in a little more

detail.

Only the Earth's core, and meteorites, contain pure iron. Tools made from

meteoritic iron are an expensive curiosity. All iron in ores from the Earth's

crust is oxidized to some extent, although we shall see that iron in the

oxidized state does not always imply the presence of oxygen. There are

two main forms of iron in nature, ferrous iron (Fe2+), which tends to be

soluble, and the more highly oxidized ferric iron (Fe3+), best known in the

guise of rust (ferric oxides), which is insoluble.2 In the presence of oxygen,

soluble ferrous iron is oxidized to insoluble rust. Not surprisingly, there is

very little iron dissolved in today's well-ventilated oceans, as oxygen

snatches electrons from dissolved iron and the ferric oxide compound

precipitates out as rust before any iron build-up can occur. One exception

is the poorly ventilated floor of the Red Sea, where dissolved iron is

enriched to 5000 times normal levels, and only bacteria can survive. The

early Precambrian oceans must have been similar in this respect: in the

absence of oxygen, dissolved iron from volcanic emissions and erosion

could have accumulated to very high levels.


2 The two forms differ in their degree of oxidation, ferric iron (Fe 3 + ) being more oxidized thanferrous iron (Fe2+).
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A second modern example gives an idea of what might have

happened next. The Black Sea is the largest body of poorly oxygenated

water in the world, and is stratified into two layers. The surface waters are

well oxygenated to depths of about 200 metres [656 feet], and if not

fished to oblivion support a teeming ecosystem, including the famous

caviar sturgeon. In contrast, the deeper waters, which account for 87 per

cent by volume of the Black Sea, are stagnant and cannot support animal

life (with the sole exception, it seems, of nematode worms, the only

known animal that can complete its life cycle in the absence of oxygen).

The current state of the Black Sea seems to have developed about 7500

years ago, several thousand years after the end of the last ice age, in an

event that has been linked to Noah's Flood by the marine geologists

William Ryan and Walter Pitman of Columbia University. As the great

land glaciers melted, the sea level around the world rose by several hun-

dred feet. The Black Sea, however, was isolated in its own basin by a land

bridge across the Bosphorus, and the glacial meltwater did not affect its

depth as much as that of the surrounding seas. The basin was left low and

dry, so to speak, well below sea level, as is the Dead Sea today.

Whether as the consequence of an earthquake, or stormy weather, or

the pressure of the rising Mediterranean, the land bridge spanning the

Bosphorus finally collapsed with a roar that must have sounded like the

wrath of God. This, say Ryan and Pitman, was the reality of Noah's flood.

Salt water poured into the low Black Sea basin at an estimated rate of 10

cubic miles [42 million cubic metres] per day — a cascade 130 times greater

than the Niagara Falls. The villages clinging to the shores were drowned

beneath the Mediterranean waters, they say, in a catastrophe whose

memory reverberated around the ancient world. An area the size of

Florida was added to the existing lake.

Since biblical times, the shallow, tideless straits of the Bosphorus have

impeded mixing of the brackish Black Sea water with the saline water of

the Mediterranean. The denser saline sinks to the bottom, and the undis-

turbed bottom waters rarely come into contact with the air. The only

living things that thrive in these depths are anaerobic (oxygen-hating)

bacteria. Many of these are sulphate-reducing bacteria, which generate

the noxious gas hydrogen sulphide as a waste product. Because hydrogen

sulphide reacts with any oxygen percolating down, the depths remain

anoxic and the stratified system, once established, sustains itself. The

build-up of hydrogen sulphide makes the deep waters of the Black Sea

stink of rotten eggs, and stains the mud on the bottom black, giving the
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sea its modern name. Its ancient name, the Euxine, lends itself to the term

euxinic, which refers to any foul-smelling sulphidic body of water, lack-

ing oxygen, movement and animal life in the depths.

The Black Sea, although the largest, is not the only euxinic body of

water on the planet. Similar conditions occur in some Norwegian fjords

that are separated from the open ocean by shallow glacial sills. Even the

oceans occasionally develop euxinic conditions. Climatic conditions

sometimes conspire to cause an upwelling of nutrient-rich bottom waters

to the surface. Here, the combination of plentiful nutrients and bright

sunlight stimulates an algal bloom, leading to a massive but transient

increase in biomass. As the nutrients are exhausted, the algae die and sink

to the bottom. Their decay consumes oxygen faster than it can be replen-

ished by currents or diffusion from the oxygen-rich surface waters. These

oxygen-poor conditions stimulate a second bloom, this time of oxygen-

hating sulphate-reducing bacteria, which release hydrogen sulphide as they

break down the organic matter. Stagnant conditions may set in for periods

of months until the supply of decaying organic matter is exhausted. Occa-

sionally, the stagnant waters well up to the surface, releasing hydrogen

sulphide gas into the atmosphere. One such upwelling occurred in St

Helena Bay near Cape Town in South Africa in 1998, provoking furious

and misguided complaints about the smell of rotten sewage in the air.

Such combinations of circumstances may explain the genesis of

banded iron formations. Back in Precambrian times, the low levels of

atmospheric oxygen must have kept the oceans permanently euxinic. The

surface waters, however, were home to photosynthetic bacteria at least

2.7 billion years ago, and perhaps as long as 3.8 billion years ago. As hap-

pens today, there must have been frequent upwellings of the bottom

waters, bringing dissolved nutrients and iron into contact with the photo-

synthetic bacteria living in the surface layers. If these bacteria were cyano-

bacteria, as suggested by the biomarkers in the Hamersley Range, then

they would have been producing oxygen as a waste product of photo-

synthesis. In such oxygen-rich waters, dissolved iron welling up to the

surface would have precipitated out as rust, and sunk to the bottom of the

ocean to form beds of red haematite and black magnetite.

If this was the case, the banding of ironstones with flint or quartz

could have been produced by seasonal influences, such as higher rates of

photosynthesis (and therefore oxygen production) in the summer than in

the winter, or seasonal upwellings according to climatic variations. The

seasonal fluctuations in iron deposition would have been set against a
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steady precipitation of silica. This could not happen today. There is little

dissolved silica in the modern oceans: it is extracted by some algae and

lower organisms for use in their 'skeletons'. However, in the days when

bacteria ruled the waves, silica was not used in this way, and so must have

continuously exceeded its solubility limit of about 14-20 parts per mil-

lion. It would have precipitated in a steady rain to form thick beds of flint

or quartz, alternating with seasonal beds of ironstone.

Although this is, perhaps, the most widely accepted model of banded

iron formation, there are still some difficulties with it. The oldest iron

formations, 3.8 billion years old, were surely formed before oxygen began

to accumulate. Furthermore, most of the ironstones around the world do

not consist of simple iron oxides such as haematite, as might be expected

if oxygen levels were genuinely high and the reactions were no more than

bucket chemistry. There are other biological mechanisms that can oxidize

iron without any requirement for free oxygen. One was described in 1993

by Friedrich Widdel and his colleagues at the Max Planck Institute for

Marine Microbiology in Bremen. They isolated a strain of purple bacteria

from lakeside sediments which could use the energy from sunlight to

produce iron ores without requiring free oxygen. The main product of the

bacterial reaction is a brownish rust-like deposit, ferric hydroxide, which

is commonly found in banded iron formations. Widdel argued that the

same seasonal upwellings that brought nutrients and iron to the sunny

surface waters could have stimulated great bursts of iron-ore formation by

purple bacteria. Thus, while the presence of cyanobacteria and rusting

iron in banded iron formations suggests that free oxygen may have

played a role in their genesis, Widdel and his colleagues have shown that

some iron formations could have been formed by purple bacteria in the

absence of oxygen. Despite their promise, then, banded iron formations

cannot give us a quantitative estimate of oxygen levels in the air during

this period.

One possible solution to the problem of exactly when oxygen levels rose

has been put forward by Donald Canfield of the University of Southern

Denmark, a leading authority on Precambrian oxygen levels, in a series of

papers published in 
Science

 and 
Nature.

 Canfield turned, rather elliptically at first sight, to the oxygen-hating sulphate-reducing bacteria that produce hydrogen sulphide under stagnant conditions, to estimate the

timing of the increase in atmospheric oxygen. His rationale was founded

on two observations.
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First, sulphate-reducing bacteria gain their energy from a reaction in

which hydrogen reduces sulphate to produce hydrogen sulphide.

Although sulphate (S042~) is found at high levels in modern sea water (at

about 2.5 grams per litre) it should not have been plentiful in the early

Precambrian period, as its formation requires the presence of oxygen. This

premise is supported by the absence of sulphate evaporites, such as gyp-

sum, from the early Earth. If sulphate can only form in the presence of

oxygen, then the sulphate-reducing bacteria could not have established

themselves until there was some oxygen in the atmosphere. We can

go further: because low sulphate is a rate-limiting factor for sulphate-

reducing bacteria, virtually precluding their growth in freshwater lakes,

their activity depends on the concentration of sulphate. This in turn

depends on the concentration of oxygen. Put another way, even though

sulphate-reducing bacteria are strictly anaerobic — they are actually killed

by oxygen — they cannot exist in a world without oxygen, and their

activity is ultimately governed by oxygen availability.

The second observation applied by Canfield relates to sulphur iso-

topes. Just as photosynthesis leaves a carbon signature in the rocks, the

sulphate-reducing bacteria similarly discriminate between the two stable

isotopes of sulphur, sulphur-32 and sulphur-34. As with carbon isotopes,

the lighter sulphur-32 atoms have a slightly greater vibrational energy,

and so their reactions are catalyzed more quickly by the action of

enzymes. Sulphate-reducing bacteria therefore produce hydrogen sul-

phide gas enriched in sulphur-32, leaving more sulphur-34 behind in the

oceans. In some conditions, both the hydrogen sulphide and sulphate

can precipitate from the oceans to form rocks. Sulphur signatures can be

read in these rocks. In particular, and perhaps surprisingly for those who

still do not associate minerals with life, hydrogen sulphide reacts with dis-

solved iron to form iron pyrites, which then sinks to the bottom sedi-

ments. Iron pyrites can be formed by either volcanoes or bacteria. Against

the consistent, unadulterated ratio of sulphur isotopes from volcanoes,

the hand of biology signs off with a clear signature — in other words, a

distortion in the natural balance of isotopes.

Canfield examined the sedimentary iron pyrites deposited during the

Precambrian period for sulphur signatures, and found them. The first

signs of a skewing in the sulphur-isotope ratios date to about 2.7 billion

years ago, implying there was a build-up of oxygen at this time. Interest-

ingly, this is very close to the date given to the first eukaryotic cells in the

Hamersley shales by Jochen Brocks and his colleagues. After this, little
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changed for half a billion years. Then, around 2.2 billion years ago, there

was an abrupt rise in the sulphur-32 content of iron pyrites, suggesting

that the amount of sulphate in the oceans must have risen to the point

where they could support a much larger population of sulphate-reducing

bacteria. This, in turn, indicates that much more oxygen must have been

available to produce the sulphate. Thus Canfield's work implies that there

was a small rise in oxygen levels 2.7 billion years ago, followed by a much

larger rise about 2.2 billion years ago.

Unequivocal evidence of free oxygen in the air and oceans requires proof

of oxidation on land, as changes wrought by the thin air cannot be

obscured or confounded by the rich biology and chemistry of the oceans.

More than a billion years before the invasion of the land by plants and

animals, the terrestrial populations of microbes could not have compared

in abundance or diversity with their marine cousins. The widespread rust-

ing of iron minerals on land is therefore the most tangible evidence we

have for oxygen in the atmosphere. These rusting iron minerals are found

in fossil soils (palaeosols), and in the so-called continental red-beds.

In a classic series of measurements, the geochemists Rob Rye and

Heinrich Holland from Harvard University examined the iron content of

ancient fossil soils, and used these measurements to estimate the period

when oxygen built up in the air. Their reasoning was as follows. Because

iron dissolves in the absence of oxygen, but is insoluble in the presence of

oxygen, iron could leach out of very ancient soils (when there was no

oxygen in the air) but became trapped in more recent soils (when oxygen

was present in the air). By measuring the iron content of fossil soils,

Holland and Rye estimated that a large rise in atmospheric oxygen took

place between 2.2 and 2 billion years ago. From the amount of iron left


in the fossil soils, as well as its rustiness — its oxidation state — they

estimated that the concentration of atmospheric oxygen at this time

probably reached 5 to 1
 8 per cent of present atmospheric levels.

In terms of timing, these findings are corroborated by the appearance

of continental red-beds between 2.2 and 1
 .8 billion years ago. These

sandstone rock formations were probably formed by free oxygen reacting

with iron in the rocks during the erosion of mountain ranges. Rivers

must have run red as they flowed over the barren surface of the Earth, a

scene that conjures up images of nuclear winter. Rather than being

washed out to sea, some eroded minerals deposited in valleys and alluvial
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plains, ultimately forming the beds of red sandstone. Because the red-beds

were formed from eroded minerals, however, we cannot use them to

estimate the concentration of oxygen in the air, only the timing.3 The

timeline from the first carbon signatures in Greenland rocks to the forma-

tion of the red-beds is shown in Figure 2.

A bizarre microbial relic also attests to a rise in free oxygen around

2 billion years ago: the natural nuclear reactors at Oklo, in Gabon, West

Africa. The solubility of uranium, like iron, depends on oxygen. But

unlike iron, uranium becomes more soluble, rather than less, in the

presence of oxygen. The chief uranium mineral found in rocks older than

about 2 billion years is uraninite, but this ore is very rarely found in

younger rocks. The sudden transition is associated with the rise in oxy-

gen. What seems to have happened is that, as the oxygen levels increased,

oxidized uranium salts leached out of uraninite ores in the rocks and

washed away in streams. Their concentration cannot have been higher

than a few parts per million.

In Gabon, 2 billion years ago, several streams converged on shallow

lakes encrusted with bacterial mats, similar to the mats that still exist

today in the geyser pools at Yellowstone National Park in the United

States and elsewhere. Some of the bacteria that lived in these mats had a

penchant for soluble uranium salts as an energy source. They converted

the soluble uranium back into insoluble salts, which precipitated out in

the shallow water beneath them. Over the next 200 million years or so,

the bacterial mats deposited thousands of tons of black uranium ore in

their lakes.

There are two main isotopes of uranium, both radioactive, as most

of the Cold War generation knows. Uranium-238 has a long half-life of

4.51 billion years. Half the uranium-238 that was present when the Earth

condensed from its cloud of radioactive dust is still out there somewhere.

Its sister isotope, uranium-235, decays much faster, with a half-life of

about 750 million years. Most uranium-235 has therefore already decayed

into its daughter elements, by emitting neutrons. If one of these neutrons

hits a nearby uranium-235 nucleus, however, the effect is to split the

nucleus into one or more additional neutrons, plus large fragments of

roughly equal mass, with a liberation of energy equal to the total loss of


3 The red colour of the continental red-beds shows that the iron was completely oxidized, as



would be expected for deposits of eroded debris that had been exposed to the air for an



indeterminate, but probably lengthy, period. Because there is no spectrum of oxidation, we



cannot estimate the atmospheric oxygen levels from the red-beds.
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mass. (Energy is related to mass according to Einstein's famous equation


E = mc2.)
 If the uranium-235 atoms are closely packed together, there is a

good chance that the newly emitted neutrons will hit more uranium-235

nuclei. In these circumstances, a chain reaction — nuclear fission — can

take place, potentially causing a nuclear explosion.

For nuclear fission to take place, uranium-235 must be enriched to

at least 3 per cent of the total mass of uranium. Today, uranium-235

accounts for only 0.72 per cent of uranium by mass, so we must enrich it

ourselves if we wish to build a nuclear power station or an old-fashioned

uranium atom bomb. Two billion years ago, however, less uranium-235

had already decayed. Its content in uranium ores would have been higher

— in fact about 3 per cent. The uranium-loving bacteria in Gabon there-

fore stockpiled enough ore enriched in uranium-235 to start a nuclear

fission chain reaction. This, at any rate, was the conclusion of the French

secret service in 1972. There had been something of a panic when

uranium ores mined along the Oklo River, near the border with the Congo

Republic, turned out to be depleted in uranium-235. Some consignments

had less than half the expected 0.72 per cent uranium-235. In an Africa

still emerging from colonial rule and beset by civil unrest, the implication

that some tribal group had stolen enough uranium to make a nuclear

bomb did not bear thinking about. The French threw everything at the

problem, and it was not long before a large team of scientists from the

French Atomic Energy Commission solved the case.

Samples of the Oklo ores showed clear relics of spent radioactive

fission, even when they were extracted from undisturbed seams. Instead

of decaying naturally, tons of uranium-235 had fissioned away in half a

dozen separate locations, producing a million times the power of natural

decay. The natural reactors in Gabon had apparently been sustained for

millions of years by a steady flow of water from the streams that fed into

the ancient uranium lakes. Water slows the speed of neutrons, reflecting

them back into the core of the reactor, so instead of quelling the inner

fires, water actually promotes nuclear fission. The streams did more than

this, however — they also acted as safety valves against nuclear explosion.

Whenever the chain reactions approached danger levels, water boiled off,

allowing neutrons to escape. This scuttled the chain reactions and shut

down the reactors until flow was re-established. There is no evidence of a

nuclear explosion. The entire system was finally buried beneath sedi-

ments where it remained undisturbed until the arrival of the French, a

testament to the ingenuity of bacteria 1.8 billion years before Enrico
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Fermi and his Chicago team applied their genius to making the first man-

made atomic bomb; and indeed a testament to the potential long-term

safety of burying nuclear waste.

What of the catastrophic mass extinction, the oxygen holocaust described

by Lynn Margulis (see Chapter 2, page 19)? There is no trace of a holo-

caust in the rocks. Far from being a profound and debilitating challenge,

the appearance of oxygen seems to have driven the evolution of new

forms of metabolism, and new branches in the tree of life, as argued by

Preston Cloud in the 1960s (see Chapter 2). But why did it take so long for

oxygen to accumulate, despite more than a billion years of continuous

production by cyanobacteria? To put it into context, this interlude is twice

as long as the entire modern era of plants and animals (the Phanerozoic),

or for that matter IS times as long as the period since the demise of the

dinosaurs. Is this long gestation perhaps hidden evidence of a difficult

adaptation, concealing the throes of life as it struggled to cope with a

poisonous gas? It seems unlikely. A number of speculations can explain

the delay; for example, iron-loving bacteria may have dominated the

ecosystem until the iron ran out, or the cyanobacteria may have been

restricted to shallow-water stromatolite communities that absorbed as

much oxygen as they produced, because of the presence of non-photo-

synthetic oxygen-respiring bacteria. The most likely explanation is simply

that there was no change for a billion years because a stable equilibrium

persisted for that time.

The long stasis was finally shattered by an apocalyptic climate

change about 2.2 to 2.3 billion years ago. The Earth plummeted into the

first ever ice age. This was no trivial ice age, to be compared with the

recent Pleistocene cold snap, but a global freeze that may have covered

the tropics in glaciers a kilometre [3280 feet] thick — in Joseph Kirsch-

vink's memorable phrase, a 'snowball Earth'. What made the pleasant

Precambrian climate collapse so violently is not known. One theory,

argued by the sometime NASA geochemist James Kasting, is that the

appearance of free oxygen itself brought about the freeze. As it built up in

the air, oxygen would have reacted with methane (produced in large

amounts by bacteria), and so removed this important greenhouse gas

from the early atmosphere. As the greenhouse effect was undermined,

temperatures plummeted and the Earth succumbed to the grip of an ice
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age. Kasting's theory has been advocated by James Lovelock among

others, who claims an important role for methane-producing bacteria in

his books on Gaia, but at present the theory suffers from lack of strong

supporting evidence.

Whatever the reason, there is no doubt that the Earth plunged into a

serious ice age about 2.3 billion years ago. It was to last for 35 million

years. Hard on the heels of this ice age the planet was racked by a period

of heightened tectonic activity, leading to major continental rifting and

the uplift of mountain belts on a scale comparable with the Andes.

Joseph Kirschvink, a specialist in palaeomagnetism at Caltech (the

California Institute of Technology) is a leading advocate of the snowball

Earth theory, and one of its most thoughtful commentators. He argues

that, after the glaciers finally melted, the stones and mineral dust scoured

out by glacial erosion would have filled the oceans with minerals and

nutrients, stimulating a cyanobacterial bloom and a rise in oxygen. As

evidence for this claim, Kirschvink and his co-workers cite a huge deposit

of manganese ore in the Kalahari desert in southern Africa, dated to right

after the end of the snowball Earth. The Kalahari manganese field con-

tains some 13.5 billion tons of manganese ores, or about 4 billion tons of

manganese, making it by far the world's largest economic reserve of this

element.

In comparison with iron, manganese is not easily oxidized, so man-

ganese oxide ores are unlikely to have deposited from the oceans until

the dissolved iron had already been exhausted; and indeed, the Kalahari

manganese field overlies a rich bed of haematite, the most highly oxi-

dized iron ore, in the Hotazel iron formation. Such a complete deposition

of iron and manganese seems to demand a surplus of oxygen. In modern

waters, manganese deposition is almost invariably brought about by algal

or cyanobacterial blooms, which can generate very high levels of oxygen

in a short period. Considered together then, Kirschvink argues, the nutri-

ents from the melting snowball Earth stimulated a cyanobacterial bloom,

followed by a precipitate oxidation of the surface oceans, ultimately aid-

ing the accumulation of free oxygen in the atmosphere.

The drama is in the speed. If the underlying rate of change is less

than the buffering capacity of the environment to absorb that change,

the system as a whole can maintain a pernicious chemical equilibrium.

The tendency to approach a stable equilibrium is antithetical to life,

which might almost be defined as a state of dynamic disequilibrium. In

Chapter 2,
 we saw that the Earth was saved from the sterile fate of Mars by
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an injection of oxygen from photosynthesis into the atmosphere, pre-

venting the oceans from ebbing away into space with the loss of hydro-

gen gas. After this, however, the world sank into a second period of stasis,

in which the oxygen produced by cyanobacteria was balanced by the

uptake from bacterial respiration, and reaction with rocks, dissolved

minerals and gases. This new equilibrium lasted from about 3.5 billion

years ago until 2.3 billion years ago, nearly a quarter of the Earth's history.

Life on Earth was saved from an interminable ecological balance between

iron-loving bacteria, stromatolites and cyanobacteria by the sudden

punctuation of the snowball Earth, a shock that rocked it from slumber-

ing complacency with a second big injection of oxygen.

The history of the next billion years lends support to this view of life: not

a lot happened, at least to the naked eye. After the deposition of the vast

banded iron formations, the dramatic climate swings, the tectonic move-

ments, the oxidation of the surface oceans and the rusting of the conti-

nents. Earth seems to have settled down once more to a period of

equilibrium, in which a new balance was established. If isotope ratios and

fossil soils are to be believed, oxygen levels remained more or less con-

stant at 5 to 18 per cent of present atmospheric levels throughout this

period — more than enough for oxygen metabolism to become wide-

spread among our ancestral eukaryotic cells. Better oxygenation would

also have increased the concentration of sulphate, nitrate and phosphate

in the oceans, lifting these particular brakes on growth. We begin to see

simple multicellular algae in the fossil record, and a better preservation of

a wider range of eukaryotic cells, suggesting that there may have been a

blossoming of genetic variety.

The evolutionary success of our eukaryotic ancestors may well have

been linked directly with the higher oxygen levels. We shall see in

Chapter 8 that eukaryotes are a hotchpotch of different components.

Each individual cell is crammed with hundreds or even thousands of tiny

organs, known as organelles, which carry out specialized tasks such as

respiration or photosynthesis. Modern life would be unthinkable without

these organelles, yet they are aliens within. Some of them show signs of

independent origins. One type, called mitochondria,
 evolved from a strain

of purple bacteria. They are the sites at which the oxygen-requiring steps

of respiration are carried out in all eukaryotic cells, including those of
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plants and algae. Photosynthesis in plant and algal cells takes place in

another organelle — the chloroplast
 — which is derived from cyano-

bacteria.

Eukaryotic cells are thought to have developed from their primitive

precursors into a kind of internal marketplace during the long period

of environmental stability beginning around 2 billion years ago. Small

bacteria were engulfed by the primitive eukaryotic cells, but somehow

survived inside the larger cells like Jonah in the whale. As a result, the

eukaryotes eventually became a community of cells within cells.4 The

stalemate must have encouraged the trading of metabolic wares in

exchange for shelter. This intimate symbiotic relationship was ultimately

so successful that the internalized bacteria are now barely recognizable as

once-independent entities. The long-term success of the relationship,

however, conceals an interesting paradox. Let us take the mitochondria as

an example.

Imagine: 2 billion years ago a small purple bacterium was engulfed by

a larger cell, which then had a case of indigestion. Whether the larger cell

was predatory, or the invading cell infective, is immaterial. The fact that

the insider deal persisted at all means that it was never seriously detri-

mental. The fact that it finally dominated, to the extent that virtually all

eukaryotes have mitochondria, means that it must ultimately have been

beneficial. The advantage is obvious in today's world: mitochondria use

oxygen to generate energy, by far the most efficient means of biological

energy generation known. In those days, though, it ought to have been a

different matter. The problem is as follows. The energy currency of all

cells is a compound called ATP
 (adenosine triphosphate). Cells use ATP

either directly or indirectly to power most of the metabolic reactions that

maintain life and make new material for the cell to grow. Both the sym-

biotic bacteria and their hosts would have produced ATP independently,

by fermentation in the case of the eukaryotes, and by burning carbo-

hydrate 'fuel' using oxygen in the case of the bacteria. The bacterial

method was much more efficient, so they could produce much more ATP.

Like all currencies, ATP is exchangeable. Any ATP produced by the bac-

teria could in principle be consumed by the host. For the host to benefit

in this way, though, the bacteria would have had to export ATP to the


4 There is some dispute about whether the eukaryotes were produced in a single fusion event



between different types of bacteria, or whether a series of engulfments took place. With the



exception of chloroplasts, evidence is beginning to favour a single event, or concentrated



series of events, which occurred before the deepest evolutionary branches of the eukaryotes.
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host cell. Modern mitochondria have pores in their bounding membranes

that enable this to happen; but free-living bacteria do not have an ATP

export mechanism. On the contrary, free-living bacteria are protected by

membranes and cell walls specifically designed to keep the outside world

out and the inside world in. Genetic studies indicate that the ATP-export

mechanism in mitochondria evolved later, albeit before the major evolu-

tionary branches of the eukaryotes. But if the hosts could gain no extra

energy from their guests, how did
 they benefit? Why did this symbiosis

flourish?

Evidence from similar symbiotic relationships today suggests that,

while the host cell may have gained no energetic benefit, it might instead

have been protected from within by its oxygen-guzzling guests. By con-

verting oxygen to water, the symbiotic bacteria would have protected

their hosts from potentially toxic oxygen. This acquired immunity to

oxygen poisoning would have enabled the early eukaryotes to inhabit the

shallow waters where oxygen levels were highest, and so exploit the bene-

fits of light — either by photosynthesis in the case of algae, or by grazing

off the freshest pickings in the case of consumers. Over time, the success

of this early pact would have encouraged an even closer union, in which

the host cell spoon-fed its guests with nutrients, and they in return

exported ATP into the cell.

The idea that cells might protect themselves against oxygen by

associating with other cells is borne out at a looser level, which may have

had even more profound consequences in the long run. When modern

oxygen-hating eukaryotes such as the ciliate protozoa are placed in

oxygenated water, their first impulse is to swim away to water with less

oxygen. The more oxygen there is, the faster they swim. But what if there

is no escape? When their surroundings are equally well oxygenated and

flight is futile, the ciliates institute plan B: they clump together in a mass.

Even anaerobic cells have some capacity to consume oxygen. When cells

clump together in this way, each cell benefits from the oxygen consump-

tion of its neighbours. Other communally living cells also seem to have

benefited from spreading the burden in this way. For example, stromato-

lites, those great domed communities of cyanobacteria, are known to

have contained many other types of cells, including anaerobic bacteria.

Only the top few millimetres of most stromatolites are composed of

oxygen-producing cyanobacteria, whereas the deeper levels are home to

billions of anaerobic cells, despite high oxygen levels during the daylight

hours. Again, each cell benefits from sharing the oxygen load.
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Rising oxygen levels may therefore have favoured confederations of

cells, from which grew the most efficient energy system for powering life

— numerous mitochondria per cell5 — and the first stirrings of multi-

cellular organization. If so, it is quite possible that a tendency to huddle

together as clumps of cells, to alleviate the toxicity of oxygen, was an

impetus to the evolution of multicellular life. Certainly, it is a fact that all

true multicellular organisms contain mitochondria. Of the thousand or so

simple eukaryotes that lack mitochondria, not one is multicellular. People

are thus confederates of cells and of cells within cells. We shall see in

Chapter 8 that the design of the human body actually restricts oxygen

delivery to individual cells: multicellular organization still serves the same

purpose in us that it did for our single-celled ancestors.

The Precambrian is drawing to an end. We have travelled down 3 billion

years. There has been little to see but much has changed. Without these

changes, the explosion of multicellular life that is soon to follow would

have been impossible. I have argued that the changes were linked with

rises in atmospheric oxygen.

In summary: the first signs of life, the carbon signatures in the rocks

of western Greenland, date back to 3.85 billion years ago. By 3.5 billion

years ago we find microscopic fossils, resembling modern cyanobacteria,

and large stromatolites. If appearances are not deceptive, these cyano-

bacteria were already producing oxygen. However, it is not until nearly a

billion years later, 2.7 billion years ago, that we have the first definitive

evidence of cyanobacteria, as well as the first signs of our own ancestors,

the eukaryotes, in the form of tell-tale biochemical fingerprints in the

rocks. These eukaryotes made sterols for their membranes, a task that

requires oxygen. From the activity of sulphate-reducing bacteria we know

that oxygen levels rose at this time, perhaps to around 1 per cent of

present atmospheric levels. Another 500 million years later. 2.2 billion

years ago, oxygen levels rose again, following hard on the heels of the

snowball Earth. In the period of geological unrest that followed, huge

banded iron formations precipitated from the oceans all around the

world. Free oxygen was probably needed for the genesis of at least some of


5 Just as a car might be 100 horse-power, so a eukaryotic cell with 100 mitochondria could besaid to be 100 bacteria-power.
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these formations. At the same time, around 2.1 billion years ago, we see

the earliest fossils of eukaryotes. By 2 billion years ago, we have rock-hard

evidence of oxygen accumulating in the air: fossil soils, continental

red-beds and uranium reactors. Oxygen levels reached around 5 to 18 per

cent of present atmospheric concentration. In the rocks, we see a sudden

explosion of diversity in fossil eukaryotes. Many have mitochondria. All

the elements of the modern world, bar true multicellular organisms, are

in place.

Then little changed. For a billion years, oxygen levels remained

steady at 5 to 18 per cent of present atmospheric levels. The prolonged

period of tranquillity saw a number of quiet developments in the history

of life — the flourishing of the eukaryotes, genetic diversification, coloni-

zation of new habitats, and, in the shape of the algae, the first tentative

steps towards multicellular life. And yet: in the face of all these quiet

advances, nothing more complicated than a few slimy green tendrils

evolved in the course of a billion years. None of this prepares us for what

happens next. In a geological blink of an eye, 543 million years ago, the

whole of creation as we know it exploded into being. Whatever hap-

pened?




C H A P T E R F O U R

Fuse to the Cambrian Explosion



Snowball Earth, Environmental Change and the





First Animals



THE CAMBRIAN EXPLOSION
 — the eruption of multicellular life at

the beginning of the Cambrian era — has taxed the finest minds in

biology ever since Darwin himself. Why did it happen so suddenly?

Did it really happen so suddenly? Darwin had assumed that natural selec-

tion should be a process of gradual, cumulative change, and was troubled

by the abrupt appearance of fossilized animals in the rocks of the Cam-

brian era. He hoped, as many have since, that the Cambrian explosion

would turn out to be an aberration of the fossil record. If this were the

case, then the discovery of older fossils would one day prove that the

Cambrian animals had evolved slowly after all — that there had, in reality,

been a long Precambrian fuse to the Cambrian explosion. This position

was not unreasonable, as most Cambrian fossils known at the time were

hard calcified shells, with few remnants of the soft animals that once

lived inside; small wonder then that the soft bodies of their unprotected

predecessors had perished without fossil record. Perhaps the Cambrian

explosion recorded no more than the evolution of shells.

The Burgess shale put paid to the idea that life had only invented

shells at the beginning of the Cambrian. Discovered high in the Canadian

Rockies by Charles Doolittle Walcott of the Smithsonian Institution in

the early years of the twentieth century, this mid-Cambrian shale con-

tains such an astonishing variety and preservation of soft body parts that
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it has acquired almost iconic status. Many of the fossils examined by

Walcott were 'shoehorned', to borrow the late evolutionary biologist

Stephen Jay Gould's phrase, into modern taxonomic groups. The story of

their reclassification by Harry Whittington, Derek Briggs and Simon Con-

way Morris of Cambridge University, was the subject of Gould's book


Wonderful Life,
 published in 1989. Under bright lights and operating

microscopes, the Cambridge team reconstructed the anatomy of numer-

ous strange bilaterally symmetrical creatures, placing one 'weird wonder'

after another into taxonomic groups of their own. Their names spoke for

themselves: Hallucigenia, Anomalocaris, Odontogriphus
 — each referred to

creatures that seemed to correspond to nothing alive today; stalk-eyed,

armour-plated, shutter-jawed monstrosities more reminiscent of cartoon

Martians than sensible Earthly animals.

In celebrating their strangeness, Gould dwelt on both the sudden

appearance of this wealth of biological variety and its eclipse over sub-

sequent geological time. No fundamental body plans have been added to

the collection that had evolved by the end of the Cambrian (all insects,

for example, have three body segments and six legs), and many variants

that existed then have since disappeared without trace. Then, ungrate-

fully soon after Gould had published Wonderful Life,
 two well-preserved

fossil beds from the same period were discovered in Greenland and

China, and the strangeness of the Cambrian fauna came to be seen in a

more conventional light. Some of the weird wonders turned out to have

been interpreted upside down, or to have had the parts of other animals

mistakenly grafted onto them. Conway Morris, now one of the world's

leading authorities on Cambrian biology, has remarked that the real

marvel is how familiar so many of these animals seem. The deep similari-

ties between many of the Cambrian animals were first proved statistically

in 1989, by Richard Fortey of the Natural History Museum, London and

Derek Briggs, then at the University of Bristol, and have since been con-

firmed by other workers.1 But if the strange variety of Cambrian fauna is

no longer contentious, the roots of the explosion are still fiercely debated.

The question remains surprisingly similar to that which troubled Darwin:

was the Cambrian explosion really a sudden event, or had there been a

slow-burning fuse stretching back into the Precambrian?


1 Their approach is known as cladistics. Essentially, rather than seeking differences, cladisticanalyses enumerate the fundamental similarities between different species to draw a web of



inter-relatedness.
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We do have more to go on than did Darwin — a century of searching

late Precambrian rocks for signs of life has duly turned up a few examples.

The most famous are the so-called Ediacaran fauna, a group of radially

symmetrical animals, along the lines of jellyfish: pads and pillows of

amorphous protoplasm. Some reached a considerable size, measuring a

metre [3 feet] or so across. Originally named after their place of discovery,

the Ediacara Hills in Australia, similar fossils have since cropped up across

all six continents, and date to the Vendian period, 25 million years before

the Cambrian. Their discovery, however, did not so much dispel the

enigma of the Cambrian as deepen it. Dolf Seilacher, a German palaeo-

biologist now at Yale University, claims that these stuffed bags of proto-

plasm, the gentle vegan Vendobionts (as he affectionately calls them),

were far from being the ancestors of the bilaterally symmetrical, armour-

plated Cambrian animals, but were instead a doomed early experiment

in multicellular life that either fell extinct before the beginning of the

Cambrian period or got eaten by the shutter-jawed Cambrian predators.

While Seilacher's view has been vigorously contested by many palae-

ontologists, who claim that at least some Vendobionts survived into the

Cambrian, few dispute that these strange floating bags do not fit comfort-

ably into modern taxonomic groups.

But the Vendobionts were not the only inhabitants of the Vendian

period. Small worms (perhaps several centimetres [an inch or so] in

length) burrowed through the mud of the sea floor. Their tracks are pre-

served, amazingly, in the sandstones of Namibia and elsewhere. These

signs of animal movement in the bottom sediments are the first in the

long course of the Precambrian, and from then on, similar tracks were left

throughout the modern age. The worms live on and leave them still

today.

No creature is as synonymous with lowliness as the worm, but its

humbleness belies quite a complex design. To burrow through mud

requires muscles, and in order to contract, these must be opposed by some

form of 'skeleton' — in a worm's case a body cavity filled with fluid.

Muscular contraction demands oxygen, and as this cannot diffuse through

more than a millimetre or so of tissue, the early worm-like animals must

also have had a circulatory system and a mechanism for pumping

oxygenated fluid, such as a primitive heart. To move forward at all, the

body segments of the worm must have contracted in a coordinated

sequence, and this in turn implies at the least a simple nervous system. To

displace sediment while worming forwards demands a mouth, a gut and
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an anus; and indeed some fossilized trails do contain pellets that are inter-

preted as of faecal origin. Some worms may have been predators of a sort,

and to hunt might have been equipped with eyes, or light-sensitive spots,

as are their descendants. In short, at a rudimentary level, these primitive

worms must already have evolved many of the features that are needed

by large animals that can move around. The worms were also bilaterally

symmetrical (the same on either side) and segmented — two central

features of the later Cambrian animals. It seems likely, then, that our

earliest animal ancestors were an approximation to a worm, as Darwin's

critics saw only too well when they satirized his view of Man's descent.

For all its lowliness, a worm is much too complicated a creature to

have arisen overnight; other, earlier, fossils have indeed been found,

dating back to about 600 million years ago — nearly 60 million years

before the Cambrian explosion, a period of time as long as that from the

extinction of the dinosaurs to the present. Most of the fossils of these

earliest multicellular animals are equivocal to say the least: faint, circular

impressions, sometimes a centimetre [about 
Yi

 an inch] across, but unrec-

ognizable as animals in any conventional sense. Beyond this, nothing. If

there were indeed any animals large enough to be visible to the naked eye

before about 600 million years ago, they must have had an uncanny

knack of avoiding fossilization. The existence of a longer Precambrian

fuse can only be deduced from the evidence of molecular 'clocks', perhaps

the most powerful and controversial of tools available to the molecular

palaeontologist. Molecular clocks imply that the evolution of multi-

cellular animals — the metazoans — may have stretched back to at least

700 million years ago, and possibly to more than a billion years ago.

Molecular clocks make use of the genetic differences between present-day

species to predict the time since their divergence from a common

ancestor. When an ancestral species splits off new species, these new

species and their descendants all gradually accumulate different genetic

changes — mutations in the DNA — over time, that eventually make

them very different from each other. As different, for example, as humans

are now from fruit flies. The basic assumption is that species drift away

from one other, in terms of their shared genetic inheritance, at a steady

rate. At face value, this assumption is of course nonsense — we have

crossed a lot more evolutionary space over the last 600 million years than

have worms, for example. The difficulty is to specify a distance across

evolutionary space on the basis of averaging the rate of evolution in dif-
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ferent species. Luckily, a few simple tricks can be applied, allowing a more

robust guess to be made. Two of the most essential factors are calibration

of the molecular clock using reliably dated fossils and the use of an

average rate of genetic drift obtained by determining the changes in a

large number of different genes in a wide variety of species. The evolu-

tionary biologist Richard Fortey provides a nice analogy in his delightful

book Trilobite!
 He compares molecular clocks with an old-fashioned

horologist's shop, in which hundreds of clocks beat to their own music of

time. Some have stopped completely, others tell wildly different times,

but the majority indicate that the time is around two-thirty in the after-

noon. While the onlooker may doubt the exact time, he will probably be

satisfied that it is mid-afternoon. Similarly, the results of molecular clock

calculations sometimes vary by hundreds of millions of years, according

to the genes and species studied, but all indicate a substantial fuse of

animal evolution during the Precambrian. The overall weight of evidence

implies that the fuse lasted at least 100 million years, and possibly as

much as 500 or 600 million. If this is true, the earliest animals must have

been too small to leave visible fossils, so the search is on for tiny impres-

sions measuring less than a millimetre [1/16 in] across.

The genetic studies reveal more than a Precambrian fuse, however.

They also indicate that an ancient set of genes, which controls the embry-

ological development of all animals today, were already fully operational

in the earliest Cambrian animals. These genes are known as the Hox

genes. They are remarkable in two ways. First, there are relatively few of

them: just a handful of genes control many of the steps in the early devel-

opment of all animal embryos — from flies to mice and men. Second, the

Hox genes of different species have very similar coding sequences. Even

distinct groups, such as the arthropods and the chordates — the group to

which we and other vertebrates belong — share sets of very similar Hox

genes. Let us consider the implications of these two points in turn.

How is it that so few genes can control embryological development?

The Hox genes function as master switches along the length of the body,

switching on or off the hundreds of other genes required to make, say, a

leg or an eye, depending on the position in the body. They behave like

opinionated newspaper proprietors, who influence the tone or coverage

of their papers on particular issues, such as politics or European union. If

the proprietor buys another newspaper, with a different political affilia-

tion, he might bring about a shift in their political reporting to reflect his

own views. A single rogue proprietor is enough to make the paper transfer
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its affiliation from right-wing to left-wing overnight. In the same way. if a

master-switch Hox gene responsible for growing an eye in a fruit fly is

switched on, by mistake or design, in a body segment further back, it

alters the way other genes are switched on or off in that segment, causing

bizarre developmental errors, such as the growth of an eye on a leg.

Normal development thus requires a set of master-switch Hox genes plus

a regulatory framework that ties the action of a given Hox gene at a par-

ticular position in the body to a particular effect on the genes under its

influence.

Why are the Hox genes so similar in different species? The fact that

animal groups that were already distinct in the Cambrian (such as the

arthropods and chordates) share very similar Hox genes implies that all

inherited them from a common Precambrian ancestor. This is purely logi-

cal reasoning. It is highly unlikely that all the Cambrian species evolved

exactly the same genes independently. We might as well suggest that the

physical characteristics we share with our brothers and sisters — light

hair, blue eyes, white skin, or brown eyes, dark hair and black skin — have

nothing at all to do with inheritance and everything to do with a com-

mon environment. It is conceivable that Cambrian species transferred

genes to each other by lateral transfer, by sex, but for this to happen,

utterly different species would have to exchange genes in a way that could

not be imagined today. If a lobster were to copulate with a jellyfish, it is

hard to imagine a successful outcome. It is more reasonable to assume

that the Hox genes were in fact inherited from a common ancestor shared

by all Cambrian animal species. If that was indeed the case, then the Hox

genes — the basic genetic tool-kit needed to produce segmented body

parts, such as a head with feelers and eyes on either side — must have

evolved before the Cambrian explosion. Along with the fossil findings,

this genetic evidence constrains the significance of the Cambrian explo-

sion. It was not the evolutionary diversification of the first multicellular

animals, which probably happened more than 600 million years ago;

nor was it a radiation of relatively large animals, which took place among

the stuffed bags of protoplasm, the Vendobionts, 570 million years ago.

No, the Cambrian explosion was above all a diversification of segmented

bilateral animals similar to modern-day crustaceans.

According to the Harvard University palaeobiologist Andrew Knoll

and his University of Wisconsin colleague, the molecular biologist Sean

Carroll, the Cambrian explosion was probably driven by a rewiring of the

regulatory loops between the master Hox genes and the genes under their
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control. Shuffling and duplication of Hox genes allowed existing genes to

take on new responsibilities. The number of Hox genes correlates roughly

with morphological complexity. Thus, nematodes have one cluster of

four Hox genes (and are simple in structure), whereas mammals have 38

Hox genes arranged in four clusters. Goldfish, rather surprisingly, have 48

Hox genes in seven clusters; biology never stoops to a perfect correlation.

In essence, though, duplication of Hox genes allows the replication and

subsequent evolutionary modification of repetitive body parts. Having

extra, dispensable, body parts makes specialization and complexity easier

to achieve. For example, in the ancestors of the arthropods, the large

group to which modern insects and crustaceans belong, a small change in

the workings of a Hox gene could cause new legs to sprout on previously

bare segments, and these then evolved into antennae, jaws, feeding

appendages and even sexual organs.2 While many of the fine genetic

details are being worked out step by laborious step, the outstanding

question has shifted from 'how' to 'why now?', or rather, 'why then?' The

broad answer offered by Knoll and Carroll is that the Cambrian explosion

was the historical product of an interplay between genetic possibility and

environmental opportunity. The most likely environmental gate-keeper

was oxygen.

The long equanimity of the earth, which had persisted since the upheavals

of around 2.3 to 2 billion years ago, was shattered for a second time

by another series of snowball Earths, starting about 750 million years

ago. This time the cataclysm was not a singular event, caused by the

exhaustion of a greenhouse gas such as methane, but a 160-million-year

roller-coaster ride, comprising possibly as many as four great ice ages, two

of which, the Sturtian (at around 750 million years ago) and the Varanger

(at around 600 million years ago) were arguably the most severe in Earth's

history.

We don't know exactly what triggered this dramatic sequence. The

most plausible explanation argues that the tectonic meanderings of the

continents happened to bring about their freak assembly around the


2 One reason why the segmented bilateral body plan is so pregnant with genetic potential is



that small changes in
 
Hox

 genes, shifting their zone of responsibility, can lead to sudden
 and dramatic changes in morphology - a purely Darwinian stepwise process that is easily



mistaken for a giant leap over genetic space.
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Equator for a time.3 This would have meant that all the land masses on

Earth were free of ice. To understand why this should matter, we must

look at what happens when rock is exposed to the air, or to warm oceans

with plentiful carbon dioxide. Rock can be eroded by dissolved carbon

dioxide, which is weakly acidic. As a result of this reaction, carbon dioxide

is lost from the air and becomes petrified in carbonates. But when glaciers

form over land, the underlying rock becomes insulated from the air by

the thick layer of ice. This means that the rate of rock erosion by carbon

dioxide is cut to a fraction and the carbon dioxide stays in the air. In fact,

in such a situation, carbon dioxide actually builds up in the air, because it

is also emitted more or less continuously from active volcanoes.

Over aeons of time, such a build-up can make a very considerable

difference, unless it is offset by erosion of rocks. Because carbon dioxide is

a greenhouse gas, this build-up produces an increased greenhouse effect.

The surface of the Earth gets warmer. Global warming ultimately halts the

spread of the glaciers from the poles. So in today's world, where there are

large land masses at or around the poles, any spread of the polar glaciers

towards the Equator is offset by a greenhouse effect that gets stronger

whenever the glaciers advance, and weaker whenever they retreat.

Now consider what happens if polar ice forms over the oceans

instead of the continents. This is what may have taken place to form the

late Precambrian snowball Earth. Because the continents were clustered

together in the tropics, glaciers at the poles formed over sea only. These

polar glaciers could not affect the rate of rock weathering on the con-

tinents. The rocks kept on drawing down carbon dioxide from the air.

Atmospheric carbon dioxide levels began to fall. The gradual draw-down

of carbon dioxide had an anti-greenhouse effect, encouraging the spread

of the glaciers. There was nothing to stop the advance: the equatorial

continents kept sucking up more and more carbon dioxide. Worse still, as

the glaciers marched on towards the Equator, they reflected back the

Sun's light and heat, cooling the planet still further, sending the Earth

into a vicious spiral of cooling. Eventually, the whole Earth was covered

in ice. The ice reflected back so much of the Sun's heat that the planet was

in danger of turning into an eternal snowball. Yet Earth is not a snowball

today. Somehow, the spell was broken; what happened?

When the equatorial continents were finally sealed beneath the ice,

the continuous draw-down of carbon dioxide by rock weathering ceased.


3 Palaeomagnetic studies do in fact support this arrangement, albeit with a wide margin of



error.
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With no liquid water exposed to the atmosphere, there was no evapora-

tion, no rain. Any carbon dioxide in the air stayed in the air. All climatic

traffic between the air and the frozen seas and the buried rocks came to an

end. Deep beneath the surface of the Earth, however, the forces of vulcan-

ism were oblivious to the icy crust. Active volcanoes burst through the

ice, spewing volcanic gases into the air, among them carbon dioxide.

Over millions of years, carbon dioxide accumulated in the air again,

re-warming the Earth. Finally the glaciers began to melt. As this hap-

pened, more of the Sun's warmth was retained, less reflected back. The

vicious circle of reflectance went into reverse. But there was a diabolical

catch. The juxtaposition of the continents around the Equator continued

to set the same snare: the whole crazy snowballing and melting repeated

itself as many as four times before the continents were finally dispersed to

the four corners of the Earth by the forces of plate tectonics.

This story is admittedly hypothetical, but Joseph Kirschvink (whom

we met in Chapter 3) and others have dispelled any doubt that glaciers

did encroach to within a few degrees of the Equator at that time. Their

grand synthesis is supported by the presence of so-called cap carbonates

in the rocks of Namibia and elsewhere. Cap carbonates are exactly what

their name implies: belts of limestone, at times hundreds of metres thick,

which cap the glacial deposits laid down during and immediately after

the ice age. For many years, their intimate relationship with the glacial

deposits seemed a paradox, as carbonate rocks normally form only in

warm oceans and in the presence of plentiful carbon dioxide; and neither

of these circumstances are compatible with ice-age conditions. A solution

to the conundrum was put forward by the Harvard University geologists

Paul Hoffman and Dan Schrag in 1998. They argued that a build-up of

perhaps 350 times the current levels of carbon dioxide would be required

to melt the ice. Once the reflectance of the snowball Earth had been over-

come in this way, however, the extreme levels of carbon dioxide would

swing the global climate from an ice-box to an oven in a matter of a few

hundred years. Searing temperatures, tropical storms and torrential rain

would scrub carbon dioxide from the skies, turning the oceans into an

acid bath. The only way to regain a normal chemical balance would be to

drop carbonates out of the oceans, straight on top of the glacial debris,

so forming the cap carbonates. Thus Hoffman and Schrag use the cap

carbonates themselves as proof of the plausibility of a snowball Earth.
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Geologists continue to squabble over the plausibility of a snowball Earth.

How did life survive? Could bacterial production of methane — another

greenhouse gas — have helped to melt the ice before carbon dioxide levels

became so high? Were the oceans completely sealed from the air under

the deep ice? Or was the Snowball Earth perhaps more of a Slushball

Earth, in which the oceans never completely froze, and icebergs floated

on open water in equatorial regions.

Even though we don't yet know how severe the snowball glaciations

really were, geochemists can add up the consequences, as recorded in the

isotope signatures of the rocks. These signatures tell a fascinating story of

their own. In particular, the ratio of carbon-12 to carbon-13 (see Chapter 3,

page 34) in the cap carbonates and other rock formations veers from back-

ground volcanic levels to the highest levels of carbon-13 in the entire

Precambrian (Figure 3). For carbon isotopes to plateau at background

volcanic levels, there can have been almost no burial of organic matter, as

burial of organic matter always disturbs the natural equilibrium left behind

in the oceans. If there was no organic matter buried, then there must have

been next to no organic matter produced — in other words, no biological

activity. This stark conclusion is the geological equivalent of a flat-line car-

diac trace, and is interpreted as the near-extinction of all
 living things

either during or immediately after each ice age, when carbon dioxide was

being scrubbed from the skies and the oceans were an acid bath. Con-

versely, a swing to the highest levels of carbon-13 in the whole Precam-

brian implies a massive production and burial of organic carbon, (mostly

derived from microplankton, algae and bacteria), which left behind an

excess of carbon-13 in the oceans, to form the next layer of carbonate

rocks. At such peak times — after the Sturtian glaciation some 700 million

years ago, for example (see Figure 3) — life was flourishing as never before.

This dramatic picture sounds plausible. If ice really did cover the

whole Earth, then it is quite probable that only a few cells or tiny animals

would survive, scratching a living in hot springs, or beneath translucent

or thin ice, through which sunlight could penetrate.4 No doubt life was


4 Life would have survived comfortably in the hot springs and black smokers at the bottom of



the oceans. Some say this is where life originated in any case; others say that the world wasrepopulated after the last snowball Earth by hydrothermal bacteria. It is therefore possible



that evidence we think dates back to the origins of the life actually only dates back to the




repopulation

 of the world following the snowball Earth bottleneck. I doubt that this view is
 true: the cyanobacteria are too distinct from the hydrothermal bacteria to have evolved



from them so recently; and there is evidence of cyanobacteria from before all the snowball



Earths. Somehow, then, the cyanobacteria survived all the snowball Earths, probably under



thin ice near the Equator or in thermal springs on the Earth's surface.
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lucky to keep a tenuous grip in the hellish acid bath that followed. No

wonder there was so little burial of organic matter. After scourging itself

so thoroughly, the Earth regained a climatic equilibrium. Now the sur-

vivors had a whole planet to themselves. They must have multiplied like

mad. In this they were aided by high levels of minerals and nutrients,

eroded by glaciers worldwide and swept into the oceans by the deluge. AH

these nutrients, all this empty space, must have stimulated the greatest


Ediacaran



radiation
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blooming of cyanobacteria and algae the world has ever seen: a world of

blue-green ocean. These blooms must have produced prodigious amounts

of free oxygen in a short period, oxygenating the surface oceans and air

between each of the ice ages.

All this extra oxygen could only persist in the air if it was not

consumed by the respiration of other bacteria, or by reaction with rocks,

minerals and gases. When oxidized, a single atom of iron loses one

electron to oxygen to form rust. In contrast, each atom of organic carbon

gives up as many as four electrons to form carbon dioxide. A single atom

of organic carbon therefore consumes four times as much oxygen from

the air as does a single atom of iron. By far the best way of preventing the

complete re-uptake of atmospheric oxygen is to prevent it from reacting

with organic matter; and the easiest way of doing that is to bury the

organic matter rapidly.

The essential difference between conditions today, in comparison

with those that followed hard on the heels of the snowball Earths, is the

rate of rock erosion, which is slower today than it was then. Slow erosion

normally equates with slow burial of organic matter, as it takes longer for

organic matter settling on the ocean floor to be buried under new sedi-

ments originating from rock erosion and organic matter. This leaves time

for bacteria to break down the organic matter produced, for example, by

algal blooms, consuming oxygen in the process. In present-day con-

ditions, therefore, bacteria breaking down organic matter maintain the


status quo.
 In contrast, high rates of erosion in the wake of glaciation lead

to high rates of sedimentation and burial. Some organic carbon inevitably

gets mixed up in this overall flux. In the aftermath of a snowball Earth,

then, high rates of erosion ought
 to have led to high rates of carbon burial,

and so to persistent oxygenation.

The theory makes sense, but is there any evidence that the rate

of erosion was high after a snowball Earth? Did this really lead to a rise

in free oxygen? Think about that for a moment. How do we even start

to answer questions like these? How can we possibly know what the

rate of erosion was, 590 million years ago? Where should we look for

evidence that free oxygen increased at this time? This is the very stuff of

science, and the conclusions that can be drawn from clever reasoning

backed up by precise measurements never cease to amaze me. There is

indeed evidence that the rate of erosion increased after the snowball

Earth, and that this was coupled to an accumulation of free oxygen.

Each piece of evidence, by itself, leaves room for doubt, but taken
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together, I find the central assertion convincing — there was a rise in

free oxygen in the immediate aftermath of the snowball Earth. This rise

corresponded in time with the evolution of the first large animals — the

Vendobionts. Here's a brief resume of the evidence so that you can

make up your own mind (or marvel at the ingenuity of the human

mind).

We start with another set of isotope signatures. The rate of erosion in

the distant past can be estimated by measuring the ratio of strontium iso-

topes in marine carbonates. Two stable isotopes of strontium — strontium-

86 and strontium-87 — differ in their distribution between the Earth's

crust and the mantle underneath it. The mantle is rich in strontium-86,

whereas the crust is more richly endowed with strontium-87. The major

source of strontium-86 in the oceans is the igneous rock basalt. This rock

is extruded continuously from the mantle at the mid-ocean ridges, from

where it spreads slowly across the ocean floor before diving back into the

mantle beneath the ocean trenches. A little strontium dissolves from the

basalt into seawater. The speed of dissolution is more or less constant. The

gradual build-up of dissolved strontium-86 in the oceans is balanced by

a steady uptake of strontium by marine carbonates, such as limestone

(calcium carbonate). This is because strontium can displace its sister

element, calcium, in the crystalline structure of limestone. As each of

these processes takes place at a steady rate, we would not expect the

relative amount of strontium-86 in limestone to fluctuate a great deal. In

fact it varies quite a lot. Strontium-87 is to blame.

The quantity of strontium-87 in the oceans depends on the rate of

erosion of the continental crust. Periods of glaciation and mountain-

building intensify erosion and run-off into the rivers, delivering

strontium-87 to the oceans. Like strontium-86, strontium-87 is incorpo-

rated into marine limestones. The ratio of strontium-86 to strontium-87

incorporated depends on their relative concentration in sea water. In

periods of high continental erosion, more strontium-87 gets into the

oceans, so more is trapped in marine carbonates than in periods of low

erosion. The ratio of the two strontium isotopes in limestone rocks of a

certain age therefore gives an indication of the rate of erosion at the time

that they were formed. According to Alan Kaufman of the University of

Maryland and his Harvard University colleagues Stein Jacobsen and

Andrew Knoll, the ratio of strontium-87 to strontium-86 in marine

carbonates rose steadily in the aftermath of the snowball Earth, indicating

a high rate of rock erosion. Not only this, but the correlation between
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carbon-isotope ratios (more carbon-12 buried) and strontium-isotope

ratios (more strontium-87 in the rocks) implies that a high rate of erosion

did indeed go hand in hand with a fast rate of carbon burial. This should

have led to a rise in free oxygen.

Two independent methods corroborate such a rise in oxygen. The

first method hinges on the ratio of sulphur isotopes in iron pyrites, which

are iron sulphides (FeS2), and was reported by Donald Canfield in Nature


in 1996. We first met Canfield in Chapter 3, along with his ingeniously

tangential conclusions based on the behaviour of sulphate-reducing

bacteria, which reduce sulphate to hydrogen sulphide. Here he does it

again for a later period. Working this time with Andreas Teske, at the Max

Planck Institute for Marine Microbiology in Bremen, Canfield demon-

strated an ecological turning point in the way that bacteria handled

sulphur, starting soon after the meltdown of the last snowball Earth. For

a full 2 billion years before this, the sulphide-producing activities of

sulphate-reducing bacteria caused the sedimentary iron sulphides to

become enriched in sulphur-32 by about 3 per cent compared with back-

ground ratios. Then, suddenly, after the last snowball Earth, around

590 million years ago, the sulphides in sediments became enriched by

about 5 per cent. They have been enriched by about 5 per cent ever since,

so this figure is virtually diagnostic of modern ecosystems. What had

happened?

The figure of 3 per cent is easy to explain. Sulphate-reducing bacteria

rely on a one-step conversion of sulphate into hydrogen sulphide. This

simple process enriches the sulphur-32 in hydrogen sulphide by about 3

per cent. The enriched hydrogen sulphide is then free to react with iron to

make iron pyrites. The trouble is, a 5 per cent enrichment cannot be

achieved by a one-step bacterial process. It can only happen in an eco-

system that recycles its raw materials, in the same way that that we can

concentrate carbon dioxide from our breath by repeatedly breathing in

and out of a plastic bag.

In the case of hydrogen sulphide, the recycling needs oxygen. The

system works as follows. Sulphate-reducing bacteria thrive in stagnant

muds at the bottom of the sea. The hydrogen sulphide they produce

percolates up the water column and reacts with oxygen filtering down. A

mixing zone develops between the stagnant conditions deep down and

the aerobic conditions higher up. Today, this zone is inhabited by numer-

ous inventive bacteria that live on sulphur. Some of these oxidize hydro-

gen sulphide, producing the element sulphur, while others convert the
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elemental sulphur back into a mixture of sulphate and hydrogen sul-

phide. Because this sulphate is regenerated biologically, it is itself enriched

in sulphur-32. The sulphate-reducing bacteria take this biologically gener-

ated sulphate and convert it back to hydrogen sulphide. Each cycle

enriches the sulphates and the sulphides a little bit more in sulphur-32.

Finally, an average of about 5 per cent enrichment is achieved. This value

of 5 per cent is just an equilibrium point, at which hydrogen sulphide is

likely to react with iron to produce iron pyrites. Once formed, the heavy

iron pyrites settle out into the bottom sediments, preserving the equilib-

rium for posterity.

What Canfield and Teske propose, then, is that 'modern' types of

ecosystems, requiring modern levels of oxygen, began to develop soon

after the end of the last snowball Earth. They back their conclusions by

molecular-clock calculations, which confirm an increase in the number of

species of sulphur-metabolizing bacteria at this time. Thus, Canfield and

Teske project a rise in atmospheric oxygen to nearly modern levels in the

final years of the Precambrian.

The second method that points to a rise in free oxygen is the pattern

of so-called rare-earth elements. The relative amounts of these trace ele-

ments, such as cerium, in marine carbonates depends on their abundance

in sea water at the time; and this depends on their solubility. The solu-

bility of many elements differs according to the level of oxygen. We have

already seen that iron becomes less soluble in the presence of oxygen,

whereas uranium becomes more soluble. If we see a shift in the relative

concentrations of different elements in the rocks (some becoming more

abundant, some less so) we get an indication of the degree of oxygenation

of the oceans at the time of their formation. According to Graham

Shields, at the University of Ottawa in Canada, and Martin Brazier, at the

University of Oxford, the marine carbonates that formed in Western

Mongolia during and after the snowball Earth period record a shift in the

pattern of rare-Earth elements, indicating a rise in the oxygenation of the

oceans.

Uniquely in the history of our planet, all these factors — the carbon iso-

topes, sulphur isotopes, strontium isotopes and rare-earth elements —

simultaneously point to a rise in free oxygen. Indeed, the wild swings in

environmental conditions during the 160-million-year snowball Earth

period may have pushed atmospheric oxygen up to nearly modem levels.

At the same time, however, there was a re-emergence of banded-iron
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formation, after a hiatus of nearly a billion years, suggesting that the deep

oceans still contained large amounts of dissolved iron. If so, there can

have been little oxygen in the ocean depths.

We emerge blinking, then, from the great Varanger ice age — the last

snowball Earth — which ended some 590 million years ago, into a world

in which the surface oceans and the air are well oxygenated — well

enough for us to breathe — but the deep oceans are still stagnant, like the

Black Sea today, saturated in hydrogen sulphide. Then suddenly, within a

few million years of the dawn of this new and better world, we find the

first large animals, the strange bags of protoplasm known as Vendobionts,

floating in the shallow waters, and worms wending their way through the

muddy bottoms of the continental shelves, all across the world. This was

an age bursting with potential. Strangely, the fulfilment of the potential

may have spelled its early demise.

The philosopher Nietzsche once remarked that mankind will never

mistake himself for a god so long as he retains an alimentary tract;

the need to defecate is our most unflattering quality. In a clever paper

published in Nature
 in 1995, Graham Logan and his colleagues, then at

Indiana University, contradicted Nietzsche, arguing, in effect, that we

owe our most god-like qualities, indeed our very existence, to the primal

need for defecation. Faecal pellets from the first large animals, they say,

cleansed the oceans, paving the way for the Cambrian explosion. Few

theories of environmental change in the terminal Precambrian are quite

so down to earth (or at least, seafloor).

Basing their arguments on a detailed study of carbon isotopes in

molecular fossils, Logan's group found that virtually all the organic

carbon produced during the long period of environmental stasis from

1.8 billion to 750 million years ago was nor buried in sediments, but was

instead broken down again and reused by bacteria lower in the water

column. The dead remains of the tiny, almost weightless, bacteria sank

very slowly into deeper waters, giving consumers plenty of time to reuse

any available carbon. As most carbon was reused, the rate of carbon burial

was low. Because oxygen only accumulates when carbon is buried, there

can have been very little long-term accumulation of oxygen in the air,

and little stimulus for change. Worse than this, any oxygen percolating

down the water column was neutralized by hydrogen sulphide rising up

— a situation that could sustain the stagnant conditions indefinitely. In

the wake of the very first snowball Earth (2.3 billion years ago), high rates

of erosion and carbon burial brought about a sudden change, but the
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debris was ultimately depleted and the status quo
 — tortuously slow

organic burial — was restored. The restoration of this status quo
 after the

snowball Earth seems to account for the fact that oxygen levels did not

rise above 5 to 18 per cent for a billion years. Left to their own devices,

then, bacteria may never have broken out of an endless equilibrium.

Logan argues that the status quo
 was finally broken for ever by the

evolution of animals with guts — a leap that could only be achieved in

shallow waters with the aid of oxygen (only oxygen-requiring respiration

is efficient enough to support the evolution of multicellular animals with

guts). The relatively heavy faecal pellets of these animals must have sunk

rapidly to the ocean bed, cutting swathes through the heaving population

of oxygen-hating sulphate-reducing bacteria. Peppering the bottom sedi-

ments with nutrients, the faecal pellets were buried in turn under more

sediments, so depriving the sulphate-reducing bacteria of their organic

nutrients and, through their burial, contributing to the oxygenation of

overlying waters. The lean pickings for the sulphate-reducing bacteria,

combined with better oxygenation of deep waters, must have hastened

the retreat of these oxygen-haters to the anoxic bottom sediments.

Suddenly, at a time when the huge genetic potential implicit in the

segmented bilateral structure of the Cambrian animals was poised, just

waiting for an opportunity, a vast, new, well-oxygenated ecosystem

opened up like the promised land. The expansion of these motile, preda-

tory, genetically loaded animals into the vacant eco-space must have

given the gentle floating Vendobionts no chance. They must have been

shredded like swollen plastic bags in a combine harvester.

The fall of the Vendobionts to predators is speculative, but there can be

no doubt that rising atmospheric oxygen did correlate with radiations in

biological diversity in the Precambrian era. In Chapter 3, we noted a link

between oxygen and the rise of the eukaryotes, and following that, a link

between oxygen and the first stirrings of multicellular life. Now we must

consider the links between oxygen and the appearance of the first animals

of any size, the Vendobionts, and the bilateral segmented Cambrian

animals in turn (see Figure 4). While these links are beyond question in

themselves, it is an embarrassingly common mistake to confound a corre-

lation for a causal relationship. You may recall that Preston Cloud's third

criterion for linking oxygen to evolution was a good biological basis for








Snowball Earth, Environmental Change and the First Animals • 71



72 • FUSE TO THE CAMBRIAN EXPLOSION


the association (see Chapter 2, page 28). Are there good reasons for link-

ing oxygen with biological opportunity?

The most obvious basis for a causal link is energy production: oxygen

releases much more energy from food than do sulphur, nitrogen or iron

compounds acting as oxidants, and is an order of magnitude better than

fermentation. The consequences of this simple fact are startling. In partic-

ular, the length of any food chain is determined by the amount of energy

lost from one level of the chain to the next. This, in turn, depends on the

efficiency of energy metabolism. Energy metabolism is generally less than

10 per cent efficient in the absence of oxygen (that is, less than 10 per cent

of the total energy available in the food is extracted). If this organism is

eaten in turn, the energy available to the predator is less than 1 per cent of

that originally synthesized by the primary producer. This is the end of the

food chain: below a 1 per cent threshold, there is simply not enough

energy available to eke out a living. As a result, food chains must be very

short in the absence of oxygen. Bacteria usually become specialized, or

compete with each other for scarce resources, rather than 'eating' each

other. In contrast, oxygen-powered respiration is about 40 per cent effi-

cient in energy extraction. This means that the 1 per cent energy threshold

is crossed only at the sixth level of the food chain. Suddenly carnivorous

food chains pay and the predator is born. The dominant position of preda-

tors in modern ecosystems is not possible without oxygen. It is no fluke

that the Cambrian animals were the Earth's first real predators.

Predation is a powerful stimulus to weight gain in both predators and

prey, either to eat larger prey or to avoid being eaten. Large size requires

structural support. The two most important structural components of

plants and animals, lignin and collagen, require oxygen for their syn-

thesis. Lignin is best known as the cement that binds cellulose into a

strong but flexible matrix in the wood of trees. Because the production of

paper necessitates the expensive and time-consuming chore of removing

most of the lignin, there has been commercial interest in genetically

modifying plantation trees to produce less lignin. If nothing else, the

failure of these efforts gives an idea of the importance of lignin: the paltry,

stunted, lignin-depleted trees are swept to the ground and crushed in the

lightest of winds. Lignin is produced by the reaction of phenols with

oxygen. (Phenols, or phenolic antioxidants, are found at high levels in

red grapes, and have been linked to the benefits of the Mediterranean

diet.) Once formed, it is the most refractory biological polymer known:

even bacteria cannot easily break it down for energy.
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Collagen is the animal world's answer to lignin. It is a protein and an

essential part of the supporting connective tissues in flesh, the skin,

around organs and the tendons at joints. Before construction work can

begin, additional oxygen atoms must be incorporated into the protein

chains of collagen, cross-linking them together to form triple-chain

molecules, entwined like rope. As animals get older, more collagen cross-

links form, which is why meat from older animals is tougher than that

from younger animals. Even tiny errors in collagen synthesis can bring

about a pathological bendiness of joints and fragility of skin, such as in

Ehlers-Danlos syndrome. The 'India-Rubber Man' of circus fame, for

example, is said to have had Ehlers-Danlos syndrome. Given the universal

importance of lignin and collagen, it is hard to see how large plants and

animals could have borne their own weight without oxygen.

A final factor that is often mentioned in relation to rising levels of

oxygen is the formation of an effective ozone screen. Ozone ( 0 3 ) is

formed from the action of ultraviolet radiation on molecular oxygen in

the upper atmosphere. Ozone is good at absorbing ultraviolet rays, so

once a thick ozone layer has built up, the penetration of damaging ultra-

violet rays into the lower atmosphere is cut by a factor of 30 or more.

Much early work focused on the importance of the formation of an ozone

layer in permitting the colonization of the land, though this work has

been questioned in recent years. James Kasting, for example, has argued

that only 10 per cent of the present atmospheric levels of oxygen is

required to produce an effective ozone shield. This level may have been

attained as long as 2.2 billion years ago, nearly 2 billion years before the

invasion of the land took place.

James Lovelock argues that the living world is much more robust

than we credit, and tells an amusing tale of his early work at the Institute

of Medical Research in Mill Hill, London, where he and his collaborators

tried to sterilize hospital air using high-intensity ultraviolet radiation —

with a singular lack of success. The bacteria protected themselves under a

layer of mucus, and were only destroyed if stripped of their mucus before

being irradiated. In such circumstances, high levels of ultraviolet radia-

tion, in the days before the ozone layer had formed, cannot have pre-

sented much of an obstacle to bacterial colonization of lakes and shallow

oceans. Desiccation on land may have been a more intractable problem;

but there is no reason why desiccated bacterial spores should not have

survived prolonged dryness then, as today.

In fact, rather than protection by an ozone layer, size and structural
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support probably rank as the most important factors behind the coloniza-

tion of the land by animals and plants. True land-lubbers, which are more

or less independent of liquid water, must avoid desiccation. Resisting des-

iccation while remaining active requires special adaptations that are only

possible in larger organisms, such as a waterproof skin combined, in

animals, with internal lungs for maximum oxygen uptake and minimum

water loss. And large size, as we have seen, is not likely without oxygen.

We may reasonably conclude that oxygen was a cornerstone of Precam-

brian evolution. While nobody would propose that oxygen itself stimu-

lates evolution there can be little doubt that rising oxygen levels opened

new horizons for Precambrian life. Not one important evolutionary step

took place without an associated rise in oxygen, and no rise in oxygen

was divorced from a rapid increase in biodiversity and in the complexity

of life. Curiously, though, the major injections of oxygen were not

brought about by biological innovations, as had been tacitly assumed for

many years (with the exception of guts), but by non-biological factors,

such as glaciers and plate tectonics.

Left to its own devices, life on Earth dawdled for billions of years. If

the stimuli for change and evolution were little more than accidents of

tectonics and glaciation, a quiet world untroubled by geological strife

would almost certainly fail to accumulate much free oxygen. The Earth

stagnated for two prolonged periods, which between them account for

half its history. From 3.5 to 2.3 billion years ago, the world was domi-

nated by bacteria. Then, after the violent upheavals of 2.3 to 2.0 billion

years ago, another equilibrium was established, in which the oxygen

levels remained between 5 and 18 per cent of present atmospheric levels.

This new equilibrium stimulated a blossoming of genetic diversity among

the early eukaryotes, but could not provide enough energy for the evolu-

tion of large animals. At such low oxygen levels, life is denied size and

complexity; and without these, a brain is unthinkable.

The deadlock was broken by a second series of snowball Earths,

which started 750 million years ago and catapulted oxygen to modern

levels. Now the evolution of large animals was only a matter of time, and

it didn't take long. The Vendobionts, the Cambrians, the whole plethora

of modern life, exploded into being in a period less than that taken up by

the preceding glaciations. If nothing else, this relationship between life
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and environmental conditions should sound a note of caution to those

who seek intelligent life elsewhere in the Universe. We must look beyond

the mere presence of water to the presence of volcanoes, plate tectonics

and oxygen. Perhaps, if life once existed on Mars, it died out as the fires of

vulcanism faded within.

Whether oxygen was linked with opportunities or extinctions in the

modern age of plants and animals, the Phanerozoic, is a question for the

next chapter. I can find no evidence to support the idea that free oxygen

caused a global holocaust in the Precambrian, but there is a big difference

between our modern oxygen level of about 21 per cent, and the postu-

lated Carboniferous high point of 35 per cent, around 300 million years

ago. Our experience with diving gas mixtures alone suggests that pro-

longed exposure to high levels of oxygen can provoke lung damage, con-

vulsions and sudden death, to say nothing of the raging infernos and

stunted plant growth predicted by most biologists. Did oxygen really

reach fever pitch? If so, how did life cope? And if life flourished, what

does this say about our health today as we pop another multi-antioxidant

pill to stem the ravages of ageing?




C H A P T E R F I V E

The Bolsover Dragonfly



Oxygen and the Rise of the Giants



THE SMALL ENGLISH MINING TOWN OF BOLSOVER
 in Derbyshire

enjoyed an unexpected 15 minutes of fame in 1979. While working

a coal seam 500 metres [1640 ft] beneath the surface, local miners

dislodged a gigantic fossilized dragonfly with a wing-span of half a metre

[20 in], rivalling that of a seagull. Experts from the Natural History

Museum in London confirmed that the fossil dated to the Carboniferous

period, about 300 million years ago. The giant was dubbed the Bolsover

dragonfly, but although one of the oldest and most beautifully preserved

of fossil insects, it was far from unique. Similar fossils from the coal

measures of Commentry in south-east France had been described by the

French palaeontologist Charles Brongniart as long ago as 1885, and giant

dragonflies had since been unearthed in North America, Russia and Aus-

tralia. Gigantism was unusually common in the Carboniferous.

The Bolsover dragonfly belongs to an extinct group of giant preda-

tory flying insects, thought to have sprung from the same stock as the

modern dragonflies {Odonata)
 and known as the Protodonata.
 Like their

modern counterparts, the Protodonata
 had long narrow bodies, huge eyes,

strong jaws and spiny legs for grasping prey. Pride of place went to the

largest insect that ever lived, the colossal Meganeura,
 which had a wing-

span of up to 75 centimetres [30 in] and a diameter across the upper body

— the thorax — of nearly 3 centimetres [just over an inch]. For compari-
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son, the largest modern dragonfly has a wingspan of about 10 centimetres

[4 in] and a thoracic diameter of about 1 centimetre [1/3 in]). The proto-

type giant dragonfly differed mostly from its living relatives in the struc-

ture of its wings, which were primitive in the number and pattern of

veins. The giant size and primitive wing structure led the French scientists

Harle and Harle to propose in 1911 that Meganeura
 could never have

managed to fly in our thin modern atmosphere. They argued that such a

giant could only have found the power to fly in a hyperdense atmosphere

containing higher levels of oxygen than the present 21 per cent. (If the

extra oxygen was added to a constant amount of nitrogen, the air as a

whole would be more dense.) This startling claim echoed down the

corridors of twentieth-century science, to be repeatedly and vigorously

rejected by the palaeobiological establishment. In 1966, the Dutch geolo-

gist M. G. Rutten could write, in a charmingly antiquated style that has

passed forever from the scientific journals:

Insects reached sizes of well over a metre during the Upper Carboniferous. In

view of their primitive means of breathing, by way of trachea through the

external skeleton, it is felt that these could only survive in an atmosphere

with a higher Oz level. As a geologist, the author is quite satisfied with this

line of evidence, but other geologists are not. And there is no way of convinc-

ing one's opponent.

Insect flight mechanics are notoriously complex. A famous, albeit spuri-

ous, tale from the 1930s tells of an unnamed Swiss aerodynamicist who

was said to have proved, on the basis of calculated flight mechanics, that

the bumblebee cannot fly (in fact, he proved that the bumblebee cannot

glide, which is quite true). We should not smile too superciliously, though;

we have not progressed that far since then. In a detailed 1998 review of

dragonfly flight, J. M. Wakeling and C. P. Ellington concluded that our

grasp of dragonfly aerodynamics is limited by a poor understanding of the

interactions between the two sets of wings, and admitted that we are

unable to model their aerial performance with any confidence. In the face

of such sweeping ignorance, we can hardly reach any firm conclusions

about the composition of the ancient atmosphere on the basis of theoret-

ical flight mechanics alone.

Even so, the idea that giant insects may have required hyperdense,

oxygen-rich air to fly was never quite discredited, and stubbornly refused

to go away. We shall see that empirical measurements may yet succeed
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where theory has failed. Other factors imply that oxygen levels fluctuated

during the modern era of plants and animals — the Phanerozoic (see

Figure 1,
 page 27). Unequivocal geological evidence shows that the deep

oceans contained little dissolved oxygen for at least a short spell, corres-

ponding to the mass extinction at the end of the Permian period (250

million years ago); and for this to have happened we can only presume

that atmospheric oxygen levels fell, at least slightly. Conversely, if we are

to believe the principle of mass balance (see Chapter 3, page 34), the vast

amount of coal — which is essentially organic matter — buried in the

Carboniferous and early Permian period must surely have forced the

oxygen levels to rise. The question is, by how much?1

The chief difficulty in calculating changes in the air is to identify which

factors control the composition of the atmosphere over geological time,

and which are relatively trivial. Early attempts to model atmospheric

evolution would have had us believe that oxygen levels swung from less

than zero to several times the present value. If nothing else, these studies

drew attention to our surprising ignorance of the factors that actually do

control oxygen levels in the atmosphere. The difficulties in modelling

atmospheric change may of course reflect no more than an erroneous

starting assumption: that changes took place when they didn't. However,

before dismissing the problem as one of our own making, we should note

that the same difficulty applies to steady-state models, in which oxygen

levels remain constant. We do not know how an unchanging oxygen

level is maintained in the face of other environmental changes, which are

known to have happened.

Take fire as an example. Because fires consume oxygen they are

assumed to limit the accumulation of oxygen in the atmosphere. In the

absence of human meddling, fires are typically ignited by lightning strikes.

Under present conditions, most lightning strikes do not start fires because

forest vegetation is damp, especially when electrical storms are accom-


1 Rutten mentions the old argument that, because the bulk of photosynthesis is thought to



come from oceanic plankton, it is not certain whether the flora of the Carboniferous really



produced a measurable excess of oxygen. This argument is wrong: the important parameter



is not absolute productivity, but
 
burial.

 The complete decomposition of plankton means
 that far less carbon is buried at sea compared with the situation on land, where plants are



more refractory to decomposition.
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panied by torrential rain. But if wet organic matter burns freely in air

containing more than 25 per cent oxygen, as we are told, then, given an

atmosphere with such levels, lightning could trigger conflagrations even

in rain forests. The higher the oxygen level, the greater chance of fire; and

as the fires rage they use up excess oxygen. If oxygen levels rise too high,

fire would restore the balance.

This simple scenario tends to be accepted uncritically, but is in fact

quite misguided. Only if the forests are vaporized
 will the balance be main-

tained (just as we vaporize food when we burn it for energy during respi-

ration, giving off carbon dioxide gas and water vapour in our breath).

Anyone who has seen the gutted remains of a forest after a tire knows that

a large amount of charcoal is formed. Charcoal is virtually indestructible

by living organisms, including bacteria. No form of organic carbon is

more likely to be buried intact.

We have already seen that oxygen can accumulate in the air only if

there is an imbalance between the amount of oxygen produced by photo-

synthesis and the amount consumed by respiration, rocks and volcanic

gases. Permanent burial of organic matter is the most important way of

disrupting this balance, because it prevents the consumption of oxygen

by respiration. Organic remains that are buried are not oxidized to carbon

dioxide, so the oxygen is left over in the air. As charcoal is more likely to

be buried intact than normal decaying plant matter, the net result of a

forest fire is to increase carbon burial, and thus to raise atmospheric

oxygen. This in turn makes fire more likely and pushes up oxygen levels

until finally life on land is destroyed. Only then, when all organic produc-

tion and photosynthesis on land has ceased, can oxygen levels dwindle

slowly, as the gas is removed by reaction with eroded minerals and

volcanic gases. If perhaps a spore survived, life can strike up again; but if it

does so, the cycle of flames and destruction will be repeated endlessly. Fire

is a very poor control of atmospheric oxygen.

Such catastrophic scenarios are only too familiar to the environ-

mental scientists who try to model changes in atmospheric composition,

but there are difficulties with more subtle forms of negative feedback too.

One mechanism, proposed in the late 1970s by Andrew Watson, Lovelock

and Margulis as part of the Gaia hypothesis, suggested that bacterial

methane production might stabilize oxygen levels.

Methane-producing bacteria thrive in stagnant swamps where

oxygen levels are very low, and they cannot tolerate higher levels. They

gain their energy by breaking down organic remains in the swamps to
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release methane gas. This is no trivial process. Lovelock estimates that

some 400 million tons of methane are emitted into the atmosphere each

year by swamp bacteria (industrial pollution, farming and landfill sites

have now more than doubled this figure, contributing to global warming,

among other things). The theory goes that if the burial of organic matter

in swamps were to increase, pushing up oxygen levels, new colonies of

methane bacteria would thrive on the putrefying detritus, ultimately

belching out excess methane into the surrounding air. Methane escaping

from the swamps reacts with oxygen over a period of several years to

form carbon dioxide, thereby lowering oxygen again. Conversely, a lower

burial rate would support a smaller population of methane bacteria,

which would emit less methane and so encourage oxygen levels to rise

again.

The continuous feedback operating in this cycle might prevent large

fluctuations in oxygen levels. The difficulty with the theory is that it

predicts that methane bacteria should maintain permanent
 carbon burial

at a roughly constant rate, as the bacteria regulate oxygen levels by break-

ing down organic matter that would otherwise be permanently buried. In

fact, there are periods when the geological record shows that it varied

substantially. The massive amount of coal formed in the Carboniferous

and early Permian was clearly not broken down by methane bacteria in

coal swamps, so we can only conclude that there were times when the

methane cycle was insufficient to regulate atmospheric oxygen.2

More convincing as a biological feedback mechanism for regulating

oxygen is a curious phenomenon that affects plants, suppressing their

growth and productivity; in some circumstances, plant growth can be

halted completely. The phenomenon is known as photorespiration
 and,

unlike the plant's normal mitochondrial respiration, takes place only in

sunlight. Its purpose is a mystery. The net effect is that the plant takes up

oxygen and releases carbon dioxide, which parallels normal respiration

(hence the name) but fails to generate any energy. Also unlike normal

respiration, photorespiration competes with photosynthesis for the use of

an enzyme known by the sonorous acronym of Rubisco (which stands for

ribulose-l,5-bisphosphate carboxylase/oxygenase). This contest for the


2 Availability of nutrients such as phosphate has also been proposed to limit the burial rate,but since the ratio of phosphorus to carbon is much lower in land plants than in marine



algae and plankton, more carbon can be buried on land per unit of phosphorus Phosphate



abundance is therefore less likely to affect burial rates in terrestrial, compared with marine,environments.
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affections of Rubisco undermines the efficiency of photosynthesis and so

reduces plant growth.

Rubisco is the enzyme that binds carbon dioxide and incorporates it

into carbohydrate in photosynthesis. It is often justifiably claimed to be

the most important enzyme in the world. Certainly, weight for weight, it

is the most abundant enzyme on Earth. Without Rubisco, photosynthesis

as we know it could not take place. With it, we have a different problem.

By enzyme standards, Rubisco is not at all discriminating. A molecular

two-timer, it binds oxygen almost as eagerly as it does carbon dioxide.

When Rubisco binds carbon dioxide, its lawfully wedded wife, the plant

uses the carbon constructively to make sugars, fats and proteins. If, how-

ever, Rubisco binds mistress oxygen, then a large number of enzymes start

catalysing a useless chain of biochemical reactions, the result of which is a

return to square one. This energy-sapping chain of reactions slows down

plant growth as surely as a politician's misdemeanours retard his rise to

power.

The rate of photorespiration increases with both the temperature

and the oxygen level. This means that plant growth grinds to a halt in

hot, oxygen-rich conditions. Even in normal air, the apparently pointless

squandering of resources can reduce growth by as much as 40 per cent in

tropical areas. There is a corresponding drain on agricultural productivity,

though this may be masked to the casual gaze by ameliorating factors

such as rainfall, soil fertility and length of growing season.

Despite its apparent futility, photorespiration is almost universal

among plants, although many have evolved ways of reducing its detri-

mental effects.3 It has been maintained by evolution for some reason. In

other words, it must be useful for something, otherwise it would have

been unceremoniously dumped in the struggle for survival. This premise

is backed by the failure of numerous commercial attempts to breed plants

that do not photorespire, often motivated by an honest desire to increase

productivity in developing countries. Curiously, none of these genetically

modified plants could survive in normal air, yet most could thrive in air

rich in carbon dioxide but low in oxygen, suggesting that photorespira-

tion might protect against oxygen toxicity in some way. This would


3 Photorespiration is a particular problem for so-called
 C3 plants, which include most trees
 and shrubs. Grasses are mostly
 C4 plants, and escape the worst excesses of photorespiration
 by compartmentalizing their photosynthetic machinery. They capture carbon dioxide and



then release it in large amounts into the cellular compartment containing Rubisco. In these



circumstances
 CO2 out-competes
 O2 for the services of Rubisco.
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explain why photorespiration is less necessary at low oxygen levels, and

more necessary at normal or high oxygen levels. Whatever the reason,

the upshot is that photorespiration stunts plant growth if atmospheric

oxygen levels are high.

The potential magnitude of photorespiration fits it as a plausible

mechanism for stabilizing atmospheric oxygen. If oxygen levels were to

rise, the rate of photorespiration would rise in tandem and plant growth

would falter. Stunted plants would produce less oxygen by photosyn-

thesis, thereby adjusting atmospheric oxygen back to previous levels. An

elegant feature of this hypothesis is that it does not imply that carbon

burial should be constant. Quite the contrary. The rate of burial should in

principle vary with the exuberance of plant growth: if there is no growth

there can be no burial, and vice versa. The big question is empirical — can

photorespiration really account for both oxygen regulation and varia-

tions in carbon burial?

The answer is by no means certain, but the question is at least open

to experiment. Some studies suggest that, while surely playing a role,

photorespiration alone cannot maintain atmospheric oxygen at a con-

stant level all the time. In coming to this conclusion, in an important

1998 paper in the Philosophical Transactions of the Royal Society,
 David

Beerling and his colleagues at the University of Sheffield measured the

growth of a variety of plants at incremental oxygen levels from 21 to 35

per cent. At 25°C, overall productivity was down by 18 per cent in

oxygen-rich air compared with normal air, confirming an effect on

growth rates. However, the magnitude of this effect was not the same for

all plants: evolutionarily ancient groups of plants fared much better than

their modern cousins. Plants that had evolved during the Carboniferous,

such as ferns, gingko and cycads (palm-like evergreens with cones rather

than coconuts) were less sensitive to increased oxygen than were plants

that had evolved more recently, such as the angiosperms — the largest

group of plants today, which include deciduous trees and shrubs, our

staple crops, and all other herbaceous crops and flowers. The more

ancient groups of plants were also more likely to adapt to the new con-

ditions by changing the structure of their leaves. In particular, these

plants increased the number of stomata (the pores through which gases

enter and leave the leaf), allowing more carbon dioxide to accumulate

inside the leaf.

Interestingly, if carbon dioxide levels in the air were doubled, from

300 to 600 parts per million in these experiments, plant growth was not
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diminished at all, and indeed productivity sometimes rose. Although

carbon dioxide levels generally fall as oxygen rises, most geologists agree

that carbon dioxide fell from a high point of about 3000 parts per million

in the Devonian (385 million years ago) to a low point of 300 parts per

million by the end of the Permian (245 million years ago) (Figure 5). Car-

bon dioxide levels may therefore have been higher in the Carboniferous

than today. All in all, the Sheffield team concluded that high oxygen

levels during the Carboniferous and early Permian could have done little

more than thin plant growth in tropical areas.

Swamp bacteria, nutrients and photorespiration may well help to regulate

oxygen levels under normal conditions, but could at best only blunt the
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large changes in atmospheric oxygen predicted by the high rate of carbon

burial in the late Carboniferous and the early Permian. Perhaps it is time

to look a little more closely at the riddle posed by this 70-million-year

period, which lasted from around 330 to 260 million years ago. Ninety

per cent of the world's coal reserves date to a period that accounts for less

than 2 per cent of the Earth's history. The rate of coal burial was therefore

600 times faster than the average for the rest of geological time. Most

organic matter is not buried as coal, of course (see Chapter 2), but system-

atic analyses of the organic content of sedimentary rocks all over the

world confirm that the total amount of organic matter buried during the

Carboniferous and early Permian was much greater than during any other

period, including the present day.4

Unique events are best explained by singular circumstances. The

most believable explanation for the high rate of carbon burial during

the Carboniferous and early Permian invokes an accidental alliance of

geology, climate and biology. Two factors in particular were probably

important. First, the continents had recently converged to form a low-

lying supercontinent called Pangaea, and the wet climate and vast flood

plains could hardly have provided a better nursery for coal swamps.

Second, the rise of large woody plants, the first trees, about 375 million

years ago, brought about the verdant colonization of upland areas, as well

as the swamps and seashores. Woody plants depend on lignin for struc-

tural support. Even today, bacteria have difficulty digesting lignin, but

during the Carboniferous and early Permian there must have been a huge

discrepancy between the amount of lignin formed by woody plants and

the amount broken down by swamp bacteria.

The unparallelled rate of coal formation in the Carboniferous and

early Permian is explained, then, by an exceptionally high rate of lignin

production, an exceptionally low rate of lignin breakdown, and nearly

perfect conditions for preserving organic matter on an unprecedented

scale. We know of no negative feedback mechanism that could have

constrained atmospheric oxygen under these conditions, so we can only

conclude that oxygen levels must have gone up, and probably quite sub-


4 In addition to carbon compounds, we must also consider the burial of iron pyrites, or fool'sgold. When hydrogen sulphide is formed by sulphate-reducing bacteria, it can either react



with oxygen to form sulphates, or if no oxygen is present it may react with dissolved iron toform iron pyrites. If iron pyrites are formed and then buried, some oxygen that would



otherwise have been consumed by hydrogen sulphide is instead retained in the atmosphere.



Simultaneously high rates of carbon and pyrite burial therefore translate into the highest



rate of oxygen formation.
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stantially. Like M. G. Rutten, I'm quite satisfied by this line of evidence;

but the question remains, how much is a lot?

The balance sheet for photosynthetic oxygen production shows that

a fixed amount of oxygen is left in the air for each equivalent unit of

organic carbon buried (see Chapter 2, page 24). In principle, to calculate

oxygen levels all we need to know is how much organic matter was buried

in the past. From this figure we must subtract the amount of buried

matter that was later exposed by erosion and returned to the atmosphere

as carbon dioxide. On our balance sheet, carbon returned to the air

through erosion is no different from carbon burnt for energy and returned

immediately to the air as carbon dioxide. The difference in rate, however,

is critical. Coal that was buried in the Carboniferous, and is today dug out

and burnt, was nonetheless buried for 300 million years. Its burial helped

raise atmospheric oxygen levels throughout this time, just as burning it is

lowering them again today (albeit by a matter of 2 parts per million per

year, against a background level of 2 1 0 0 0 0 parts per million).

To put numbers on rates of carbon burial and erosion at times in the

distant past might seem a reckless intellectual escapade, but with a little

hedging the Yale University geochemist Robert Berner and his former

doctoral student Donald Canfield have succeeded in assigning some

reasonably sensible parameters. They argued that, because the great bulk

of organic matter is buried in coal seams, silting river estuaries and shal-

low continental shelves, we do not need to worry too much about rocks

that formed at the bottom of the deep oceans. It is then a straightforward,

if soul-destroying, task to determine the relative abundance of the dif-

ferent sorts of continental sedimentary rocks, as a quick glance at any

detailed geological map will testify. The organic content of these rocks

can be measured directly. The real difficulty comes in calculating differ-

ential rates of erosion. We can assume that older rocks are more likely to

have been completely lost by erosion or metamorphism, whereas younger

rocks, buried closer to the surface, are more readily exposed and eroded.

Another factor to take into account is whether burial originally occurred

in places with good potential for preservation, such as coal swamps (as

occurred widely in the Carboniferous), compared with burial at sites

subject to high rates of erosion, such as alluvial plains (which was more

common in the Permian).

By estimating rates for carbon burial and rock erosion on the basis of

the evidence available, Berner and Canfield calculated the apparent

changes in oxygen levels over the past 600 million years. They came up
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with a graph that sent shock waves through the geological establishment.

Oxygen levels, they said, rose to 35 per cent during the late Carboniferous

and early Permian, then fell to 15 per cent in the late Permian, to cause

the worst mass extinction ever recorded. Later, during the Cretaceous (the

final age of the dinosaurs), oxygen levels crept up again, this time to

around 25 or 30 per cent (see Figure 5).

However impeccable the logic, numbers such as these strain credibility,

and stand opposed to most people's intuitive feeling. Perhaps for this

reason, conclusions about ancient atmospheres based on computer

modelling meet continuing resistance. Most scientists are distrustful of

mathematical or philosophical reasoning unsupported by empirical

observation — memorably dismissed as 'fact-free science' by the guru

of evolutionary biologists, John Maynard Smith. A famous example of

fatuous logic is the conundrum posed by an ancient Greek, Zeno of Elea,

which troubled logicians for centuries but can rarely have cost a scientist

a night's sleep: movement is impossible, said Zeno, because to complete a

single step one must first complete half a step, then half of the remainder,

and so on in exponential fashion. Just as an exponential curve does not

touch the baseline until infinity, so the infinite number of half steps pre-

cludes the possibility of ever taking a whole step. Berner's and Canfield's

models may be far removed from the perverseness of Zeno's paradox, but

even though their calculations are based on empirical data, such an

apparently improbable outcome will always invite the reply that an

important factor has simply been overlooked.

The only really satisfying way of confirming or rejecting the hypoth-

esis that oxygen levels once reached 35 per cent is to measure them: could

there be, somewhere, a pocket of ancient air, miraculously undisturbed

for hundreds of millions of years? The idea seems outrageous, but polar

scientists have been drilling cores of ice from deep within the Arctic and

Antarctic ice caps over many years, in an effort to read the preserved

record of environmental change. The results have revealed much

about the speed and magnitude of climatic changes in the past, as well as

the extent of industrial pollution in Roman times and more recently.

Unfortunately, ice-core data can take us back only about 2 0 0 0 0 0 years,

before which the ice runs out. We have gone just 0.0007 per cent of the

distance.
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The situation seemed hopeless until the mid 1980s, when Gary

Landis, a geochemist at the US Geological Survey in Denver, had a clever

idea. Tiny bubbles trapped in amber might conceivably contain ancient

air, which had once dissolved in the resin of trees and later formed

pressured bubbles, as the resin hardened to form amber. As luck would

have it, Landis had the right equipment for the job: a quadrupole mass

spectrometer, recently designed by the US Geological Survey to analyse

the amounts and chemical identities of gases in tiny samples. The instru-

ment is sensitive enough to detect gases at concentrations as low as 8

parts in a billion, and quick enough to analyse samples released in

milliseconds from bubbles as small as a hundredth of a millimetre (10

micrometres) in diameter.

Amber jewellery, containing embalmed insects and spores, has been

highly prized ever since Neolithic times. Trade in Baltic amber is known

to stretch back at least 5000 years. The amber itself ranges in age from

Carboniferous (300 million years old) to Pleistocene (the period of the last

major ice age) so many trapped insects are in fact very ancient. The repu-

tation of amber as a time capsule reached its apotheosis in the notion that

dinosaur genes might survive intact in the abdomens of blood-sucking

insects that were engulfed in resin soon after their meal, an idea made

famous by the novelist Michael Crichton in Jurassic Park.
 Although con-

troversial, the idea did have sufficient scientific merit to attract serious

attention, and ancient DNA has indeed been isolated from insects in

amber dating from the Cretaceous (140 million years ago). If flimsy DNA

molecules could survive, why not air?

Working with Robert Berner, Landis used his quadrupole mass spec-

trometer to detect the gases trapped in air bubbles by mechanically crush-

ing the amber in a vacuum. To piece together a time line, Berner and

Landis ground up amber samples that dated to successive geological

periods, from the Cretaceous (140 million years ago) to modern times.

There was, of course, a danger that the different types of amber would

produce a range of values simply because they were
 different types of

amber. In an attempt to exclude the possibility that the measurements

reflected only local conditions, Berner and Landis used amber from a

variety of sources, from the Baltic States to the Dominican Republic, and

from open beaches to buried strata.

Their results were published in the journal Science
 in March 1988 and

caused an immediate stir. The data implied that oxygen levels had been

higher than 30 per cent during the Cretaceous, falling to our modern level
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of 21 per cent around 65 million years ago, a time that corresponded a

little too closely for coincidence to the mass extinction of the dinosaurs.

Might it be the case, Berner and Landis wondered, that, like the dragon-

flies, the dinosaurs needed high oxygen levels to achieve their giant

size, and could not survive in our thin modern atmospheres? By August of

that year, the letters pages of 
Science

 were filled with detailed technical

criticisms.

There are few better forums for a display of erudition than letters

pages, and on a good day the top scientific journals extend this tradition

into a marvellous parade of eclectic learning. No academic exchange is

more chastening to an erring author, or more entertaining to an inter-

ested onlooker. The amber results were subjected to scrutiny from just

about every angle, from the diffusion constants and solubility ratios of

matrix gases to the unusual chemistry of fractured polymers and the

geometrical behaviour of pressurized bubbles. Curt Beck of the Amber

Research Laboratory in New York, for example, drew attention to the

methods by which the Romans restored translucence to milky (or bone)

amber. Bone amber is rendered opaque by the presence of microscopic air

bubbles, but can be made transparent, as well as dyed, by heating it in oil.

The Romans apparently used the fat of suckling pigs, whereas the great

nineteenth-century German authority, Dahms, recommended rapeseed

oil. The method works because the air bubbles become filled with the oil,

which has the same refractive index as the amber. This means that the oil

can penetrate the amber matrix completely. That is, the bubbles are not in

fact entirely isolated from the environment, and so the air inside them

can exchange with air from outside, and thus would not accurately reflect

the composition of the air at the time they were formed.

The overall consensus, which has now persisted for more than a

decade, was that the air trapped in amber could not have been ancient,

and that the results of Berner and Landis must be artefacts of inappro-

priate methodology. While Landis claims to have refuted his critics in a

new round of experiments, his compendious data are not yet published in

any detail, and so have not been widely accepted by the geological com-

munity. Berner himself acknowledges that their preliminary data were

flawed, and concedes, with a rather charming candour, that Landis has so

far failed to persuade him that their critics were wrong.
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In rushing to denounce the amber results, one or two critics claimed that

the old status quo
 had been restored, and that the "previously held views

of palaeontology, geology and atmospheric science are still intact". Berner

and Landis retaliated that these 'previously held views' were not at all

intact, but were being revised independently of the amber studies. This

brisk exchange seems to me to stand at the heart of the debate, and

reveals quite a lot about the nature of scientific enquiry, which is very

rarely the kind of dispassionate induction process that philosophers like

to call the 'scientific method'. Most scientists instead cling to their

favourite stories, or hypotheses, until they are either proved, or dis-




前言1



credited to the point that even an obstinate old professor must concede

their fallacy. The two sides here were entrenching themselves for battle,

with a broad stretch of no-man's land separating the advocates of an

unchanging atmosphere from the campaigners for high-oxygen air — a

situation reminiscent of the squabbles that once took place in physics

between the exponents of a steady-state universe and the big bang theory.

Clearly, Berner's and Canfield's atmospheric model would convince some

geologists but not others, and only fresh data could point to a way out of

the impasse. If amber does not contain ancient air, it is hard to think

of anything else that might. Is there another way of corroborating the

model's results?

Well, ye-ess, is the best answer: there is another way, but it has a few

problems of its own. As we saw in Chapters 3 and 4, carbon-isotope ratios

can be used to measure changes in oxygen levels. The idea is more or less

the reverse side of the coin to measuring carbon burial directly, and the

problem has always been to make the opposite sides of the coin corres-

pond to each other.

The isotope method hinges on the fact that life prefers the light

carbon isotope, carbon-12. Organic matter therefore becomes enriched

in carbon-12. When organic matter is buried, relatively more carbon-12

is buried and more carbon-13 is left behind in the air as carbon dioxide.

The carbon dioxide in the air exchanges freely with carbonates in the

oceans, as well as those in swamps, lakes and rivers; the whole world is

interconnected. In shallow seas, the dissolved carbonates may in turn pre-

cipitate as carbonate rocks — marine limestones. Because of the equilib-

rium between carbonates in the seas and swamps and carbon dioxide in

the air, periods of high carbon burial on land leave a strong carbon-13

signature in marine limestones. These signatures can be extrapolated

backwards to calculate how much organic carbon must have been
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buried.5 The advantage of the isotope method is that it paints a picture of

organic burial based on changes in the ocean pool. This gives an idea of

the total global
 rate of burial, as, like salt, carbonate is dispersed by the

tides and currents at a roughly equal concentration throughout the

oceans.

There can be little doubt from carbon-isotope measurements that the

rate of burial of organic matter did vary substantially over geological time,

with a large peak during the Carboniferous and early Permian. The prob-

lem now, as before, is how to constrain the predicted changes in oxygen

levels within reasonable limits. The difficulty with estimates based on

isotope evidence is the extreme sensitivity of the predicted atmospheric

oxygen levels to small changes in the predicted rate of burial. We noted in

Chapter 2 that the amount of buried organic matter dwarfs the organic

content of the living world, by a factor of 2 6 0 0 0 according to Robert

Berner. This means that a very small change in the calculated rate of

burial (from isotope ratios), sustained over a period of millions of years,

can result in extreme variations in calculated oxygen levels — shifts that

are incompatible with life, and so cannot really have happened. Some

kind of feedback mechanism must have constrained these variations —

the trouble is, we don't know what it is.

After testing numerous possibilities in his atmospheric models, with

what must have been a dispiriting lack of success, Berner finally had an

ingenious idea that was open to experimental verification. What if life's

preference for carbon-12 itself varied with oxygen levels? In other words,

what if the degree of carbon-12 enrichment in organic matter varied with

the amount of oxygen in the air? When we measure carbon burial, we

assume that a fixed proportion was buried as carbon-12. If we then detect

more carbon-12 in buried carbon (or more carbon-13 in limestone), we

take this to mean that there was an increase in the rate of burial. However,

it could also mean that there was a rise in the proportion
 of carbon-12

buried. If this happened, the total amount of buried carbon might remain


5 A similar argument applies to sulphate-reducing bacteria, which discriminate between the



two sulphur isotopes, sulphur-32 and sulphur-34. Burial of iron pyrites resulting from the



activities of sulphate-reducing bacteria raises oxygen levels because the organic matter usedas a carbon source by the bacteria is not completely oxidized. Strong sulphur-34 signatures



in sulphate evaporites, such as gypsum, correspond to a high burial of sulphur-32 in iron



pyrites. The studies discussed in the main text do take sulphur isotopes into consideration



but a detailed exposition here runs the risk of losing any remaining readers. Berner himself



writes clearly and engagingly on the subject, so for those who want more detail, I recom-



mend his primary papers, listed in Further Reading.
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constant, but the amount of carbon-12 measured in it could still increase.

If we then misguidedly applied the law of fixed proportion, we would

have an exaggerated impression of the total amount of carbon that had

actually been buried. Any mechanism that makes plants use more
 carbon-12

than normal could have this effect. Correcting for the distortion would

decrease the amount of buried carbon estimated by the model and so

blunt the predicted variations in oxygen. In other words, the impossibly

extreme fluctuations in atmospheric oxygen predicted by the unmodified

isotope method could be made more realistic by taking into consideration

the selectivity of plants for carbon-12 at different oxygen levels. If plants

became more selective for carbon-12 at high oxygen levels, and less

selective at low oxygen levels, the predicted fluctuations in atmospheric

oxygen would be constrained within more reasonable bounds.

Convinced? Perhaps not, but in theory our old friend photorespira-

tion could have exactly this effect. The carbon dioxide produced by photo-

respiration is released into the leaf spaces and may then either diffuse out

of the leaf, or be taken up a second time by Rubisco and converted back

into sugars, proteins and fats. Because the carbon dioxide released by

photorespiration is formed from organic matter, it is already enriched in

carbon-12. When subjected to a second round of discrimination, the

newly made organic matter will be even more enriched in carbon-12. We

noted a similar effect with sulphate bacteria in Chapter 4, analogous to

re-breathing air in a plastic bag. The rate at which this super-enrichment

occurs depends on the rate of photorespiration — and this, as we have

seen, increases with rising oxygen levels. In theory, then, high oxygen

levels should increase life's preference for carbon-12 and distort our calcu-

lations of atmospheric oxygen. The theory seems to fit; but do the

numbers add up?

Berner teamed up with specialists from the University of Sheffield in

England, including David Beerling, and the University of Hawaii. They

chose photosynthesizers from diverse evolutionary groups including

angiosperms, cycads and marine single-celled algae, and grew them in the

laboratory under different oxygen concentrations. Their findings were

published in Science
 in March 2000 and are an amazingly close fit to the

wildest dreams of the theorists. AH the species they tested responded to

increasing oxygen levels by becoming more selective for carbon-12.

Plants that had evolved during the Carboniferous or early Permian, how-

ever, showed the greatest selectivity. Cycads, for example, left behind an

excess of 17.9 parts per thousand carbon-13 in the air at 21 per cent
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oxygen, but when oxygen levels were raised to 35 per cent, this rose to

21.1 parts per thousand. This is a relative increase in carbon-12 enrich-

ment of 18 per cent. With fewer stomata in their leaves, the plastic-bag

effect was enhanced. When this figure is taken into consideration in the

isotope calculations, we find a very close match between the two sides of

the coin: between the calculations based on carbon burial directly (mass

balance), and those based on carbon isotopes. Both independent calcula-

tions indicate that oxygen levels reached 35 per cent during the Carbon-

iferous. Berner had finally balanced his books.

These results do not prove conclusively that the air in Carboniferous and

early Permian times was rich in oxygen, but they do place the boot firmly

on the other foot: it is now up to those who disbelieve that such changes

could have taken place to produce strong empirical evidence supporting

their case. In the meantime, an expanding party of researchers from other

fields have taken the high-oxygen case at face value and started to ask

pertinent questions about the likely implications. Many of these implica-

tions can be examined directly by a fresh look at the fossil record, or by

measurements of physiological performance in high-oxygen atmospheres,

such as dragonfly flight. But first, we still have a paradox on our hands:

fire. Shouldn't everything burst spontaneously into flames at such high

oxygen levels? What about the runaway catastrophe of burning forests

that we discussed earlier?

One of the difficulties that scientists face today is the sheer breadth of

knowledge. Even within a particular field, such as medical research, it is

hard to keep abreast of new research, while spending most working hours

at the bench or in the clinic. Researchers typically have a minutely detailed

knowledge of their own immediate discipline, for example population

genetics, while maintaining enough of a broad understanding to weigh

up the importance of developments in related subjects, such as molecular

biology. Once we get further afield, however, scientists, like everyone else,

just have to accept a lot on trust. Fire gives an idea of just how deeply a

concept can become embedded in scientific lore without anybody ques-

tioning its experimental basis.

During the 1970s, Lovelock and Watson argued that "above 25 per

cent oxygen very little of our present land vegetation could survive the

raging conflagration which would destroy tropical rain forest and arctic
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tundra alike", and that even wet vegetation would have "a significant

probability of ignition... a fire could be kindled even during a rainstorm."

To back such strong statements, we may be forgiven for assuming that

experiments must have been done, and the data filed away long ago as

established fact; this, at least, was my assumption, until I became suffi-

ciently troubled by the story to look up the original experiments. The

work had indeed been done: Andrew Watson, then a graduate student of

Lovelock's, devoted his 1978 PhD thesis to a detailed examination of

burning in different oxygen atmospheres. Unfortunately, somewhere

along the way his conclusions were stripped of their context.

To control the parameters of his experiments, allowing him to com-

pare like with like, Watson worked mostly with paper strips. These he

moistened to varying degrees and ignited. He went on to stage hundreds

of small burns under conditions of controlled oxygen and moisture

content, and drew curves for the probability of ignition by electrical

discharge, the rate of fire spread, and the amount of water needed to

extinguish the flames. The results confirmed our intuitive judgement that

high oxygen intensifies fire and counteracts the dampening effect of

moisture.

There is nothing wrong with these results. The problem is what they

left unsaid, as Watson himself acknowledges. Critically, paper is a poor

surrogate for the biosphere, as anyone who has attempted to light a wood

fire using newspaper knows. As we noted in Chapter 4, paper manufacture

involves the removal of most of the lignin, and this increases its flam-

mability. Lignin does not burn well, but instead tends to smoulder gently.

Trees with a high lignin content in their bark are relatively fire resistant.

Nor can paper retain water by osmosis as living cells do. The moisture

content of comparably thin plant tissues, such as leaves, is therefore

much higher than paper. While Watson measured the flammability of

paper up to a maximum of 80 per cent moisture saturation, some leaves

approach an equivalent of 300 per cent saturation. Plants at high risk of

tire may also accumulate high levels of fire retardants, such as silica. Some

straws, for example, have an unusually high content of silica, which can

make it hard to burn agricultural waste. Housewives apparently dis-

covered this trick long ago: silicate paints were commonly applied to

curtains during the Second World War to retard the spread of fire in the

aftermath of bombing.

Perhaps the most surprising feature of all this is that we simply do

not know the extent to which high atmospheric oxygen affects the spread
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of fire in real ecosystems. I understand that trash cans stuffed with wet

organic matter are being detonated in high-oxygen atmospheres as I write

— science marches ever on — but from work published to date we

can come to no firm conclusions about whether fire really would have

posed an insurmountable problem in the hypothetical Carboniferous

atmosphere. Given the devastation caused by forest fires today, it is hard

to imagine that so much extra oxygen would not have risked global

conflagration, but we must bear in mind two factors. First, most fires

today are ignited, either accidentally or intentionally, by people. There

would be far fewer fires today if they were ignited only by lightning. If,

in the past, the risk of fire was greater, this extra risk might have been

counterbalanced by a much lower rate of ignition: fires may have been no

more common then than they are today. Second, plants have an extra-

ordinary capacity to adapt to regular devastation by fire.

Our knowledge of the adaptations of modern plants to fire allows us

to scrutinize the fossil record for evidence of similar adaptations in

Carboniferous or early Permian times. These issues have been examined

in an illuminating and unsurpassed 1
 989 review by Jennifer Robinson,

working at the time at Pennsylvania State University. She argued that if

oxygen levels were high during the Carboniferous, we should expect to

find adaptations to fire in fossil plants. Conversely, failing to find them

would be a good case against a high-oxygen atmosphere. Going one step

further, Robinson argued that, while adaptations to fire do not prove the

case for high oxygen, a stronger case could be made if even swamp plants

adapted to fire in the Carboniferous. This would indeed be curious.

Today, most swamp plants have no need to adapt to fire, because the fire

risk in waterlogged environments at present oxygen levels is virtually

zero.

In her survey of Carboniferous swamp plants, Robinson came to the

tentative conclusion that they really had adapted to fire. I say tentative,

because there are some difficulties of interpretation. Succulent leaves, for

example, might retard the spread of fire, but might also be an adaptation

to watery surroundings, or at least an expression of plenty. Deep tubers

(along the lines of potatoes) may store enough energy to fuel regeneration

of the plant after destruction by fire, but may alternatively be forced on

the plant by the depth of the bog. Morphological adaptations are even

harder to interpret in plants that have since fallen extinct. Notwithstand-

ing these caveats, however, the fossil record is consistent with the idea of

fire resistance. Most large plants at the time had deep tubers, thick bark
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with a high lignin content, succulent leaves and branches high above the

ground, out of reach of any fire that might have swept through the brush-

wood. And there were few hanging vines or fronds that would enable

ground fire to move into the canopy.

The appearance of the giant lycopods, the dominant trees of the

Carboniferous swamps, is reminiscent of palm trees, although they are

not related. The beautiful geometric patterns of their thick, lignin-impreg-

nated bark preserve well and are commemorated in some of the ornamen-

tal columns at the Natural History Museum in London. Whether or not

the giant lycopods were specifically adapted to fire, they would certainly

have been hard to burn. Smaller survivors from the era, such as ferns and

the horsetail Equisetum,
 are less obviously fire-resistant, but can also be

hard to burn as they contain high levels of fire retardant. In a wry aside,

Robinson notes that "modern Equisetum
 is almost unburnable (personal

observation), perhaps due to high silica content." I can't resist the image

of Robinson as a petulant pyromaniac, stamping her foot in frustration

as the horsetails fail to set alight. True science is born from this kind of

passion.

Other aspects of the swamp environment also suggest periodic

ravaging by fire, in particular the abundance and properties of fossil

charcoal. Some coals contain over 15 per cent fossil charcoal by volume —

an extraordinary amount if we consider that coal beds are formed in

swamps, which under modern conditions virtually never catch fire. The

closest modern equivalents to Carboniferous swamps, the swamps of

Indonesia and Malaysia, are almost charcoal-free. The discrepancy led

many scientists to question whether fossil charcoal was perhaps an

impostor — another type of coal not formed by charring at all, but which

just happened to look similar. Finally, however. Given, Binder and Hill

demonstrated in 1966 that the questionable charcoal really had been

exposed to temperatures of several hundred degrees: it really was charcoal

and not some form of compressed, unburned coal. Today, few geologists

dispute that wildfires once burned frequently in swamp environments.

What is not agreed is why. It may have been a result of high oxygen,

making fire in waterlogged surroundings more likely, or it may reflect no

more than the local climate, and the frequency at which the swamps

dried out.

Re-examining the fossil charcoal record from the perspective of

variable oxygen throws new light on the conundrum. Coals that formed

during periods of hypothetically high oxygen, such as the Carboniferous
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and Cretaceous, contain more than twice as much charcoal as the coals

that formed during low-oxygen periods like the Eocene (54 to 38 million

years ago). This implies that fires raged more frequently in times of high

oxygen and were not related to climate alone. Some of the properties of

the charcoal support this interpretation. The shininess of charcoal depends

on the temperature at which it was baked. Charcoals formed at tempera-

tures above about 400°C are shinier than those that cooked at lower

temperatures, and so reflect back more of the light directed at them. The

difference can be detected with great accuracy using a technique known

as reflectance spectroscopy. The shininess of fossil charcoals from both

the Carboniferous and Cretaceous implies that they formed at searing

temperatures, almost certainly above 400°C and perhaps as high as 600°C,

in fires of exceptional intensity. The temperature at which a fire burns,

of course, depends on many factors, including the type of vegetation

(modern conifers bum at much higher temperatures than deciduous

trees), the thermal conductivity of the wood and the height of the water

table; but an important factor is the level of oxygen. The simplest

explanation for the twin peaks of charcoal reflectance in the Carbonifer-

ous and the Cretaceous is that oxygen levels were highest then.

The fireworks that brought the Cretaceous to an abrupt end support the

idea of high oxygen levels. A catastrophic firestorm may have accom-

panied the extinction of the dinosaurs. One piece of evidence supporting

the theory that a giant meteorite hit the earth 65 million years ago is a

thin layer of rock rich in iridium that delineates the boundary between

the Cretaceous and the Tertiary — the so-called K-T (Cretaceous-Tertiary)

boundary. This thin band of iridium-rich rock has now been found at

more than 100 sites worldwide. Iridium is rare on Earth, much rarer than

gold, but is relatively common in meteorites.6 In fact, the 2:1 ratio of

iridium to gold in samples from the K-T boundary closely matches that

found in meteorites. The presence of iridium in a thin band all around the

world suggests that the meteorite shattered on impact, throwing fine dust

high into the stratosphere, which later settled out to form the iridium

layer.


6 A competing theory argues that the iridium is derived from the giant volcanic eruptions of



the Deccan traps in India. Either event might have produced a catastrophic fire, though it ishard to see how the Deccan traps theory could account for the evidence of extraterrestrial



impact on the Yucatan peninsula in Mexico (the shallow seas retreated, leaving evidence of



a crater filled in with sediments), or the proposed 'megawave' tsunami that followed.
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In 1988, Wendy Wolbach, then working on her PhD thesis, and her

colleagues at the University of Chicago, presented evidence in a paper to


Nature
 that the iridium was mixed with soot at 12 sites from the United

States, Europe, North Africa and New Zealand. She argued, on the basis of

the isotopic uniformity of the carbon, that the soot had been deposited by

a single global fire in the wake of the impact itself. Simple calculations

suggested that about 25 per cent of terrestrial biomass of the planet had

perished in the flames. The headlines at the time were colourful, if pre-

dictable, along the lines of 'Dinosaurs Barbecued in Giant Fireball!'

Wolbach's work has found support more recently in other evidence

for a great conflagration. In 1994, Michael Kruge and his colleagues at the

University of Southern Illinois described a belt of fossil charcoal 3 metres

[10 feet] thick in Mimbral in northern Mexico, and argued, from its

curious cocktail of terrestrial and marine sediments, that terrestrial plants

must have charred in a firestorm (ignited by the passage of the meteorite

through the skies), then drowned in the deep sea by the backwash from a

giant tsunami, or megawave, caused by the impact of the meteorite in

shallow tropical seas. While their interpretation has been queried, the

evidence for an exceptional fire at the time is hard to ignore.

If indeed there was such a fire, then a high-oxygen atmosphere may

have sealed the fate of the dinosaurs. This is believable, if only because

other large meteorites have hit the Earth without causing mass extinc-

tions. For example, a major impact formed the Ries crater in Germany

15 million years ago. The impact threw huge boulders more than 95 kilo-

metres [60 miles] into Switzerland and the Czech Republic, and droplets

of molten rock over several hundred miles, but not even the local mam-

mal populations were affected. The Montagnais and Chesapeake Bay

impacts formed craters 45 and 90 kilometres [28 and 56 miles] in diameter

respectively, but neither brought about a mass extinction. It seems

possible that the added zest needed for an explosive doom is a little extra

oxygen.

We now have two independent empirical models — the mass balance and

isotope models — which concur that oxygen levels reached 35 per cent

during the Carboniferous and early Permian. Also, plants that evolved at

the time are resistant to high levels of oxygen; their productivity is barely
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affected by photorespiration in high-oxygen atmospheres- Fire presents

a serious risk in these conditions, but by no means rules out vegetative

cover even in dry conditions. Jennifer Robinson, in another of her vivid

personal observations, suggests that a modern analogy might be the

thinned and locally denuded cover found on bombing ranges in season-

ally dry climates. Swamps protect against fire, but even swamp plants of

the time show morphological adaptations to fire, including thick, lignin-

rich bark, deep tubers and high crowns. Among the survivors from the

Carboniferous, some ferns and horsetails have a high content of fire-

retardants such as silicate. The environment shows signs of regular wild-

fires in the form of abundant fossil charcoal, and this charcoal probably

formed at the searing temperatures characteristic of high oxygen. There is

some evidence that the Cretaceous ended with a catastrophic firestorm.

Altogether the case is sufficiently strong to have convinced some scien-

tists to return to the old bugbear of insect gigantism. Was that, too,

related to high oxygen levels?

I cited the Dutch geologist M. G. Rutten at the beginning of this

chapter. He argued that the primitive means by which insects breathe

might limit their size and flight performance. Insects take in air by way of

fine tubes or trachea that open directly to the air through pores in the

external skeleton and then branch to penetrate every cell in the insect's

body. The idea is that the size of flying insects is restricted by the need for

oxygen to diffuse through the tracheal system. Any increase in insect size

means that oxygen must diffuse over greater distances through the

tracheal system, and so makes flight less efficient. The effective upper limit

to passive diffusion down a blind-ending tube (at modern atmospheric

levels of oxygen) is about 5 millimetres [1
 /5 inch]. According to Robert

Dudley, a physiologist at the University of Texas, an increase in the

oxygen content of the air to 35 per cent would increase the rate of oxygen

diffusion by approximately 67 per cent, enabling it to diffuse over longer

distances. In other words, air that contains more oxygen allows the mini-

mum amount needed for respiration to reach further into the insect's

trachea. This would improve the oxygenation of flight muscles, allowing

thicker constructions and permitting insects to grow larger. While other

selective pressures, such as predation, probably drive the actual tendency

to get bigger, higher oxygen levels raise the physical barrier to greater

size.

So far so good, but there is one problem with this line of reasoning:

the tracheal system may be primitive, but it is far from inefficient — with
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it, flying insects achieve the highest metabolic rates in the whole of

the animal kingdom. Almost without exception, insect flight is totally

aerobic, which means that their energy production is dependent entirely

on oxygen. In spite of our well-ventilated lungs, powerful hearts, elabor-

ate circulatory systems and red blood cells packed with the oxygen-

carrier haemoglobin, we are less efficient. Sprinters cannot breathe in

enough oxygen to power their efforts and their muscle cells must instead

resort to the less efficient process of energy production by anaerobic

glucose breakdown, or glycolysis, which produces a mild poison, lactic

acid, as a by-product. The longer we persist in violent exercise, the more

lactic acid builds up, until finally we are left half paralysed, even if we are

running for our lives. Heavy-legged exhaustion is the product of a respira-

tory failure that does not trouble insects. If you ever thought that a house-

fly never grows tired of buzzing, you were probably right: unfortunately

for us, it does not poison itself with lactic acid.

The limits of insect flight are not at ail easy to define. In a handful of

rather quirky experiments dating back as far as the 1940s, experimenters

have tried tethering insects, attaching tiny weights, cutting oxygen levels

to a fraction of normal air, and replacing nitrogen with light-weight

helium mixtures. AH went to show the surprisingly wide safety margins of

insect flight. Some insects are even able to fly in low-density helium mix-

tures with an oxygen content of just 5 per cent. In most experiments,

insects gained no apparent benefit if oxygen levels were increased to

35 per cent. The broad conclusion was that insect flight is not limited

by tracheal diffusion, so oxygen cannot act as a spur to greater size. This

is still the opinion of many entomologists, but the tide is beginning to

turn.

The reason the tracheal system is so efficient is that oxygen remains

in the gas phase, where it can diffuse rapidly, and need not pass into solu-

tion until the last possible moment, as it enters the flight muscle cells

themselves. As a result, the ability of the tracheal system to deliver oxygen

typically exceeds the capacity of the tissues to consume it. The only real

inefficiency is the blind endings of the trachea, which branch into fine

tubules in much the same way as the blind bronchioles in our own lungs.

Just as we suffocate if we cannot physically draw breath, so too insects are

limited by the diffusion of gases in the blind alleys of the tracheal system.

Most insects get around this difficulty, as we do ourselves, by actively

ventilating their trachea.

For insects, there are two ways of ventilating the trachea, known as
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abdominal pumping and autoconvective ventilation. Most 'modem'

insects, including wasps, honeybees and houseflies, rely on abdominal

pumping, in which the insects contract their abdomens rhythmically to

squeeze air through the tracheal network. The rate of pumping changes in

response to the amount of oxygen available. If honeybees are placed in

low-oxygen air, for example, their metabolic rate remains constant —

they continue to get through the same amount of oxygen as they fly —

but the rate of water loss by evaporation may increase by as much as

40 per cent, implying that the bees compensate for the low oxygen by

pumping their abdomens more vigorously, thereby increasing the rate of

tracheal ventilation, and so evaporation. The efficiency of this process

allows most insects to keep an even keel in changeable conditions.

Dragonflies, locusts and some beetles rely on the second, more prim-

itive, means of ventilation — autoconvective ventilation. This is a

splendidly opaque way of saying that they create draughts when they flap

their wings. Insects that depend on autoventilation can increase airflow

in their trachea by increasing the frequency or amplitude of wing beats —

they flap their wings harder. There is of course a catch here: beating wings

demands energy, and the harder they beat the more energy is needed.

Abdominal pumping requires little energy in comparison. As energy pro-

duction requires oxygen, and the availability of oxygen can only be

increased by beating, which consumes the extra oxygen, dragonflies and

other autoventilating insects may be uniquely susceptible to fluxes in

oxygen levels.

In principle, a rise in oxygen levels should enable dragonflies to beat

their wings less actively to achieve the same flight performance; or, for a

constant rate of beating, the body size might be increased. In a detailed

study published in the Journal of Experimental Biology
 in 1998, Jon

Harrison of Arizona State University and John Lighton of the University

of Utah put these ideas to the test, and finally produced solid evidence

that dragonfly flight metabolism is sensitive to oxygen. They measured

carbon dioxide production, oxygen consumption and the thoracic

temperature of free-flying dragonflies kept in sealed respiratory chambers.

Raising the oxygen content from 21 to 30 or even 50 per cent increased

the metabolic rate. This means that, in today's atmosphere, dragonfly

flight is limited by oxygen insufficiency. If dragonflies can fly better in

high-oxygen air, then presumably larger dragonflies, which could not

generate enough lift to become airborne at all in today's thin air, would

have been able to fly in the postulated oxygen-rich mix of the Carbonifer-
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ous.7 It seems that the Bolsover dragonfly really was only able to fly, and

so hunt its prey and survive, in an oxygen-rich atmosphere.

Dragonflies were not the only giants of the Carboniferous — many other

creatures attained sizes never matched again. Some mayflies had wing-

spans of nearly half a metre [19 inches], millipedes stretched for over a

metre [39 inches], and the Megarachne, a spider-like arachnid with a leg-

span of nearly half a metre [18 inchesj, would have chilled the marrow of

Indiana Jones. Even more terrifyingly, scorpions reached lengths of a

metre, dwarfing their modern cousins, the largest of which barely manages

a fifth of that length. Among the terrestrial vertebrates, amphibians grew

from newt-like proportions to reach body lengths of 5 metres [16 feet].

They left some of the oldest footprints in England, at Howick in

Northumberland — 18 centimetres [7 inches] long and 14 centimetres

[5Vi inches] across. In the plant world, ferns turned into trees, while the

giant lycopods reached heights of nearly 50 metres [164 feet]. Their only

survivors today are the diminutive herbaceous club-mosses, such as the

ground pine (Lycopodium obscurum),
 which rarely grow higher than 30

centimetres [12 inches].

Was all this rampant gigantism related to oxygen? It is certainly pos-

sible. Like the dragonfly, each of these organisms depends on the passive

diffusion of gases in one way or another. The size of amphibians, for

instance, is restricted by their capacity to absorb oxygen by diffusion

across the skin, whereas the height of plants depends on the thickness of

their structural support, which in turn is limited by the need for gases to

reach internal tissues. But while it is plausible that high oxygen levels

might enable greater size, it is hard to back the claim with direct evolu-

tionary evidence. There is one tantalizing suggestion from modern

ecosystems, however, that this is indeed the case.

Tucked away in the 'Scientific Correspondence' section of Nature
 in

May 1999 was a short paper on the size of crustaceans — the class that

includes shrimps, crabs and lobsters — in polar regions. This paper solved

a long-standing riddle rather neatly: the relationship between gigantism

and oxygen availability. The authors, Gauthier Chapelle of the Royal


7 Because the extra oxygen was added to the existing atmospheric gases, the overall density ofthe air would have increased. Higher density aids lift (by increasing the Reynold's number)



and would have encouraged the evolution of flight. In a series of fascinating papers, Robert



Dudley has connected the origins of flight in insects, birds and bats with changes in atmo-



spheric density.



102 • THE BOLSOVER DRAGONFLY


Institute of Natural Sciences in Belgium, and Lloyd Peck of the British

Antarctic Survey, examined length data for nearly 2000 species of crust-

aceans from polar to tropical latitudes and from marine to freshwater

environments. They focused on a single group, known as amphipods,

which are cold-blooded, shrimp-like creatures, ranging in length from a

couple of millimetres [1
 /25 inch] to about 9 centimetres [3Vz inches]. The

amphipods are not exclusively marine, and are best known to most of us

as sand-hoppers, or the shiny brown animals that leap about when pot

plants are moved in the garden.

The thousands of marine species of amphipod are a cornerstone of

polar food chains, being the staple diet of juvenile cod, which are in turn

preyed on by seals, and the seals by polar bears. In some bottom sedi-

ments, amphipods are found at an extraordinary density of 4 0 0 0 0 per

square metre [4000 per square foot]. These tiny creatures offer even more

of a square meal in polar waters: the largest Antarctic species are some

five times larger than their tropical cousins — true giants by amphipod

standards. In this respect, amphipods are not alone. For the past hundred

years or so, scientists have catalogued numerous giant species in polar

seas. Although polar gigantism is usually ascribed to the low temperatures

and the reduced metabolic rates of cold-blooded animals, the relationship

is not straightforward. Surprisingly, polar gigantism had never been satis-

factorily explained. The trouble is that the inverse correlation between

size and temperature is curved rather than linear, and has a number of

puzzling exceptions. In particular, many species achieve far greater sizes

in freshwater environments than they ought to on the basis of tempera-

ture alone. Freshwater amphipods from Lake Baikal in Russia, for exam-

ple, are twice as large as those in the sea at the same temperature.

Then Chapelle and Peck had a clever idea and applied it to their

amphipod data. What if the true correlation was not with water tempera-

ture at all, but with the dissolved oxygen concentration? Oxygen dis-

solves better in colder water and is nearly twice as soluble in polar seas

than in tropical waters. The salt content also affects the solubility of

oxygen, which dissolves 25 per cent better in fresh water than in saline.

The highest oxygen saturation is therefore in large freshwater lakes verg-

ing on the Arctic tundra, such as Lake Baikal — and this is where the

largest crustaceans are to be found. When Chapelle and Peck re-plotted

their length data against the oxygen saturation of the water, they got a

nearly perfect fit (Figure 6). While it is true that a correlation says nothing

about mechanism, it seems likely that inadequate oxygen availability
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limits size in many species, or conversely, that high oxygen raises the

barrier to gigantism.

Of course the dependence of giants on high oxygen means that they

are perilously susceptible to falling oxygen levels. In a stark closing line,

Chapelle and Peck predict that giant amphipods will be among the first

species to disappear if global temperatures rise, or if oxygen levels decline.

We can hardly begin to imagine what effect this might have on the rest of

the food chain.

The case for changeable oxygen levels in the atmosphere is not easy to

dismiss. This conclusion stands in opposition to Lovelock's Gaia theory,

which argues that the living biosphere has regulated the levels of oxygen

in the atmosphere over the past 500 million years. While this may be true

for much of the time, there have surely been periods when the biosphere

lost control over oxygen levels. If anything, the possibility that Gaia

cannot always maintain the physiological balance that Lovelock ascribes

to her only strengthens his concerns about our impact on the planet.

Given the unequivocal evidence of global glaciation punctuating the

Earth's history, it is plain that Gaia does not have a tight control over

temperature. Something similar seems to be true of oxygen. We have a

tenuous grasp of the factors that control oxygen or carbon dioxide levels,

but the fact that there have been times when they have tipped out of

balance means that it can happen again, perhaps with our help. The feed-

back mechanisms postulated by Lovelock and others have the power to

resist change for a period. If we are to judge from the case of oxygen, they

do not have indefinite flexibility and cannot resist catastrophic change.

We should beware.

With the exception of fire, there is remarkably little evidence that

high oxygen levels are in any way detrimental to life. On the contrary,

high oxygen may have opened evolutionary doors that are closed to us

today. Falling oxygen closes these doors, and the species left outside are

unlikely to survive. Most of the giants of the Carboniferous, for example,

failed to survive until the end of the Permian period, when Robert

Berner's calculations suggest that oxygen levels plummeted to 15 per cent

as the climate became cooler and drier.

We must conclude that high oxygen is good, low oxygen is bad. But

we saw in Chapter 1 that high levels of oxygen are toxic, causing lung
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damage, convulsions, coma and death, and we are told that oxygen free

radicals are at the root of ageing and disease. What is going on: is oxygen

toxic or not? This paradox did not escape the notice of Barry Halliwell

and John Gutteridge, authors of Free Radicals in Biology and Medicine,
 the

standard text on the subject, who remarked laconically that "the plants

and animals existing in the Carboniferous times must presumably have

had enhanced antioxidant defences, which would be fascinating to study

if these species could ever be resurrected." Yes indeed. How did they over-

come oxygen toxicity? Might there be some way that we can imitate them

to protect ourselves against free radicals in disease? It is time to look in a

little more detail at the strange spectre of oxygen toxicity, and what life

does about it.




C H A P T E R S I X

Treachery in the Air



Oxygen Poisoning and X-irradiation:





A Mechanism in Common




• N 1891 A SHY 24-YEAR OLD POLISH GIRL
 named Marya Salomee

I Sklodowska, arrived in Paris with the dream of becoming a scientist. In

I the chauvinist academic culture of France at the time, such a dream

stood little chance of fulfilment, but Marya possessed a brilliant mind and

stubborn determination. Nor was she a stranger to hardship. The Poland

of her youth was occupied by the Russians, and her mother had died

when she was just four. The youngest of five children, she had been raised

in poverty by an idealistic father, and educated in the Flying University,

which met each week in different locations to avoid detection by the

Russians — the Poles resisted oppression through education, and Polish

culture flowered in underground centres of learning. Not surprisingly, the

passion for learning that swept her homeland left an indelible mark on

Marya.

When she was 18, Marya made a pact with her sister Bronya. Bronya

would pursue her own dream of studying medicine in Paris, and Marya

would support her by working as a private tutor in Warsaw; then Bronya

would return the favour. Marya duly worked as a governess for six years,

while continuing her underground studies in chemistry and mathematics

and suffering an unhappy love affair. In the meantime, Bronya completed

medical school and married a fellow medical student. So it was that Marya

arrived as a mature student in Paris, changed her name to the French
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version, Marie, and enrolled at the Sorbonne. She passed a master's degree

in physics with flying colours in 1893, and a second in mathematics

in 1894. Then, while seeking extra laboratory space to conduct more

elaborate experiments, she was introduced to an equally brilliant, intro-

verted and free-thinking Frenchman, who had already made a reputation

for his work on crystallography and magnetism. They quickly fell in love,

and he wrote to her saying how nice it would be "to spend life side by

side, in the sway of our dreams: your patriotic dream, our humanitarian

dream and our scientific dream." Marie and Pierre married in 1895, going

on a cycle tour around France for their honeymoon, and when Marie

found fame as a scientist it was under her new name, Marie Curie.

In the next two years, Pierre gained a teaching position at a science

college while Marie studied for a teaching certificate. In 1897 their first

child, Irene, was born, and that same year Marie began work on her

doctoral studies — another pioneering step for a woman at the time;

she was to become the first woman in Europe to receive a doctorate in

science.

Although both Marie and Pierre had been interested primarily in

magnetism until then (and the field still pays homage to their name in

the 'Curie point', the temperature at which materials lose their mag-

netism), the Curies had become close friends with another brilliant young

French scientist, Henri Becquerel. Inheriting the large phosphorescent

mineral collection of his scientist father, Becquerel had just discovered

that if crystals of uranium sulphate were exposed to sunlight, then placed

on photographic plates and wrapped in paper, an image of the crystals

would form when the plates were developed. At first he assumed that the

rays emitted by the crystals were a type of fluorescence derived from the

sunlight, but this theory was confounded by the overcast skies of Paris

that February. Becquerel returned his equipment to a drawer and waited

for better weather, but after a few gloomy days he decided to develop his

plates anyway, anticipating no more than faint images. To his surprise,

the images turned out to be clear and strong, and Becquerel realized that

the crystals must have emitted rays even without an external source of

energy such as sunlight. He soon showed that the rays came from the

small amounts of uranium in the crystals and that all substances contain-

ing uranium gave off similar rays. He even found that uranium causes the

air around it to conduct electricity. His excitement transmitted to the

Curies, and Marie decided to study the strange phenomenon, which she

later termed radioactivity, for her doctorate.
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Marie set to work on a uranium ore known as pitchblende. She and

Pierre had realized that radioactivity could be measured by the strength of

the electric field that it generates in the surrounding air, and Pierre

invented an instrument that could detect the electric charge around

mineral samples. Using this instrument, Marie discovered that the radio-

activity of pitchblende was three times greater than that of uranium, and

concluded that there must have been at least one unknown substance in

pitchblende, with a much higher activity than uranium. By chemically

separating the elements from uranium ore and measuring their radio-

activity, the Curies discovered a new element that was 400 times more

radioactive than uranium, which they named polonium after her native

Poland. Later, Marie discovered tiny quantities of another element, this

time a million times more radioactive than uranium, and called it radium.

Pierre tested a tiny piece of radium on his skin, and found it caused a

burn, which developed into a wound. The Curies recognised its potential

as an anti-cancer treatment. Radium was first used for this purpose by

S. W. Goldberg in St Petersburg, as early as 1903. Radium needles are still

inserted into tumours as a cancer therapy today.

To study the properties of radium in detail, the Curies needed to

isolate more, and to do this entailed working with tonnes of pitchblende

to isolate just a few milligrams of radium. Radium is present in such small

quantities that, even today, world production amounts to only a few

hundred grams. The Curies worked in what must have been appalling

conditions. Their lab was described by a contemporary chemist as looking

more like a stable or a potato cellar. Refusing to patent radium, for human-

itarian reasons, the Curies continued to struggle on. Despite their financial

hardship and poor conditions, they took great pleasure in their work,

especially at night, when they could see all around them "the luminous

silhouettes of the beakers and capsules that contained our products."

For their work on natural radioactivity, the Curies and Becquerel

received the Nobel Prize for physics in 1903. The year after that, Marie

and Pierre had a second daughter, Eve. It must have been the best time

of their lives. In 1906, Pierre, weakened by radiation, was killed in a

road accident, his head crushed beneath the wheel of a horse-drawn cart.

Traumatized, Marie began writing to him in a diary, which she kept for

many years, but her scientific resolve did not falter, and she determined

to complete alone the work they had undertaken together. She struggled

against the French establishment for recognition, finally taking up her

husband's old position at the Sorbonne in 1908 — the first woman in its
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650-year history to be appointed professor there. In 1911 she received a

second Nobel Prize, for the isolation of pure radium, and in 1914 she

founded the Radium Institute, now renamed the Curie Institute, with its

humanitarian goal of easing human suffering. Throughout the First

World War she trained nurses to detect shrapnel and bullets lodged in

wounds, using mobile x-ray vans, and after the war, with her daughter

Irene alongside her, she pioneered the use of radium to treat cancer

patients. Irene herself, with her husband Frederic Joliot, went on to

receive a Nobel Prize for the discovery of artificial radioactivity in 1935.

Marie did not live to see her daughter's Nobel laurels. She died of

leukaemia on 4 July 1934 at the age of 67, exhausted and almost blinded

by cataracts, her fingers burnt and stigmatized by her beloved radium. She

had not been the first to die of radiation poisoning, nor was she the last.

During the 1920s, several workers at the Radium Institute had died of a

cancer that other doctors attributed to radioactivity. Not believing the

truth, Marie put it down to a lack of fresh air. Later, her daughter Irene

also died of leukaemia.

Today, with the experience of Hiroshima and Chernobyl behind us,

radiation is not seen in quite the same humanitarian light. High doses of

radiation kill cancer cells, but also kill normal cells. Within weeks of the

discovery of x-rays there had been reports of tissue damage among

researchers who worked for many hours a day with x-ray-producing dis-

charge tubes. Many of them lost their hair and developed skin irritations,

which sometimes festered into severe burns. Lower doses of radiation

were found to increase
 the risk of cancer. The signs were there even in

Marie Curie's time. Forty per cent of the early researchers in radioactivity

died of cancer. They were joined by others who worked with radioactive

materials. In 1929, doctors in Germany and Czechoslovakia noticed that

50 per cent of the miners working in Europe's only uranium mine, in

Bohemia in northern Czechoslovakia, had lung cancer, which was

attributed to their inhalation of radon gas, a radioactive decay product of

uranium (via radium), escaping from the ore. The incidence of lung

cancer among uranium miners in the United States was also much higher

than normal.

An awful fate befell many of the young women hired to paint radium

onto the dials of watches, so that they would glow in the dark. The

original luminous watches had been designed for soldiers fighting in the

trenches during the First World War, but their novelty stimulated a
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consumer fad in the 1920s. To point the tips of their paint brushes, the

girls were taught to moisten the bristles with their lips. At the time,

radium was still hailed as a panacea and was sold for a variety of medical

purposes, as elixirs, snake oils and aphrodisiacs. The, girls were told that

radium would put a glow in their cheeks and give them a smile that shone

in the dark, and they would sometimes paint their nails, lips and teeth.

Within a year their teeth began to fall out and their jaws disintegrated.

When they began to sicken and die in large numbers, doctors found that

their bodies, even their bones, contained large amounts of radon and

other radioactive substances. Not surprisingly, the watch companies

rejected the link and government regulators concluded that existing

evidence did not warrant further investigation. An editorial in the New

York World called a trial in 1926 "one of the most damnable travesties of

justice that has ever come to our attention."

Although the watch companies eventually agreed to pay token finan-

cial compensation, they never admitted their guilt or submitted to formal

regulation. One worker, Catherine Wolfe Donahue, sued the Radium Dial

company in 1938. She testified in a Chicago courtroom that she and a

co-worker had once asked their supervisor, Rufus Reed, why the company

had not posted the results of the physical examinations that had been

carried out during the 1920s. Reed had apparently responded: "My dear

girls, if we were to give a medical report to you girls, there would be a riot

in the place." The medical community finally instituted a dose limit for

radon in 1941, but the confusion and vested interests had concealed the

delayed effects of radiation, and few people, even within the Manhattan

Project that built the first atomic bomb, predicted the full horror of

nuclear fallout.

Nuclear fallout is the settling of unconsumed radioactive waste left

over from the atomic blast, and can be dangerous for a long time. The

explosion causes intense firestorms and whirlwinds stretching high into

the air, and the atmospheric disruption often provokes rain. After both

Nagasaki and Hiroshima, the air was so full of radioactive ash that the

rain was dark and tarry — the infamous 'black rain'. In Hiroshima, the

black rain fell over a wide area that stretched from the centre of the town

to the surrounding countryside, polluting water and grass alike. Fish died

in the rivers, cows died in the fields.

Tens of thousands of survivors of Hiroshima and Nagasaki, who were

uninjured by the initial blast, found they had not escaped the bomb after

all. Within days, their hair began to fall out and their gums began to
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bleed. The victims suffered from bouts of extreme fatigue and excruciat-

ing headaches. They were weakened by nausea, vomiting, anorexia and

diarrhoea. Painful sores filled their throats and mouths. They bled from

the mouth, nose and anus. Those with the most acute symptoms died in a

few months. Others were blinded by cataracts in the space of two years.

Many died from cancer years, or even decades, later. Leukaemia is the

cancer most commonly linked with radiation poisoning. The character-

istic 'blue stigmata' of radiation victims are a sign of leukaemia. The

stigmata are formed by clumps of proliferating white blood cells. For 30

years after the nuclear bomb, the number of cases of leukaemia in

Hiroshima remained 15 times higher than the rest of japan. The inci-

dence of other cancers with longer incubation periods, such as lung,

breast and thyroid cancer, all began to rise after about 15 years.

As the threat of nuclear war has receded, safety concerns about

nuclear power plants and other potential sources of radiation have

sharpened in focus. Confidence in reactor safety was undermined by two

serious accidents, one in 1979 at the Three Mile Island nuclear power

plant in Pennsylvania and the other in 1986 at Chernobyl in the Ukraine.

Chernobyl was the worst reactor accident in history, with 31 people dying

of direct radiation poisoning, and thousands more exposed to high doses

of radiation. Even without accidents, fears of leakage and contamination

are increasing. In England, reprocessing of nuclear waste at Sellafield has

raised legitimate concerns about the high incidence of leukaemia in

nearby villages. Other groups exposed to above-normal levels of radiation

are also at higher risk of leukaemia. The so-called Balkan War syndrome

(claimed by some to be a form of leukaemia) among troops who had been

stationed in Kosovo, and among potentially thousands of local people, is

attributed to the use of armour-piercing depleted-uranium shells. Even

commercial aircrews may have a relatively high risk of leukaemia, as they

are subjected to higher levels of cosmic radiation at flight altitudes.

With such a history, it is not surprising that even medical x-rays and

radiotherapy generate fears, sometimes hysteria, about radiation poison-

ing. No nuclear power stations have been built in the United States since

the late 1970s. The existence of a 'safe' radiation dose has been debated

for decades without consensus. As one expert puts it, the most practical

approach is to limit human exposure to ionizing radiation and hope for

the best.
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What has all this to do with oxygen, you may be wondering? The answer

is that radiation exerts its biological effects through a mechanism that is

very similar to the effects of oxygen poisoning. The mechanism hinges on

an invisible thread of reactions, linking oxygen to water. The lethal effects

of radiation and oxygen poisoning are both mediated by exactly the same

fleeting intermediates along this pathway. These intermediates can be

produced from either oxygen or water (Figure 7). In radiation poisoning,

they are produced from water, in oxygen poisoning from oxygen. How-

ever, normal respiration also produces the same reactive intermediates

from oxygen. Respiration can therefore be seen as a very slow form of

oxygen poisoning. We shall see that both ageing and the diseases of old

age are caused essentially by slow oxygen poisoning.

The fleeting intermediates produced by radiation and respiration are

called free radicals.
 We discussed them briefly in Chapter 1.
 Later in the

book, we will refer to free radicals many times. I use the term rather

loosely for convenience. Not all of these fleeting intermediates are free

radicals within the usual definition of the term. Applying the correct

terminology, however, is cumbersome. Another umbrella term, 'reactive

oxygen species', is even more cumbersome and also untrue — not all are

especially reactive and some, such as nitric oxide (NO) are technically

reactive nitrogen species. A third possible term, oxidants, is also incorrect:


Figure 7: Schematic representation of the intermediates between water and



oxygen. Only changes in the number of electrons (e~) are shown in each



direction. The reactions also depend on the availability of protons, although



this is not shown for simplicity. Because protons are positively charged,



electron rearrangements tend to lead to compensatory proton rearrange-



ments.
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the superoxide radical, for example, is more likely to act in the opposite

way (as a reductant). Given these difficulties with definitions, I will stick

with the name free radicals.

To follow the argument in the rest of the book, all you really need to

know is that free radicals are reactive forms of oxygen, produced continu-

ously at low levels by respiration. However, this definition is over simple

and inexact. In the rest of this chapter, then, we will take a closer look at

what free radicals are, and how and why they are formed.

The splitting of water by radiation was first described by Becquerel, who

began experimenting with radium soon after Marie Curie had isolated

workable quantities. In the late 1890s, Becquerel had classified the known

radioactive emanations according to their penetrating power. Emissions

that are stopped by a sheet of paper were termed alpha rays
 (they are in

fact helium nuclei); those stopped by a millimetre-thin sheet of metal

were called beta rays
 (now known to be fast-moving electrons); and those

penetrating a centimetre [2/5 inch] of metal were called gamma rays


(electromagnetic rays, analogous to x-rays). AH three types of radiation

displace electrons from atoms, which gives the atoms an electric charge.

This is why the Curies could detect an electric field in the air around

pitchblende. The loss or gain of electrons, giving a substance an electric

charge, is called ionization,
 hence the term ionizing radiation. Radiation

also produces many other effects, including heat generation, electron

excitation, breaking of chemical bonds and nuclear reactions, such as

nuclear fission, as we saw in Chapter 3.

Becquerel discovered that radium emits alpha rays and gamma rays.

These decompose water into hydrogen and oxygen. The decomposition

of water was not in itself unexpected, as water had been shown to consist

of a combination of hydrogen and oxygen by Laplace and Lavoisier in the

1770s. However, radiation cannot dissociate water directly into hydrogen

and oxygen gases (which are made up of molecules of hydrogen and

oxygen — H2 and 02 — each containing two atoms), because the ratio of

hydrogen to oxygen atoms in water (H20) is wrong:

H 2 0 - • H2 + O z

Most people will remember having to balance chemical equations at

school. The equation here will not do. We have two atoms of oxygen

on the right side of the arrow and just one on the left. The immediate
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solution we might leap to is to double up the water side of the equation,

so that everything balances:

2HzO 2H2 + 0 2

But when we're dealing with radiation, this will not do either. The prob-

lem is that we are not dealing with a chemical reaction between two

molecules, but with an interaction between radiation energy and a single


water molecule. Ionizing radiation always interacts with matter at the

level of individual atoms, and it cannot produce hydrogen and oxygen

molecules 'just like that'. What it does produce stimulated debate

throughout the twentieth century, as the products are normally so short-

lived. Even the modern consensus is rather uneasy. A first step might be:

H 2 0 - > H + + <r + 'GH

Where H+ is a proton (a hydrogen atom that has lost an electron), 
e~

 is a

dissolved, or solvated, electron and "OH is a free radical called the

hydroxyl radical — a ferocious molecule that is among the most reactive

substances known.

A free radical is loosely defined as any molecule capable of indepen-

dent existence that has an unpaired electron. This tends to be an unstable

electronic configuration. An unstable molecule in search of stability is

quick to react with other molecules. Many free radicals are, accordingly,

very reactive. Nonetheless, we should not assume that all
 free radicals

are reactive. Molecular oxygen, for example, contains two unpaired

electrons, and so can be classed as a free radical by some definitions. The

fact that everything does not burst spontaneously into flame shows that

not all free radicals are immediately reactive. We shall see why later in

this chapter.

In the reaction above, the oxygen atom has lost a single electron, but

we are still a long way from generating oxygen gas, or 0 2 . In fact, to pro-

duce oxygen gas from water, a total of four electrons must be removed


from two oxygen atoms. To reverse this process, to produce water from

oxygen, as occurs during respiration, requires the addition
 of four elec-

trons. These electrons must be added or lost one at a time, to produce a

series of three possible intermediates: the hydroxyl radical (*OH), hydrogen

peroxide ( H 2 0 2 ) ; and the superoxide radical (denoted 02*").1 These


1 There are many more possible intermediates, but these three are the most important. Their



stability and reactivity depends partly on their protonation (whether they have hydrogen



ions attached, as in hydrogen peroxide H2Oz), and this depends on the conditions. The



superoxide radical (02*~), for example, is much more reactive when protonated (HOz").
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intermediates are formed regardless of whether we are going from water

to oxygen or vice versa (see Figure 7). They are responsible for more

than 90 per cent of the biological damage caused by some forms of

radiation.

Radiation can interact directly with all kinds of molecule, but in our

bodies it is most likely to interact with water. This is largely a matter of

probability. Our bodies contain between 45 and 75 per cent water,

depending on age and body fat content. Children have the highest water

content, up to 75 per cent of their body weight, while an adult man

consists of about 60 per cent water. Adult women, who on average carry

more subcutaneous fat than men, are about 55 per cent water. In addition

to probability, the odds of an interaction between radiation energy and

water is skewed by molecular factors. Some forms of radiation, such as

gamma rays and x-rays, interact more readily with the bonds in water

than they do with carbon bonds in organic molecules. This means that a

fat elderly woman (with a low body-water content) is more likely to

survive irradiation with x-rays than a young child.

The three intermediates formed by irradiating water, the hydroxyl

radicals, hydrogen peroxide and superoxide radicals, react in very differ-

ent ways. However, because all three are linked and can be formed from

each other, they might be considered equally dangerous. Indeed, the

three actually work together as part of an insidious catalytic system. We

will consider each in turn, in the order that they are produced by radia-

tion on route from water to oxygen.

Hydroxyl radicals (*OH) are the first to be formed. These are extremely

reactive fragments, the molecular equivalents of random muggers. They

can react with all biological molecules at speeds approaching their rate

of diffusion. This means that they react with the first molecules in their

path and it is virtually impossible to stop them from doing so. They cause

damage even before leaving the barrel of the gun. If you ever hear some-

one talking about antioxidants that 'scavenge' hydroxyl radicals in the

body, they won't know what they're talking about. Hydroxyl radicals

react so quickly that they attack the first molecule they meet, regardless of

whether it is a 'scavenger' or any other molecule. To scavenge hydroxyl

radicals in the body, the scavenger would need to be present at a higher

concentration than all other substances put together, to give it a higher

chance of being in the way. Such a high level of any substance, even if
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benign, would kill you by interfering with the normal function of the

cell.

Once hydroxyl radicals are formed, trouble escalates. When a hydroxyl

radical reacts with a protein, lipid or DNA molecule, it snatches an elec-

tron to itself and then sinks back into the sublime chemical stability of

water. But of course the act of snatching an electron leaves the reactant

short of an electron, just as a mugger leaves the victim short of a handbag.

In the case of the hydroxyl radical, another radical is formed, this time

part of the protein, lipid or DNA. It is as if having your handbag snatched

deranges your mind and turns you into a mugger yourself, restless until

you have snatched someone else's bag. This is a fundamental feature of all

free radical reactions — one radical always begets another, and if this

radical is also reactive, then a chain reaction will ensue. Thus the cardinal

feature of a free radical is an unpaired electron, while the cardinal feature

of free-radical chemistry is the chain reaction.

We are all familiar with free-radical chain reactions when they

happen in fatty foods such as butter: they are responsible for rancidity.

The fats in the butter oxidize and taste disgusting. The same type of

reaction also takes place in cell membranes, which are made mostly of

lipids. The process is then called lipid peroxidation. Trying to stop lipid

peroxidation happening has caused much wailing and gnashing of teeth

among researchers. Free-radical damage is less obvious when it affects

proteins or DNA, but free-radical damage to DNA is one of the main

causes of genetic mutation, and accounts for the high rates of cancer

suffered by radiation victims.

A dramatic non-biological example of the power of free-radical chain

reactions is the hole in the ozone layer. The devastation that can be

caused by chlorofluorocarbons (CFCs) such as freon is a result of the

formation of free radicals in the upper atmosphere. CFCs are quite robust

molecules that survive buffeting by the weather in the lower atmosphere.

However, they are shredded by ultraviolet rays in the upper atmosphere,

and disintegrate to release chlorine atoms. Being one electron short of a

full pack, chlorine atoms are dangerously reactive free radicals. They can

steal electrons from almost anything. Just one chlorine atom can set in

motion a chain reaction that might destroy 100000 ozone molecules.

According to the US Environmental Protection Agency, a single gram of

freon will often destroy as much as 70 kilograms of ozone.

There are only two ways for a free-radical chain reaction to end:

when two radicals react with each other, and their unpaired electrons
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conjoin in blissful chemical union; or when the free radical product is so

feebly reactive that the chain reactions fizzle out, like handbag thieves

overcome with remorse. Some well-known antioxidants, such as vitamin

C and vitamin E, act in this way. Although the products of their reactions

with a free radical are themselves free radicals, they are so poorly reactive

that the chain reactions squib out before too much damage is done.

If radiation strips a second electron from water, the next fleeting

intermediate is hydrogen peroxide ( H 2 0 2 ) — whose bleaching properties

gave its name to the peroxide blonde. Bleaching is caused by the oxida-

tion of organic pigments as the hydrogen peroxide strips electrons from

them. The oxidizing properties of hydrogen peroxide can kill bacteria,

and are in part responsible for the mildly antiseptic properties of honey,

which has been used to treat wounds since ancient times. Most industrial

uses of hydrogen peroxide also draw on its power as an oxidizing agent.

For example, hydrogen peroxide is used to oxidize pollutants in water and

industrial waste, to bleach textiles and paper products, and to process

foods, minerals, petrochemicals and detergents.

Despite its widespread use as an oxidizing agent, hydrogen peroxide

is unusual in that it lies chemically exactly half way between oxygen and

water. This gives the molecule something of a split personality. Like a

would-be reformed mugger, whose instinct is pitted against his judge-

ment, it can go either way in its reactions (losing or gaining electrons)

depending on the chemical company it keeps. It can even go both ways at

once, when reacting with another hydrogen peroxide molecule. In this

case, one of the molecules gains two electrons to become water, while the

other loses two electrons to become oxygen. The decomposition of hydro-

gen peroxide in this way is partly responsible for the generation of oxygen

from water by radiation:

2H2Oz - > 2 H 2 0 + 0 2

A far more dangerous and significant reaction, however, takes place in the

presence of iron, which can pass electrons one at a time to hydrogen

peroxide to generate hydroxyl radicals. If dissolved iron is present, hydro-

gen peroxide is a real hazard. Organisms go to great lengths to avoid con-

tamination with dissolved iron. The reaction between hydrogen peroxide

and iron is called the Fenton reaction, after the Cambridge chemist Henry

Fenton, who first discovered it in 1894:

H2Oz + Fez+ -> OH" + *OH + Fe
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He later showed that the reaction could damage almost any organic

molecule. Thus, the main reason that hydrogen peroxide is toxic is

because it produces hydroxyl radicals in the presence of dissolved iron.

Ironically, the greatest danger lies in its slow
 reactivity in the absence of

iron. It has time to diffuse throughout the cell. Hydrogen peroxide may

diffuse into the cell nucleus, for example, and there mix with the DNA,

before it encounters iron, which transforms it into a brutish hydroxyl

radical.2 The insidious infiltration of hydrogen peroxide means that it is

more dangerous than the hydroxyl radicals produced outside the nucleus.

Some proteins, such as haemoglobin, also contain iron. If they happen to

run into hydrogen peroxide they can be mutilated on the spot. Hydrogen

peroxide is like a gangland thug. Normally quiet, posing little danger to

casual passers-by, it turns violent on meeting a rival gang member.

Damage to proteins containing embedded iron can be as swift and specific

as a kneecapping operation.

We have now met two out of the three intermediates between water

and oxygen. The first, the hydroxyl radical, is one of the most reactive

substances known. It reacts with all biological molecules within billi-

seconds, initiating chain reactions that spread damage and devastation.

The second of the intermediates, hydrogen peroxide, is much less

reactive, almost inert, until it meets iron (regardless of whether the iron is

in solution or embedded in a protein). Hydrogen peroxide reacts quickly

with iron to generate hydroxyl radicals, taking us back to square one.

What, then, of the third of our intermediates, the superoxide radical

(02*~)? Like hydrogen peroxide, the superoxide radical is not terribly

reactive.3 However, it too has an affinity for iron, dissolving it from

proteins and storage depots. To understand why this is harmful, we need

to think again about the Fenton reaction.

The Fenton reaction is dangerous because it produces hydroxyl

radicals, but it grinds to a halt when all the accessible iron is used up. Any

chemical that regenerates dissolved iron is capable of re-starting the reac-

tion. Because the superoxide radical is one electron away from molecular


2 Iron is normally tightly bound within proteins inside the cell, but some pathological conditions may bring about its release, allowing iron to be found even in the nucleus. Here, the



positively charged iron binds to negatively charged DNA, exacerbating the damage to DNA.



3 Despite the heroic-sounding name, superoxide radicals are not very reactive with lipids,



proteins or DNA. Superoxide does react vigorously with other radicals such as nitric oxide,



however, and this may cause cellular damage. It is also reactive in slightly acidic conditions,which occur in the vicinity of cell membranes, so superoxide may damage membranes



directly.
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oxygen, it is more likely to lose that electron to form oxygen than it is to

gain three electrons to form water. Only a few molecules are able to 
accept



a single electron, however. One of the best places for the superoxide

radical to jettison its spare electron is iron. This converts iron back into

the form that can participate in the Fenton reaction:

0 2 - + Fe3+ 0 2 + Fe2+

In summary, then, the three intermediates between water and oxygen

operate as an insidious catalytic system that damages biological molecules

in the presence of iron. Superoxide radicals release iron from storage

depots and convert it into the soluble form. Hydrogen peroxide reacts

with soluble iron to generate hydroxyl radicals. Hydroxyl radicals attack

all proteins, lipids and DNA indiscriminately, initiating destructive free-

radical chain reactions that spread damage and destruction.

These same intermediates are also formed from the oxygen that we

breathe. The parallel between radiation damage and oxygen toxicity was

first described by Rebeca Gerschman in the early 1950s, while she was

working at the University of Rochester in New York State — the centre

selected to study the biological effects of radiation for the Manhattan

Project. In a 1953 seminar, she caught the imagination of a young

doctoral student with a background in muscle physiology named Daniel

Gilbert, and together the pair pioneered the theory that oxygen free

radicals are responsible for the lethal damage caused by both oxygen

poisoning and radiation. Their findings were published in a seminal 1954

paper in Science,
 with the splendidly unambiguous title Oxygen Poisoning



and X-irradiation: A Mechanism in Common,
 which I've taken as the subtitle

to this chapter. Since the 1950s, research has confirmed that radiation

damage and oxygen toxicity amount to much the same thing.

Oxygen is a paradox. From a theoretical point of view, it ought to be

easier to add electrons to oxygen than it is to remove them from water.

Water is chemically stable. Taking electrons from water requires a large

input of energy, which can be provided by ionizing radiation, ultraviolet

rays, or by sunlight in the case of photosynthesis. Oxygen, on the other

hand, releases energy when it reacts — a sure sign of favourable energet-

ics. Burning is the reaction of oxygen with carbon compounds; and the
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massive amount of heat released suggests that burning should proceed

almost spontaneously. In terms of energetics, it does not matter if fuel is

burnt rapidly, as in combustion, or slowly, as in respiration. Regardless of

whether we metabolize it or burn it, 125 grams [4 oz] of sugar (the amount

required to make a sponge cake) will produce 1790 kilojoules [428 kilo-

calories] of energy: enough to boil 3 litres [6.3 US pints] of water or light a

100-watt bulb for 5 hours.

With such favourable energetics, and with oxygen all around us, the

fact that living things do not burst spontaneously into flame betrays an

odd reluctance on the part of oxygen to react. The reason for its reticence

is buried within the bonds of the oxygen molecule itself. Although

slightly abstruse, the chemistry of oxygen explains not only why oxygen

free radicals are formed inside us all the time, but also why we do not

spontaneously combust. We will therefore consider it briefly.

One of the first signs that oxygen is a little odd was reported in 1891

by the great Scottish chemist Sir James Dewar, who found that oxygen is

magnetic. His discovery came after a competitive and acrimonious race to

liquefy oxygen, in which the Frenchman Louis Cailletet narrowly defeated

his Swiss rival Raoul Pictet, when he succeeded in producing a few drop-

lets of liquid oxygen just before Christmas in 1877. The following year,

Dewar liquefied oxygen in a demonstration before the hawkish audience

of the Royal Institution, in one of their celebrated Friday Evening

Discourses. Dewar was a star turn on these occasions, which were tradi-

tionally held in an auditorium known, to the terror of many invited to

perform there, as 'that semi-circular fountain of eloquence'. But Dewar

was far more than a gifted performer: he was also one of the most brilliant

practical scientists of his day. By the mid 1880s, Dewar had improved his

methods and was able to produce liquid oxygen in large enough quanti-

ties to study its properties in detail. He soon found that liquid oxygen

(and indeed ozone, 0 3 ) was attracted to the poles of a magnet. In 1891, he

demonstrated his findings with characteristic flamboyance at one of the

Discourses, using a strong magnet and his newly devised vacuum flask,

still known in laboratories across the world as the Dewar flask. His classic

demonstration is repeated today in many university foundation courses

(and video demonstrations can be found on the Internet). Liquid oxygen

is poured from a Dewar flask between the poles of a powerful magnet. The

cascading liquid halts in mid air and sticks to the magnet, forming a plug

that hangs majestically between the magnetic poles, until evaporating


away.
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What is going on? In 1925. Robert Mulliken finally explained why

oxygen is magnetic, using recently developed quantum theory. Magnet-

ism results from the spin of unpaired electrons, and Mulliken showed that

molecular oxygen normally has two unpaired electrons.4 These electrons

dominate the chemistry of oxygen and make it hard for the gas to receive

a bonding pair of electrons; hence the reluctance of oxygen to react by

forming new chemical bonds (Figure 8). There are only two ways out of

this chemical cul-de-sac. First, oxygen can absorb energy from other

molecules that have been excited by heat or light, and this can cause one

of its unpaired electrons to flip its spin. Some excited pigment molecules

have this effect, and are being put to medical purposes, as in photo-

dynamic therapy in which a pigment is activated by light to destroy a

tumour or other pathological tissue. Flipping the spin of an electron

leaves one electron pair and one vacant bonding orbital, and so frees up

oxygen to react. It is said to remove the 'spin-restriction'. This form of

oxygen is called singlet oxygen.
 Unlike its spin-restricted sister, singlet

oxygen is fast to react with organic molecules. If, by a chemical quirk

of fate, singlet oxygen was the only form that existed, we could never

have accumulated oxygen in the atmosphere, or crawled out of the

oceans.

The second way of coaxing oxygen to react is to feed it with electrons

one at a time, so that each of the unpaired electrons receives a suitable

partner independently. Iron can do this, as it has its own unpaired elec-

trons (which makes it magnetic too). Iron loses these electrons without

becoming unstable because it has several different 'oxidation states', all of

which are energetically stable under relatively normal conditions. (This

is partly because the iron atom is large, and the electrons furthest from

the nucleus are loosely bound to the atom.) The ability of iron to feed

electrons one at a time explains its affinity for oxygen, and the tendency


4 Rotating electrical charges generate magnetic fields. This applies to electrical current in acoil of wire or to a single spinning electron. In theory, all chemical (covalent) bonds are



formed from pairs of electrons. The electrons within a bond usually spin in opposite direc-



tions, and their spin is said to be antiparallel. The opposition of spins in typical bonds



cancels out, leaving the molecule as a whole with no net spin. Most compounds are there-



fore not magnetic. Atoms or molecules that are magnetic, such as iron and oxygen, must



have at least one unpaired electron; and this, as we have seen, is not usually a stable elec-



tronic arrangement. In the case of oxygen, though, quantum mechanical considerations



mean that unpaired electrons are actually more stable than the regular double bond struc-



ture that most of us were taught at school (see Figure 8). On the basis of bond strengths andmagnetism, oxygen has three bonds rather than two: one bond has two electrons, while the



other two bonds have three electrons, one of which is unpaired in each bond.
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of iron minerals and cars to rust. It also explains our own need to lock

iron away in molecular safe-houses in the body. Other metals that exist in

two or more stable oxidation states, such as copper, can feed electrons to

oxygen Just as efficiently, and are equally dangerous unless well caged.

Life is not free from the restrictions imposed by the odd chemistry of

oxygen, and we too must supply electrons one at a time in order to tap

into its reactivity. Cells contrive to break down the oxidation of food into

a series of tiny steps, each of which releases a manageable quantity of

energy that can be stored in a chemical form as ATP (see Chapter 3).

Unfortunately, at each of these steps there is the risk of single electrons


Figure 8: Electron orbitals for (a) ground-state molecular oxygen (normal Oz)



and (b) singlet oxygen (the excited form of molecular oxygen). Each cross



represents a pair of electrons, while a single diagonal line represents a single



electron. The circles represent available electron orbitals; empty circles rep-



resent empty orbitals. According to Hund's rule, electron orbitals of the same



energy (shown on the same level) must be filled one at a time, before pairing



can occur. This is why atomic oxygen (shown to the side of the box in each



case) contains two unpaired electrons. When the electron orbitals are merged



in molecular oxygen, the same rule applies, leaving ground-state oxygen



with two unpaired electrons, each with parallel spin. Oxygen can therefore



only receive single electrons with anti-parallel spin to complete the electron



pairings. In singlet oxygen, one of the parallel-spin electrons has flipped



spin, enabling a pair to form, but vacating a lower energy orbital in violation



of Hund's rule. This is why singlet oxygen is so reactive.
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escaping from their shackles and joining with oxygen to form superoxide

radicals. The continual production of superoxide radicals by cells means

that, despite the emotive associations of radiation sickness, breathing

oxygen carries a qualitatively similar risk.

Estimates suggest that, at rest, about 1 or 2 per cent of the total

oxygen consumed by cells escapes as superoxide radicals, while during

vigorous exercise this total might rise to as much as 10 per cent. Lest these

figures sound trivial, we should remember that we consume a large

volume of oxygen with each breath. An average adult, weighing 70 kilo-

grams [154 pounds], gets through nearly a quarter of a litre of oxygen

every minute. If only 1 per cent of this leaks away to form superoxide

radicals, we would still produce 1.7 kilograms
 of superoxide each year.

From superoxide we can go on to produce hydrogen peroxide and

hydroxyl radicals by way of the reactions discussed earlier.

We can
 produce hydrogen peroxide and hydroxyl radicals, but do we

really? Our bodies have evolved efficient mechanisms for eliminating

both superoxide radicals and hydrogen peroxide before they can react

with iron to produce hydroxyl radicals (we will look at these mechanisms

in more detail in Chapter 10). Is there any way of working out how many

hydroxyl radicals are actually formed in the body despite these mech-

anisms?

There are two possible approaches. First, from a theoretical point of

view, we can calculate the rate of production of hydroxyl radicals on the

basis of an estimated
 steady-state concentration of hydrogen peroxide and

iron, and the Known reaction kinetics. In the human body, it is likely that

both iron and hydrogen peroxide are present at a steady-state concentra-

tion of about a millionth of a gram per kilogram body weight. If so, we

would generate less than a million millionth of a gram of hydroxyl

radicals per second per kilogram. Such small numbers are virtually incom-

prehensible. However, if we convert this figure from the number of grams

to the number of molecules produced each second, using Avogadro's

number, then we have a far more intelligible number. According to this

calculation, we should produce around 50 hydroxyl radicals in each cell

every second.5 In a full day, each cell would generate 4 million hydroxyl


5 Avogadro's number states that there are 6.023
 x 10 2 3 molecules in one mole of any substance. One mole of a substance is the molecular weight in grams. The molecular weight of



a hydroxyl radical is 17, so one mole is 17 grams. This means that 17 grams of hydroxyl



radicals would contain 6.023
 x 1023 hydroxyl radicals. The volume of an average mam-



malian cell is approximately 10r9-10~8 ml. The calculation is adapted from Halliwell and



Gutteridge,
 
Free

 Radicals in Biology and Medicine
 (see Further Reading)
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radicals! Many of these would be neutralized in one way or another, and

damaged proteins or DNA replaced, but over a lifetime, in a body com-

posed of 15 million million cells, it adds up to a very great deal of wear

and tear: more than enough to underpin a process such as ageing.

This is all very well, but somewhat theoretical. If so much damage is

taking place, we ought to be able to measure it. This brings us to the

second way of estimating the production of hydroxyl radicals: analysing

the damage they cause. One possible marker for their effects, which was

first proposed in the late 1980s by Bruce Ames and his team at Berkeley, is

the rate of excretion of oxidized DNA building blocks in the urine. There

are some obstacles to this approach — DNA is being constantly tinkered

with by various enzymes in the normal processes of DNA replication and

repair, and only some of the types of oxidized fragments produced as a

result are diagnostic
 of attack by hydroxyl radicals. Other types are some-

times produced by hydroxyl radicals but can also be generated normally.

This means that we need to know which
 fragments are diagnostic of

hydroxyl radical attack, and what proportion of the overall molecular

wreckage they constitute.

One modified DNA building block that probably does reflect hydroxyl

radical attack is 8-hydroxydeoxyguanosine
 (8-OHdG), a chemically modi-

fied form of deoxyguanosine, the G in the four-letter DNA code. Ames

and his team measured the concentration of this molecule in the urine of

rats, and then extrapolated from the results to calculate the likely number

of hydroxyl radical 'hits' to DNA in each cell of the rat's body. They

concluded that there are as many as 10000 'hits' to the DNA of each cell

every day, although most of these are presumably repaired immediately

— hence the 8-hydroxyguanosine excreted in the urine. More recent stud-

ies have examined the equivalent rate in people. The rate seems to be

lower than in rats, but may still approach several thousand hits per cell

each day. This is several orders of magnitude lower than the projected

4 million hydroxyl radiacals estimated to be produced in a cell each day,

but bear in mind that the figure of 10000 represents hits to DNA alone,

and does not include potentially damaging hits to lipids in cell mem-

branes or to proteins, which make up a far greater part of the cell than

does DNA.

Despite the wide margins for error, the fact that hydroxyl radicals are

produced from both breathing and radiation allows a direct comparison

to be made, at least in principle. James Lovelock used figures similar to
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those cited above to calculate the equivalent dose of radiation that we

absorb by breathing. He estimates that the damage done by breathing for

one year is equivalent to a whole-body radiation dose of 1 sievert (or

1 joule energy per kilogram). As a typical chest x-ray delivers 50 micro-

sieverts of radiation, breathing for a year would seem to be 10000 times

more dangerous than a chest x-ray, or 50 times as dangerous as all the

radiation that we normally receive from all sources in the course of an

entire lifetime.

These figures, while impressive, are somewhat disingenuous. For a start,

we do not know whether these 'hits' to DNA are to working genes, or to

inactive genes, or to 'junk' DNA, which does not code for anything and,

in fact, comprises the bulk of human DNA. In addition, there is one major

difference between radiation and breathing — the starting point. Radia-

tion produces reactive hydroxyl radicals from water immediately, and

they have a random distribution throughout the cell. Because our normal

exposure to radiation is low we have not evolved to deal with this pattern

of distribution or immediate reactivity. Respiration, on the other hand,

produces mainly superoxide radicals, which are altogether less reactive

than hydroxyl radicals. The cell has much more time to dispose of them

safely. Moreover, the superoxide radicals formed during respiration are

produced at very particular locations within the cell, and we have evolved

to deal with their normal production at these sites. There may also be a

threshold of repair, linked to the rate of damage. In the course of normal

respiration, where damage to DNA presumably accumulates slowly, virtu-

ally all damaged DNA will be repaired. Following serious radiation

poisoning, when a massive amount of damage is produced very quickly, it

is clearly not.

But despite all this, there is no qualitative
 difference between the kind

of protection that is effective against radiation poisoning and that which

protects against oxygen toxicity. This was understood by Gerschman and

Gilbert, and other early workers in the field during the 1950s, who

reported that several antioxidants helped to protect mice against the

lethal effects of both x-irradiation and oxygen poisoning.

The point is driven home forcibly by the case of an unusual bac-

terium that is so resistant to radiation — 200 times more resistant than

the common gut bacterium Escherichia coli,
 and perhaps 3000 times more
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resistant than we are — that the controversial astrophysicist Fred Hoyle

proposed it must have evolved in outer space. Hoyle put forward this the-

ory in the context of an argument for panspermia (meaning 'seeds every-

where') in his 1983 book The Intelligent Universe.
 Bacterial spores are so

resistant to radiation that they can float about in space more or less

unharmed, despite the intense cosmic radiation. It is therefore conceiv-

able that life on Earth could
 have been seeded from space. Hoyle's ideas

were updated by the cosmologist Paul Davies, in his book The Fifth



Miracle,
 who agreed that such impressive radiation tolerance made little

sense unless life was forced through a radiation bottleneck at some stage

in the past.

The tiny monster that Hoyle and Davies describe is a red-pigmented

bacterium called Deinococcus radiodurans,
 one of a tightly knit family of

six similarly resistant cousins. D. radiodurans
 itself is among the most

radiation-resistant organisms yet found on Earth. It was originally

detected as a contaminant of irradiated canned meat, and has since

cropped up in weathered granite rocks in a virtually sterile Antarctic

valley, in medical equipment sterilized by radiation, and in many more

normal environments, such as room dust and animal faeces. Its resistance

to ionizing radiation is coupled with a more general resistance to other

types of physical stress, including ultraviolet radiation, hydrogen perox-

ide, heat, desiccation and a variety of toxins. Such an enviable suite of

qualities makes D. radiodurans
 an ideal candidate for the bioremediation

of sites contaminated with radiation and toxic chemicals. These possible

commercial applications have stimulated interest in its DNA genome —

its total collection of genes — and in November 1999, Owen White and a

large team, mostly from the Institute of Genomic Research in Rockville,

Maryland, published the complete genomic DNA sequence, that is, the

readout of its complete four-letter DNA code, in Science.
 We now have a

much better idea of how it works.

The bacterium is a chimaera, a wonderful example of nature's ability

to cobble together a hotchpotch solution and give it every semblance of

preconceived design. There is no magic trick, and no need to invoke a

stellar origin. Almost all the DNA-repair mechanisms present in D. radio-



durans
 are also present in other bacteria, although usually not all together.

The only one unique to D. radiodurans
 is an unusually efficient garbage-

disposal system, which discards damaged molecular building blocks

before they can be incorporated into DNA during DNA replication or
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repair. The amazing ability of the bacterium to survive insult and injury

stems from its capacity to hoard multiple copies of its own genes, as well

as other useful genes it acquired by transfer from other bacteria.6 While

most bacteria survive quite happily with a handful of protection devices,


D. radiodurans
 uses the complete repertoire, and has multiple copies of

each. This allows it to flourish in hostile environments, where it has little

competition from less well-endowed brethren.

Far from the cosmic radiation bottleneck suggested by Davies, it

seems likely that Deinococcus
 may have adapted relatively recently to

radioactive environments. In their Science
 paper. White and his colleagues

compared the genome sequence of D. radiodurans
 with the sequences of

other bacteria, and argued that the closest living relative of the superbug

is an extreme heat-loving bacterium by the name of Thermus thermophilus.


Of the 175 known T. thermophilus
 genes, 143 have close counterparts in


D. radiodurans,
 suggesting that its toughness may have originated through

the modification of systems that evolved originally to provide resistance

to heat.

There is an important general point to make here, which we will return to

later in the book. The genes that protect against radiation are not only the

same as those that protect against oxygen toxicity, but are also the same

as many of those that protect against other types of physical stress such as

heat, infection, heavy metals or toxins. In people, the genes activated by

radiation also protect against oxygen poisoning, malaria or lead poison-

ing. The reason for this cross-protection is that many different physical

stresses all funnel in to a single common damage-causing process in the

cell, so all can be withstood through common protective mechanisms.

This shared pathology is a rise in oxidative stress.
 Oxidative stress is

defined as an imbalance between free-radical production and antioxidant

protection. However, it is not just a pathological state, but also acts as a


6 Bacteria can pass genes to each other by conjugation, which occurs between bacteria of the



same species or related species, and has been likened to sex. Sometimes the genes trans-



ferred are part of the bacterial chromosome, sometimes they are part of rings of DNA known



as plasmids. Most drug-resistance genes are carried on plasmids and this facilitates their



spread through bacterial populations. Bacteria can also acquire new genes from distantly



related bacteria in a variety of ways, including direct uptake of pieces of DNA from the



environment. This type of transfer is often known as lateral or horizontal gene transfer.



Gene transfer can complicate attempts to define the evolutionary lineage of bacterial



species.
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signal
 to the cell that it is under threat. Oxidative stress is therefore both a

threat and a signal to resist threat. In the same way, the bombing of Pearl

Harbor was both an act of aggression and a signal to the Americans to

resist the Japanese threat.

The integration of protective mechanisms against oxidative stress

raises the possibility that life might have evolved ways of dealing with

oxygen toxicity long before there was
 any oxygen in the atmosphere —

ionizing radiation alone might do the trick. We have already concluded

that rising oxygen levels did not bring about a mass extinction during the

Precambrian or afterwards (Chapters 2-5). As oxygen is undoubtedly

toxic, life might somehow have adapted to the threat in advance. Could it

be that life adapted to radiation early on, and that this formed the basis of

its response to other kinds of threat? If so, then Fred Hoyle and Paul

Davies may have been right in one sense. Life was
 forced through a radi-

ation bottleneck, but it happened on Earth, not in space, and it happened

not recently, but 4 billion years ago.

This possibility is supported by the conditions discovered by the

Viking lander on the surface of Mars in 1976. The lander biology instru-

ment had been designed to perform three experiments to determine

whether life was present in the soils of Mars. The results of these experi-

ments were not sufficiently clear-cut to support a definitive answer, and

arguments about the correct interpretation of the data continue today.

But one of the studies, the gas-exchange experiment, produced results

that were, if not clear-cut, at least a total surprise. The experiment was

intended to distinguish between gas emissions arising from microbial

metabolism and those arising from purely chemical reactions. The instru-

ment incubated Martian surface samples under dry, humid or wet con-

ditions, and then measured any gases released. The samples were treated

with a nutrient broth consisting of a mixture of organic compounds and

inorganic salts, described by Gilbert Levin (one of the original Viking

scientists and a steadfast proponent of life on Mars) as 'chicken soup'. The

experiment was conducted in two stages. First the lid was taken off the

broth, to allow the water vapour escaping from it to humidify the soil in

the box; then a little soup was sprinkled onto the soil, to promote

metabolism by any organisms present.

To the amazement of the team, removing the lid from the broth was

enough to produce a great burst of oxygen from the Martian soil — 130

times more than they had anticipated. The investigators toyed with the
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idea that the broth might have stimulated photosynthesis, but the same

reactions took place in the dark, and even after the samples were heated at

145°C for 3.5 hours to kill any microbes. If the samples were recharged

with fresh nutrient following the initial burst of oxygen, however, no

more oxygen was released, implying that the reactions had come to an

end. Although these results did not strictly rule out life, the reactions were

much better explained by chemistry than by biology. But if this was the

case, the chemistry of the soil must have been potent, as even the simple

expedient of adding water made it fizz. After some puzzlement, the Viking

team eventually concluded that the soil samples must have contained

superoxides and peroxides, generated by ultraviolet rays acting on the

atmosphere or on the soil itself. This conjecture has been confirmed by

other analyses of the chemical composition of the rocks.

What had happened? We can infer that hydroxyl radicals, hydrogen

peroxide and superoxide radicals were formed over the aeons by ultravio-

let rays splitting traces of water vapour in the Martian atmosphere or soil.

Without surface water, these intermediates would have reacted with iron

and other minerals in the soil to produce the rusty oxides that give the red

planet its colour. Most of these metal oxides would be unstable on the

Earth, but on Mars they remained petrified, precariously stable, as long as

the dry and sterilizing conditions persisted. When the Viking scientists

took the lid off their broth, the suspended chemical reactions could

finally run through to completion. As the unstable iron oxides broke

down, the petrified intermediates reacted by way of the pathways we have

discussed in this chapter to conjure up oxygen and water from the very

rocks themselves. Ironically, the science-fiction heroes struggling to

detoxify the soil and replenish the air of Mars with oxygen may need no

more than a little warm water to turn the Red Planet blue.

We must conclude that Mars is under serious oxidative stress.

Although its thin atmosphere contains barely 0.15 per cent oxygen, any

hypothetical life dwelling there would have to contend with oxygen

toxicity generated by radiation, certainly as serious as anything faced by

life on Earth today. If this is the case on Mars today, it must surely have

been the case on the Earth 4 billion years ago. The Earth, after all, is closer

to the Sun, and subject to more intense solar radiation. Before there

was any oxygen, there was no ozone layer, and the cruel ultraviolet rays

must have cut straight through to the ground. But the traditional view,

that the continents and shallow seas would have been sterilized by the
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rays, is being turned on its head. New evidence suggests that resistance to

oxygen and radiation alike was built into the very earliest organisms,

rather than being built in later as an afterthought. The implications for

evolution, and for our own make-up, run deep, as we shall see in the next

few chapters.




C H A P T E R S E V E N

Green Planet



Radiation and the Evolution of Photosynthesis



THE
 
HITCH-HIKER'S GUIDE TO THE GALAXY

 describes the Earth as an

utterly insignificant blue-green planet, orbiting a small and unre-

garded yellow sun in the uncharted backwaters of the western spiral

arm of the galaxy. In deriding our anthropocentric view of the

Universe, Douglas Adams left the Earth with just one claim to fame:

photosynthesis. Blue symbolizes the oceans of water, the raw material of

photosynthesis; green is for chlorophyll, the marvellous transducer that

converts light energy into chemical energy in plants; and our little yellow

sun provides all the solar energy we could wish for, except perhaps in

England. Whether Adams intended it or not, his scalpel was sharp —

photosynthesis defines our world. Without it, we would miss much more

than the grass and trees. There would be no oxygen in the air, and with-

out that, no land animals, no sex, no mind or consciousness; no gallivant-

ing around the galaxy.

The world is so dominated by the green machinery of photosynthesis

that it is easy to miss the wood for the trees — to overlook the conundrum

at its heart. Photosynthesis uses light to split water, a trick that we have

seen is neither easy nor safe: it amounts to the same thing as irradiation. A

catalyst such as chlorophyll gives ordinary sunlight the destructive potency

of x-rays. The waste product is oxygen, a toxic gas in its own right. So why

split a molecule as robust as water to produce toxic waste if you can split
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something else much more easily, such as hydrogen sulphide or dissolved

iron salts, to generate a less toxic product?

The immediate answer is easy. For living organisms, the pickings

from water-splitting photosynthesis are much richer than those from

hydrothermal activity, the major source of hydrogen sulphide and iron

salts. Today, the total organic carbon production deriving from hydro-

thermal sources is estimated to be about 200 million tonnes (metric tons)

each year. In contrast, the amount of carbon turned into sugars by photo-

synthesis by plants, algae and cyanobacteria is thought to be a million

million tonnes a year — a 5000-fold difference. While volcanic activity

was no doubt higher in the distant geological past, the invention of oxy-

genic (oxygen-producing) photosynthesis surely increased global organic

productivity by two or three orders of magnitude. Once life had invented

oxygenic photosynthesis, there was no looking back. But this is with

hindsight. Darwinian selection, the driving force of evolution, notori-

ously has no foresight. The ultimate benefits of a particular adaptation are

completely irrelevant if the interim steps confer no benefit. In the case of

oxygenic photosynthesis, the intermediate steps require the evolution of

powerful molecular machinery that can split water using the energy of

sunlight. From a biological point of view, if you can split water, you can

split anything. Such a powerful weapon must be caged in some way lest

it run amok and attack other molecules in the cell. If, when the water-

splitting device first evolved, it was not yet properly caged, as we might

postulate for a blindly groping first step, then it is hard to see what advan-

tage it could offer. And what of oxygen? Before cells could commit to

oxygenic photosynthesis, they must have learnt to deal with its toxic

waste, or they would surely have been killed, as modern anaerobes are

today. But how could they adapt to oxygen if they were not yet producing

it? An oxygen holocaust, followed by the emergence of a new world order,

is the obvious answer; but we have seen that there is no geological

evidence to favour such a catastrophic history (Chapters 3-5).

In terms of the traditional account of life on our planet, the difficulty

and investment required to split water and produce oxygen is a Darwin-

ian paradox. The usual solution presented is selective pressure. Perhaps,

for example, the stocks of hydrogen sulphide and dissolved iron salts

eventually became depleted, putting life under pressure to adapt to an

alternative, such as water. Perhaps, but on the face of it there is a difficulty

here — the argument is circular. For the large geochemical stocks of

hydrogen sulphide and iron to have become depleted in this way, they
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must have been oxidized by something, and the most likely, if not the

only, candidate for oxidation on this scale is oxygen itself. The trouble is

that there was
 no free oxygen before photosynthesis. Only photosynthe-

sis can produce free molecular oxygen ( 0 2 ) on the scale required. Thus, it

seems that the only way to generate enough selective pressure for the evo-

lution of photosynthesis is through the action of photosynthesis.

This argument is not just circular, it is also demonstrably false. We

know from biomarkers diagnostic of cyanobacteria that oxygenic photo-

synthesis evolved more than 2.7 billion years ago. Despite this early

evolution, we know that iron was still being precipitated from the oceans

in vast banded iron formations a billion years later (Chapter 3). In no

sense were oceanic iron salts depleted. Similarly, stagnant conditions, in

which deep ocean waters are saturated with hydrogen sulphide, seem to

have persisted until the time of the first large animals, the Vendobionts,

and recur sporadically even today (Chapter 4). When these dates are

taken together, we are forced to conclude that oxygenic photosynthesis

evolved before the exhaustion of iron and hydrogen sulphide, at least on

a global
 scale.

Why, and how, then, did oxygenic photosynthesis evolve? In the


light of the last chapter, you may have guessed the answer already. There

is good circumstantial evidence that oxidative stress, produced by solar

radiation as on Mars (see Chapter 6, page 129), lies behind the evolution

of photosynthesis on the Earth. The details are fascinating but also reveal

just how deeply rooted is our resistance to oxygen toxicity: part and

parcel, it seems, of the earliest known life on Earth. The earliest known

bacteria did not produce oxygen by photosynthesis, but they could breathe

oxygen — in other words they could apparently generate energy from

oxygen-requiring respiration before there was
 any free oxygen in the air.

To understand how this could be, and why it is relevant to our health

today, we need to look first at how photosynthesis works, and how it

came to evolve.

Of the different types of photosynthesis carried out by living organisms,

only the familiar oxygenic form practised by plants, algae and cyano-

bacteria generates oxygen. All other forms (collectively known as anoxy-



genic
 photosynthesis) do not produce oxygen and pre-date the more

sophisticated oxygenic form. Despite our anthropocentric interest in
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oxygen, plants are not much concerned with the gas — what they need

from photosynthesis is energy and hydrogen atoms. The different forms

of photosynthesis are united only in that they all use light energy to make

chemical energy (in the form of ATP) needed to cobble hydrogen onto

carbon dioxide to form sugars. They differ in the source
 of the hydrogen,

which might come from water, hydrogen sulphide or iron salts, or indeed

any other chemical with hydrogen attached.

Overall, plant photosynthesis converts carbon dioxide (COz) from

the air into simple organic molecules such as sugars (general formula

CHzO). These are subsequently burnt by the plant in its mitochondria

(see Chapter 3) to produce more ATP, and also converted into the wealth

of carbohydrates, lipids, proteins and nucleic acids that make up life. We

met the enzyme that cobbles hydrogen onto carbon dioxide in Chapter 5

— Rubisco, the most abundant enzyme on the planet. But Rubisco needs

to be spoon-fed with its raw materials — hydrogen and carbon dioxide.

Carbon dioxide comes from the air, or is dissolved in the oceans, so that is

easy. Hydrogen, on the other hand, is not readily available — it reacts

quickly (especially with oxygen to form water) and is so light that it can

evaporate away into outer space. Hydrogen therefore needs a dedicated

supply system of its own. This is, in fact, the key to photosynthesis, but

for many years the lock resisted picking. Ironically, the mechanism only

became clear when researchers finally understood where the oxygen

waste came from.

In oxygenic photosynthesis, the hydrogen can only come from

water, but the source of the oxygen is ambiguous. If we look at the overall

chemical equation for photosynthesis, we see that it could come from

either carbon dioxide or water:

COz + 2HzO -> (CH20) + H 2 0 + Oz

At first, scientists guessed that the oxygen came from carbon dioxide — a

perfectly reasonable and intuitive assumption, but quite wrong as it

turned out. The fallacy was first exposed in 1931, when Cornelis van Niel

showed that a strain of photosynthetic bacteria used carbon dioxide and

hydrogen sulphide (H2S) to produce carbohydrate and sulphur in the

presence of light— but did not give off oxygen:

C 0 2 + 2H2S -> (CH20) + H 2 0 + 2S

The chemical similarity between H2S and H 2 0 led him to propose that in

plants the oxygen might come not from carbon dioxide at all, but from
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water, and that the central trick of photosynthesis might be the same in

both cases. The validity of this hypothesis was confirmed in 1937 by

Robert Hill, who found that, if provided with iron ferricyanide (which

does not contain oxygen) as an alternative to carbon dioxide, plants

could continue to produce oxygen even if they could not actually grow.

Finally, in 1941, when a heavy isotope of oxygen ( l s O ) became available,

Samuel Ruben and Martin Kamen cultivated plants with water made with

heavy oxygen. They found that the oxygen given off by the plants con-

tained only the heavy isotope derived from water, proving conclusively

that the oxygen came from water, not carbon dioxide.

In oxygenic photosynthesis, then, hydrogen atoms (or rather, the

protons (H+) and electrons (e~) that constitute hydrogen atoms) are

extracted from water, leaving the 'husk' — the oxygen — to be jettisoned

into the air. The only advantage of water is its great abundance, for it is

not easy to split in this way. The energy required to extract protons and

electrons from water is much higher (nearly half as much again) than that

needed to split hydrogen sulphide. Controlling this additional energy

requires special 'high-voltage' molecular machinery, which had to evolve

from the 'low-voltage' photosynthetic machinery previously used to split

hydrogen sulphide. To understand how and why this voltage jump was

made, we need to look at the structure and function of the machinery in a

little more detail.

Whatever the source of hydrogen atoms — hydrogen sulphide or water —

the energy for their extraction is supplied by the electromagnetic rays that

we know as sunlight. All electromagnetic rays, including light, are pack-

aged into discreet units called photons, each of which has a fixed quantity

of energy. The energy of a photon is related to the wavelength of the

light, which is measured in nanometres (a billionth of a metre). The

shorter the wavelength, the greater the energy. This means that ultra-

violet photons (wavelength less than 400 nanometres) have more energy

than red photons (wavelength of 600 to 700 nanometres), which have

more energy than infrared photons (wavelength above 800 nanometres).

The interaction of light with any molecule always takes place at the

level of the photon. In photosynthesis, chlorophyll is the molecule that

absorbs photons. It cannot absorb any photon — it is constrained by the

structure of its bonds to absorb photons with very particular quantities of

energy. Plant chlorophyll absorbs photons of red light, with a wavelength

of 680 nanometres. In contrast, the anoxygenic purple photosynthetic
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bacterium Rhodobacter sphaeroides
 has a different type of chlorophyll,

which absorbs less-energetic infrared rays with a wavelength of 870

nanometres.1

When chlorophyll absorbs a photon, its internal bonds are energized.

The energetic vibrations force an electron from the molecule, leaving the

chlorophyll short of one electron. Loss of an electron creates an unstable,

reactive form of chlorophyll. However, the newly reactive molecule

cannot simply take back its missing electron. That is snatched by a neigh-

bouring protein and is whipped off down a chain of linked proteins,

putting it beyond reach, like a rugby ball being passed across the field by a

line of players.2 On the way, its energy is used to power the synthesis of

ATP in a manner exactly analogous to that in mitochondrial respiration.

The theft of an electron is half way to stealing an entire hydrogen

atom, as hydrogen consists of a single proton and a single electron. Little

extra work is needed to steal the proton. Electrostatic rearrangements

draw a positively charged proton (from water in the case of oxygenic

photosynthesis) after the negatively charged electron. The proton and the

electron are eventually reunited by Rubisco as a hydrogen atom in a sugar

molecule.

What happens to the chlorophyll? Having lost an electron, it

becomes far more reactive, and will snatch an electron from the nearest

suitable source. Reactive chlorophyll is constrained in the same way as a

mediaeval dragon which is fed with virgins to stop it ravaging the neigh-

bourhood. The source of suitable virgins — electrons in the case of chloro-

phyll — includes any plentiful sacrificial chemical, such as water,

hydrogen sulphide or iron. Devouring an electron settles the chlorophyll

back into its normal equable state, at least until another photon sets the

whole cycle in motion again.


1 Because plants absorb large amounts of red light, and reflect back more blue and yellow



light, they appear green to us. In fact, chlorophylls are not the- only light-absorbing



molecules in plants. They are coupled with other pigments, such as carotenoids, which can



absorb light of different wavelengths and transfer it to chlorophyll. It is the overall absorption spectrum of all these pigments operating together that gives plants their green colour.



2 Electrons pass along a gradient of electrochemical potential, from compounds with a low



demand for electrons (low redox potential) to compounds with a high demand for electrons



(high redox potential) Electron transport chains comprise strings of proteins and other



electron-transfer molecules linked together in the order of their electrochemical potential



Electrons usually pass smoothly down the chain from one end to the other, although some-



times they are poached by oxygen to produce superoxide radicals. At a certain step in



the photosynthetic chain, the transfer of electrons from one molecule to another provides



sufficient energy to power the manufacture of ATP.
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Which electron donor is used in photosynthesis — hydrogen sul-

phide, iron or water — ultimately depends on the energy of the photons

that are absorbed by the chlorophyll. In the case of purple bacteria, their

chlorophyll can only absorb low-energy infrared rays. This provides

enough energy to extract electrons from hydrogen sulphide and iron, but

not from water. To extract electrons from water requires extra energy,

which must be acquired from higher-energy photons. To do this requires

a change in the structure of chlorophyll, so it can absorb red-light

photons instead of infrared light.

The evolutionary question is this: why did the structure of chloro-

phyll change, allowing it to absorb red light and split water, when the

existing chlorophyll of purple bacteria could already extract electrons

from hydrogen sulphide and iron salts, which were plentiful in the

ancient oceans? More specifically, what environmental pressure could

have led to the evolution of a new and more potent chlorophyll, capable

of oxidizing water and much else in the cell, when the old chlorophyll

was less reactive and less dangerous — and yet still sufficiently strong to

oxidize hydrogen sulphide?

Technically, the answers to these questions are surprisingly simple.

According to Robert Blankenship of Arizona State University and Hyman

Hartman, of the Institute for Advanced Studies in Biology at Berkeley,

California, tiny changes in the structure of bacterial chlorophylls can lead

to large shifts in their absorption properties. Two small changes to the

structure of bacteriochlorophyll a
 (which absorbs at 870 nm) are all that it

takes to generate chlorophyll d,
 which absorbs at 716 nanometres. In

1996, an article in Nature
 by Hideaki Miyashita and colleagues of the

Marine Biotechnology Institute in Kamaishi, Japan, reported that chloro-

phyll d
 is the main photosynthetic pigment in a bacterium called Acary-



ochloris marina,
 which splits water to generate oxygen. Thus, an inter-

mediate between bacteriochlorophyll and plant chlorophyll is not only

plausible: it actually exists. From chlorophyll d
 another trifling change is

all that is required to produce chlorophyll a,
 the principal pigment in

plants, algae and cyanobacteria, which absorbs light at 680 nanometres.

Technically, then, the evolutionary steps required to get from bac-

teriochlorophyll to plant chlorophyll are simply achieved. The question

remains, why? A chlorophyll that absorbs light at 680 nanometres is less

good at absorbing light at 870 nanometres. It is therefore less efficient at

splitting hydrogen sulphide, and so bacteria carrying it are at a competi-

tive disadvantage compared with the bacteria that kept their original


138 • GREEN PLANET


chlorophyll. Even worse, switching chlorophylls to split water poses the

problem of what to do with the toxic oxygen waste, as well as any leaking

free-radical intermediates — the same as those produced by radiation.

Without foresight, how did life manage to cope with its dangerous new

invention?

Chlorophyll extracts electrons from water one at a time. To generate

oxygen from water, it must absorb four photons and lose four electrons in

succession, each time drawing an electron from one of two water

molecules.3 The overall water-splitting reaction is:

2HzO 02 + 4H+ + 4e~


Only in the final stage is oxygen released. The rate at which chlorophyll

extracts electrons depends on how quickly the photons are absorbed. As

the successive steps cannot take place instantly, a series of potentially

reactive free-radical intermediates must be produced, if only transiently.

For plants, this whole system is precarious in the extreme. Reactive

oxygen intermediates are produced from water as it is stripped of elec-

trons one by one to form oxygen. Some of these reactive intermediates

might escape from the reaction site to devastate nearby molecules. Even if

they don't escape, in the final step molecular oxygen is released into the

cell in large quantities. Inside a modern plant leaf the oxygen concentra-

tion can reach three times atmospheric levels. Tiny cyanobacteria pollute

themselves and their immediate surroundings in a similar fashion. This

would have happened even in ancient times before there was any oxygen

in the surrounding air. Some of this excess oxygen inevitably steals stray

electrons to form superoxide radicals. The risks are huge. Chaos could

break out at any moment. The closest analogy is a nuclear power station.

If the reactors are sealed properly it is safe enough, but if a leak develops

we face a disaster on the scale of Chernobyl. In both nuclear power and

oxygenic photosynthesis the safety margins are slim, but the potential

benefits — unlimited energy — are huge.


3 As usual, it is a little more complicated than this. In fact, a second light-activated centre isrequired for oxygenic photosynthesis. Neither reaction centre alone can bridge the wide



chemical gulf between stealing electrons from water and attaching them to carbon dioxide



— so the two centres must work together. The centres are coupled, essentially in series, in



what is known as a Z scheme, and each absorbs four photons in a single cycle. To produce



one molecule of oxygen therefore requires eight photons of light.
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If photosynthesis is to work at all, the reactive intermediates from

water must be sealed inside a structure that immobilizes them, preventing

them from escaping before oxygen is released. Needless to say, they 
are



sealed in such a cage, this is how photosynthesis works. The cage is made

of proteins and is called the 
oxygen-evolving complex

 (or sometimes the



water-splitting enzyme).

 Water is bound tightly inside the protein cage

while the electrons are extracted one at a time. But this is no ordinary

cage. Its structure conceals a secret that is much older than the hills,

which transports us back to the time before oxygenic photosynthesis

evolved, to a time more than 2.7 billion years ago, before there was any

oxygen in the atmosphere. This structure is the key to life on Earth, for

without it the Earth would have remained as sterile as Mars.

The structure of the oxygen-evolving complex is very similar to that

of an antioxidant enzyme called 
catalase.

 In fact, the oxygen-evolving

complex looks as if it evolved from two catalase enzymes lashed together.4

If so, then catalase must have evolved 
before

 the oxygen-evolving

complex. If so, the chronology must be as follows. Catalase evolved on

the early Earth, in an atmosphere devoid of oxygen. One day, two catalase

molecules became bound together to form a cage that enabled the safe

splitting of water: the oxygen-evolving complex. This cage allowed the

evolution of oxygenic photosynthesis. As a result, the atmosphere filled

with oxygen. Life was put under serious oxidative stress. Luckily it could

cope: it already had at least one antioxidant enzyme that could to protect

it — catalase. How convenient! But wait a moment. If catalase came

before photosynthesis, then even if there was no atmospheric oxygen,

there must have been oxidative stress. Is this plausible? To answer this

question, we must take a look at how catalase works.


4 The evidence is not compelling, but is certainly intriguing. First, there is a broad similarityin reaction mechanisms. Both catalase and the oxygen-evolving complex bind two identical



molecules (either 2HZ02 or 2H20), which are then reacted together to generate oxygen, via a



strikingly similar sequence of steps. Second, both contain clusters of manganese atoms at



their core. Hyman Hartman and others have noted that the manganese core of catalase is



structurally very similar to
 
half

 that of the oxygen-evolving complex, implying that thelatter may have evolved by the lashing together of two catalase units. However, it is possible
 that the structural similarities between catalase and the oxygen-evolving complex are no



more than coincidence, or a case of convergent evolution towards a similar endpoint, like



the development of wings from very different structures in insects, birds and bats. Even if



the similarity
 
is

 authentic evidence of genetic relatedness, we cannot rule out the possibility
 that catalase evolved from the oxygen-evolving complex rather than the other way round.
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Catalase is responsible for getting rid of hydrogen peroxide. This is a

potential killer for bacteria as we saw in Chapter 6. Virtually all aerobic

organisms possess a form of this enzyme, and even some anaerobic bac-

teria, which try to avoid oxygen like the plague, retain some catalase just

in case. It works extraordinarily quickly. Without catalase, and in the

absence of iron, hydrogen peroxide takes several weeks to break down

into water and oxygen. Dissolved iron, of course, catalyses the breakdown

of hydrogen peroxide into hydroxyl radicals, and eventually water, via

the Fenton reaction (see Chapter 6, page 118). If iron is incorporated into

a pigment molecule such as haem (the pigment in haemoglobin) the rate

of decomposition is increased 1000-fold. If the haem pigment is embedded

in a protein, as is the case with catalase, then hydrogen peroxide is broken

down directly and safely into oxygen and water, at a rate that is estimated

to be 100 million times faster than the rate in the presence of iron

alone.

There are several different types of catalase. Most animal cells have a

form that has four haem molecules embedded in its core. In contrast,

some microbes have a different sort of catalase, which contains man-

ganese instead of haem at its core. Despite their different structures, both

enzymes are equally fast, and are correctly called catalase, in the sense

that they work in the same way — they both catalyse the reaction of

two molecules of hydrogen peroxide with each other
 to form oxygen and

water:


2 H 0 2 H 0 + 0



2



2



2



2


This simple reaction mechanism reveals a great deal about conditions on

the Earth 3.5 billion years ago. It is the exact equivalent of the natural

reaction between two molecules of hydrogen peroxide, but is speeded up

100 million times by the enzyme. The need for two
 molecules of hydrogen

peroxide means that catalase is extremely effective at removing hydrogen

peroxide when concentrations are high, when it is easy to bring two

molecules together. It works less well at low concentrations of hydrogen

peroxide, when it is harder to find two molecules close together. Catalase

is thus swift to remove high concentrations of hydrogen peroxide, but is

poor at mopping up trace amounts or at maintaining a stable low-level

equilibrium.

Today, most aerobic organisms have a second group of enzymes,

known as the peroxidases,
 which can dispose of trace amounts of hydro-

gen peroxide. These enzymes work better at low levels of hydrogen perox-
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ide because they act in a fundamentally different way. Rather than bring-

ing two molecules of hydrogen peroxide together, they use antioxidants

such as vitamin C to convert a single molecule of hydrogen peroxide into

two molecules of water, without generating any oxygen. Most aerobic

cells have both sets of enzymes, and break down hydrogen peroxide using

both mechanisms. Catalase is used for bulk removal, peroxidase for subtle

adjustments.

We might infer that any cell using catalase would need to cope with

large fluxes of hydrogen peroxide, at least occasionally. Catalase is highly

specialized: it has no other known target and works at an extraordinary

speed. Such tremendous efficiency does not appear out of the blue by

chance: we might as well believe that the eighteenth-century theologian

Tom Paley stumbled across a nuclear reactor, rather than his celebrated

watch, and instead of inferring the hand of a designer, ascribed it to an

accidental arrangement of the elements.

There is nothing accidental about catalase. If it was present on the

early Earth, before photosynthesis, then there must have been hydrogen

peroxide too, and in abundance. This is counter-intuitive, to say the least.

Is it really credible that the early Earth could have been so rich in hydro-

gen peroxide that there was a selective pressure for the evolution of

catalase?

As we have seen (Chapter 6), Mars is rich in iron peroxides; but their

abundance in Martian soils tells us nothing about how quickly they were

formed on the early Earth. While they were almost certainly formed on

Earth (which is, after all, closer to the Sun, and so more drenched in ultra-

violet rays), the abundance of hydrogen peroxide on Earth would have

depended on its rate of formation and destruction — and these in turn are

dependent on atmospheric and oceanic conditions. While the existence

of catalase implies that hydrogen peroxide was indeed abundant, the

story is suggestive but far from conclusive. Luckily, there are other ways to

answer the question, and they not only support the notion that photo-

synthesis evolved in response to oxidative stress, but they also explain a

few other long-standing paradoxes.

One of the most respected atmospheric scientists of recent decades is

James Kasting, now at Pennsylvania State University, and during the

1980s at the NASA Ames Research Centre in California. In the mid-1980s,

Kasting set out to answer the question of just how abundant hydrogen
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peroxide might have been on the early Earth. He was not really aiming to

answer questions about the evolution of photosynthesis but rather to

look at the time-line for oxygen production.

As we saw in Chapter 3, a surrogate measure for the accumulation of

oxygen in the air is the extent of iron-leaching from fossil soils. Because

iron is soluble in the absence of oxygen, it can be washed out of soils by

rainfall on an oxygen-free planet. As oxygen builds up in the atmosphere,

it reacts with iron in the soil to produce insoluble rusty iron deposits,

which cannot be leached out by rainfall in the same way. In theory, then,

fossil soils preserve a record of atmospheric oxygen levels in their iron

content — the more oxygen there is in the air, the more iron is left in the

soil. The trouble is that the fossil-soil record can be read to imply that

oxygen began to accumulate in the air well over 3 billion years ago (long

before the major rise 2 billion years ago). This early date does not tally

with the sulphur-isotope measurements discussed in Chapter 3, or with

the larger-scale deposits, such as banded iron formations, red-beds and

uranium ores. Kasting was interested in the discrepancy.

Earlier studies of fossil soils had tacitly assumed that the most impor-

tant oxidant dissolved in rainwater had always been oxygen itself. Kasting

queried this assumption and set out to compute the possibility that

hydrogen peroxide had been the most important oxidant in rainwater

before the advent of atmospheric oxygen. In a detailed theoretical paper,

Kasting, working with Heinrich Holland and Joseph Pinto at Harvard,

calculated the rate at which water is split by ultraviolet rays under a vari-

ety of conditions. They then took into consideration the solubility of the

degradation products (such as hydrogen peroxide) in rain droplets, to

calculate their likely steady-state concentrations in rainwater and in lakes

on the early Earth.

Under the most likely conditions 3.5 billion years ago — high carbon

dioxide levels, a trace of oxygen (less than 0.1 per cent of present

atmospheric levels) and virtually no ozone screen — Kasting calculated

that there should have been a continuous flux (based on the rate of

formation and removal by reaction or rainfall) of about 100 billion

molecules of hydrogen peroxide per second per square centimetre.

Although this number sounds fantastically big, we should bear in mind

the inconceivably large number of molecules that make up matter. There

are said to be more molecules in a single glass of water than there are

glasses of water in all the oceans. We should not be too surprised to dis-

cover, then, that 100 billion molecules of hydrogen peroxide weigh about
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56 thousand billionths of a gram.5 To put these numbers into some sort of

perspective, Kasting calculates that dissolved hydrogen peroxide, which is

much more soluble than oxygen, accounts for between 1 and 6 per cent of

the total oxidant concentration in rainwater today. There is no reason

why the amount of hydrogen peroxide in rainwater should have been any

less 3 billion years ago, and it may well have been higher, as the intensity

of ultraviolet radiation was more than 30 times greater.

Such a large flux of hydrogen peroxide must have placed the first cells

under oxidative stress. The level of stress would have been exacerbated by

the reactivity of hydrogen peroxide in comparison with oxygen. In partic-

ular, hydrogen peroxide reacts quickly with dissolved iron, to produce

hydroxyl radicals, whereas oxygen reacts much more slowly. In today's

well-oxygenated oceans, the reactivity of hydrogen peroxide is limited by

the low availability of dissolved iron (which long ago reacted with oxygen

and precipitated out as banded iron formations), but during the early

Precambrian, the oceans were so full of dissolved iron that hydrogen

peroxide must have been continuously reacting with iron to produce

hydroxyl radicals via the Fenton reaction. Thus, not only was there more

hydrogen peroxide on the early Earth, it was also more likely to react to

produce oxidative stress.

The effect that hydrogen peroxide had on the environment must

have depended on the amount of iron available. In the deep oceans there

was such a vast amount of dissolved iron that any hydrogen peroxide dis-

solved in rainwater could never have altered the overall chemical balance.

In the shallow seas and freshwater lakes, however, there was much less

iron. These low levels of iron could plausibly have been depleted, or

exhausted, by a steady drizzle of hydrogen peroxide. With the loss of iron

and hydrogen sulphide, such secluded environments would have grown

steadily more oxidized. According to the mathematical models of Hyman

Hartman and his colleague Chris McKay, at the NASA Ames Research Cen-

ter, the sheltered lakes and sea basins may well have become oxidizing

enough to stimulate the evolution of antioxidant enzymes such as cata-

lase. Once this had happened, bacteria living in shallow-water environ-

ments would have been pre-conditioned to the appearance of free oxygen.


5 This can be calculated from Avogadro's number, the number of molecules in one mole of



any substance, which is 6.023
 x 1023. One mole of hydrogen peroxide weighs 34 grams.



One gram of hydrogen peroxide therefore contains 1/34
 x 6.023
 x I 0 2 3 molecules, or about
 177
 x 1021. A hundred billion molecules of hydrogen peroxide weighs 100 billion/177
 x 1021 grams, or 56
 x 10"12. This is one 56 thousand billionths of a gram.
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Thus, there are good grounds for thinking that there was indeed plentiful

hydrogen peroxide on the early Earth, and that it built up in sheltered

environments. The oxidation of such environments by hydrogen

peroxide was probably a strong enough selective pressure to stimulate the

evolution of the antioxidant enzyme catalase. Catalase itself seems tc

have been the basis of the oxygen-evolving complex, enabling the evo-

lution of oxygenic photosynthesis. So far the story makes sense, but we

are left with one difficult question. Why would oxygenic photosynthesis

evolve from catalase?

Catalase would presumably have been present in the photosynthetic

bacteria that generated energy by splitting hydrogen sulphide or iron salts

in the era before oxygenic photosynthesis. In fact, hydrogen peroxide has

some parallels with these early photosynthetic fuels. To remove electrons

from hydrogen peroxide requires a similar input of energy to that required

to remove electrons from hydrogen sulphide, and so could have been

achieved using the same bacteriochlorophyll. Hydrogen peroxide would

therefore have been a good source of hydrogen for photosynthesis. And,

while far less plentiful than hydrogen sulphide and iron salts, it was

nonetheless formed most readily in the surface waters, closest to the full

power of the Sun. If this scenario is true, then catalase could have doubled

as a photosynthetic enzyme. Because splitting hydrogen peroxide gener-

ates oxygen, this recruitment of catalase to photosynthesis also bridges

the evolutionary gap between anoxygenic and oxygenic photosynthesis.

If catalase was acting as a photosynthetic enzyme, then it would be

natural for a number of catalase molecules to cluster around the photo-

synthetic apparatus. In these circumstances, it would be simple for twc

catalase molecules to became associated as a complex: the prototype

oxygen-evolving complex. At first it would have continued to use hydro-

gen peroxide as an electron donor, but given the right energy input, this

complex could split water. We know that three small changes in the struc-

ture of bacteriochlorophyll can transform its properties, enabling it tc

absorb high-energy light at a wavelength of 680 nm. We now have a

prototype oxygen-evolving complex (the nut-cracker that can physically

split water) and a chlorophyll that can provide enough energy for it to dc

so (or the hand that presses the nut-cracker). Thus, with no foresight and

no disadvantageous steps, we have taken a path leading from anoxygenic

photosynthesis to oxygenic photosynthesis.

The evolution of oxygenic photosynthesis, then, seems practically

inevitable, as long as three conditions are met: a selective pressure to use


Radiation and the Evolution of Photosynthesis • 145


water; a mechanism for splitting water; and a tolerance to the oxygen

waste. The selective pressure to use water was the loss of iron and hydro-

gen sulphide from sheltered environments. The mechanism for splitting

water was a simple binding together of two catalase molecules. Tolerance

for oxygen was imparted by catalase, and probably several other anti-

oxidant enzymes which had evolved in response to oxidative stress from

ultraviolet radiation.

These conditions could never have been fulfilled in the deeper

oceans. They were full of iron and hydrogen sulphide, and shielded from

the effects of ultraviolet radiation. Life there would have had no need to

tolerate oxygen. In these places, even if given enough light, any muta-

tions that produced chlorophyll from bacteriochlorophyll would have

been eliminated by natural selection as worse than useless. They would

have slashed the light-capturing capacity of bacteria without any gainful

return.

The explanatory power of an 'oxidative stress before free oxygen' hypoth-

esis is strong. If true this reverses received wisdom. The hypothesis implies

that photosynthesis would not have been possible without the oxidative

stress generated by ultraviolet radiation. Far from cowering away at the

bottom of the oceans, in sulphurous hydrothermal vents (or black

smokers), life embraced the surface oceans very early, and dealt with the

conditions there through the evolution of potent antioxidant enzymes

such as catalase. Without these radiation-scorched conditions, water-

splitting photosynthesis could never have evolved. Even more signifi-

cantly, the evolution of oxygenic photosynthesis hangs by a single

thread: the accidental association of two catalase molecules.

If this hypothesis seems to be over-reliant on a single lucky chance,

it is worth remembering that, unlike flight or vision, which evolved

independently many times, oxygenic photosynthesis only ever evolved

once. AH algae, all plants, the entire green planet, use exactly the same

system. All of them inherited it from the cyanobacteria, which invented it

once, perhaps 3.5 billion years ago. No other cells on Earth ever learnt to

split water. All known water-splitting complexes are related in structure,

and all are similar to catalase. Perhaps life once existed on Mars, but

found another way of dealing with the less-intense solar radiation. Cata-

lase never evolved. Without catalase, oxygenic photosynthesis never
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evolved. Without photosynthesis, free oxygen never accumulated in the

air. And without oxygen, there was no multicellular life, no little green

Martians, no war of the worlds.

Convinced? Perhaps not, but there is more. To my mind, the most

conclusive evidence comes not from atmospheric modelling, or structural

and functional similarities, but from comparative genetics. Not the

genetics of photosynthesis, which are still rather murky, but the genetics

of respiration: how life came to use free oxygen as a means of extracting

energy from food in the first place. Again, intuition is turned on its head.

It seems impossible for oxygen-respiring organisms to have evolved

before there was any free oxygen in the air. Surely they could not have

evolved before oxygenic photosynthesis! We may have to think again.

According to another iconoclastic viewpoint, put forward and backed

with increasingly strong evidence by Jose Castresana and Matti Saraste of

the European Molecular Biology Laboratory in Heidelberg, this is exactly

what happened.6 Respiration using oxygen evolved before photosynthe-

sis, oxygen breathers before there was any free oxygen in the air. The

arguments of Castresana and Saraste hinge on the identity of a single-

celled creature named LUCA, the Last Universal Common Ancestor. We

will find out who she was in the next chapter.


* Sadly, Matti Saraste died on the 20 May 2001 at the age of 52. His colleagues in Heidelberglet his own words speak as his testimonial, and there is no better tribute to his memory, or



celebration of the fun and magic of biochemistry than these words. I hope they will inspire



students in future generations to become biochemists. "The nicest aspect of biochemistry isthe possibility to combine mental and practical work. One can even do these simultaneously. For me, controlling the practical work, the experiment, is extremely fun. An experi-



ment is to approach the current scientific problem at the border of the known and



unknown. It is as much fun to try to grasp the location of this magic border in your mind.



To be a good biochemist, you do not have to be an egg-head or an absolute genius in maths



or physics, but understanding the problems requires thinking, reading, experience and



planning. On the other hand, you can keep your hands busy with minimal thinking: the



bottleneck in research is often the experimental work." Matti Saraste, 1985.





C H A P T E R E I G H T

Looking for LUCA



Last Ancestor in an Age Before Oxygen



LUCA, THE LAST UNIVERSAL COMMON ANCESTOR
 , was baptized in the

luminous light of Provence, in the south of France, in 1996. She was

_ named at a rare meeting, a gathering of the tribes. Attending were

chemists who study the primal stirrings of life, molecular biologists who

trace the origins and evolution of genetic replication, thermophilists who

study the bacteria living in hydrothermal vents at searing temperatures,

microbiologists who decipher the metabolic traits of primordial life, and

geneticists who compare and contrast the complete genomes of living

organisms to unravel their evolutionary relationships. The name LUCA

was a happy compromise between LUA, the Last Universal Ancestor, and

LCA, the Last Common Ancestor, and is less clumsy and ugly than the

scientific terms 'cenancestor' or 'progenote'. LUCA conjures up images of

Lucy, our own African forebear, and seems to encapsulate the trajectory of

life on Earth. She (she has to be she) was a sympathetic entity who seeded

life on our planet. She was not the first living thing, but rather the last


ancestor common to all life known today, whether alive or extinct.

Together with the bacteria, algae, fungi, fish, mammals, dinosaurs, grass

and trees, we all owe our lives to LUCA.

Where or when LUCA might have lived is controversial, but most

researchers in the field now agree on a date of about 3.5 to 4 billion years

ago. She was a single-celled form of life — though some think she might
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not even have been as sophisticated as a cell in the way we know it today

— and she probably lived in the ocean. Whether she lived a solitary life in

an empty world, or mixed her genes with closely related cells, or fought a

bitter evolutionary battle with quite different primordial forms of life, we

do not know. If she did not live alone, then all her contemporaries have

vanished without trace: LUCA seeded our planet as completely as biblical

Eve seeded all humanity.

This means that LUCA's properties are the basis of all subsequent

evolution on Earth. We may reasonably infer that any features that are

shared by all living things were once features of LUCA herself, and were

passed on with varying degrees of modification to all her descendants.

Some attributes of present-day life, such as the ability to photosynthesize,

are present only in some lines of descent, such as the purple bacteria,

cyanobacteria and algae (which gave rise to plants), and so presumably

evolved only in these lineages after the age of LUCA (unless they were

independently lost by most of her descendants, which seems improbable

but cannot be ruled out). The identity of LUCA may thus be pieced

together, at least in theory, by comparing all the organisms that ever

lived. The features that all
 organisms share were presumably inherited

from LUCA herself.

Although comparing the properties of all living organisms might

seem an impossible task, scientists have succeeded in defining a few of

LUCA's attributes. At first sight, these attributes may seem even more

improbable, but they have an internal logic of their own. Most import-

antly, they agree with the evidence discussed in the last chapter. LUCA

probably could use oxygen to generate energy before there was free oxygen

in the air. She could defend herself against oxidative stress generated by

ultraviolet radiation. Her defences came before, and enabled, the evolu-

tion of oxygenic photosynthesis. Oxygen radicals were therefore the ulti-

mate driving force behind all sophisticated life on Earth. In this chapter,

we will look at what we can learn from this emerging portrait of LUCA.

The poet and polymath Goethe once said that nothing in Italy makes

sense until one has been to Sicily. For biologists, nothing makes sense

without the theory of evolution, which offers an intelligible framework

for interpreting the overwhelming variety of biological detail. The

veracity of the theory of evolution by natural selection has been con-

firmed not so much by a single awe-inspiring experiment as by the every-

day observations of a million biologists worldwide. These innumerable
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observations and discoveries have invariably upheld the fundamental

unity of life.

The kinship of all living things is less than obvious if we look idly

around us — what do we have in common with a mulberry bush? Yet

when we begin to probe beneath the surface, the similarities become

more and more clear. We share an extraordinary 98.8 per cent of our total

DNA sequence with chimpanzees, for example. But then, we are both

bipeds with arms and legs, heads, eyes, noses, ears, brains, hearts, kidneys,

a circulatory system — we even have the same number of fingers. Size

apart, most people could not distinguish the kidneys of a human being

from those of a chimpanzee. Our behaviour and mating rituals can be

compared with some profit. Few people would maintain that such simi-

larity is coincidental. But, we also have a remarkable number of things in

common with fishes, or even with the earliest indisputable ancestor of

modern animals, a lowly worm. A worm, after all, has bilateral symmetry

(it is the same on both sides), a rudimentary heart, a circulatory system, a

nervous system, eyes, a mouth and an anus. Unlike plants, it moves

around and burrows holes in the sand.

As late as the 1950s, textbooks continued to cite the obvious differ-

ences between plants and animals, retaining Linnaeus's original sub-

division of life into the two great kingdoms of Plantae and Animalia. But

the dichotomy was breaking down, and was soon to be replaced by a new

classification comprising five kingdoms, proposed by R. H. Whittaker in

1959: animals, plants, fungi, protists (a mixed bag including protozoa and

algae) and bacteria. The new system had simplicity and convenience on

its side, and for these reasons is still in common use today. Despite its

honest virtues, though, it suffers a fundamental flaw. The problem is that

the distinctions between the five kingdoms were based on morphology or

behaviour rather than genetic ancestry. Holding a distorting mirror up to

the problem, it is a little like classing a fly-eating plant and a woodpecker

together on the grounds that both are multicellular and both devour

insects. In reality, plants, animals, fungi and protists are much closer

cousins than their visible appearance or their behaviour would have us

believe. This kinship is at the cellular level, and only becomes evident

under the microscope. When we consider the structure of their cells, these

four kingdoms have far more in common with each other than any of

them do with the fifth kingdom, the bacteria. The similarities are so

fundamental that these four kingdoms are classed together as members of

a single overarching taxonomic group, or domain, called the eukaryotes,
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from the Greek meaning 'with true nuclei'. All eukaryotes have a nucleus,

the largest thing in the cell. It is a roughly spherical structure separated

from the rest of the cell — the cytoplasm — by a double membrane. Most

eukaryotic cells range from around a hundredth to a tenth of a millimetre

(10-100 micrometres) in diameter, although there are exceptions, includ-

ing our own nerve ceils, which have fine projections that can be over a

metre [several feet] long. The cytoplasm of a eukaryotic cell is crammed

with assorted jumble — hundreds or even thousands of tiny specialized

organs, called organelles, such as mitochondria (in virtually all eukary-

otes) and chloroplasts (in algae and plants), mixed up with small sacs of

membrane, stacks of folded membranes and a protein skeleton. This riot

of compartmentalization gives eukaryotic cells the look of evolution by

conglomeration, which is indeed what happened, as we saw in Chapter 3.

The nucleus contains the genetic heritage of eukaryotic cells — an

oddly amorphous-looking material known as chromatin, made of DNA

wrapped in proteins. When eukaryotic cells divide, the DNA is first

replicated and then the chromatin condenses into tight coils, or chromo-

somes, which are eased apart on a protein framework to form two new

nuclei. The detailed structure of eukaryotic genes came as one of the

greatest surprises of molecular biology in the last quarter of the twentieth

century. Far from being continuous compact coding sequences, neatly

lined up like beads on a string, as we once imagined (and as bacterial

genes had been shown to be), eukaryotic genes are discontinuous and

comprise just a few per cent of the cell's total DNA. Most eukaryotes have

'genes in pieces', where the pieces of the gene coding for the protein prod-

uct are interspersed with long tracts of apparently junk DNA, coding

for nothing. Individual genes are also separated by large stretches of

apparently junk DNA. Much of this extraordinary excess is thought to be

'selfish' DNA, which hitches a ride in the cell simply to get itself repli-

cated, contributing nothing to the common good. Other stretches of junk

DNA are the sunken wrecks of genes, holed by mutations below the water-

line, such as our own derelict gene for producing vitamin C.1 The eukary-


1 The gene for making vitamin C still works in plants and in most animals, as we shall see inChapter 9. Its sequence is comparable to the remains of our broken gene. We, or at least our



ancestors, must once have eaten enough vitamin C from plants to satisfy our needs, since



the loss of our gene for producing vitamin C was not penalised by natural selection, as it



most certainly would have been had the deficit proved counter-adaptive. In general, a good



guide to the importance of a gene is the degree of suffering caused by its loss. The loss of



some genes is incompatible with reproductive vigour, or even with life. Most very ancient



genes that are still in working order are very important — their loss has been punished



repeatedly by the personal extinction of the bearer or their lineage.
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otes, cells with 'true nuclei' hardly live up to their name. If we were to

rename them today, any notion of 'truth' would surely be dismissed from

their name. Eukaryotes are a tissue of lies, in the sense that they are not at

all what they seem.

Bacteria are built on a totally different ground plan. Most important,

they have no nucleus, and so are classified in a separate domain as


prokaryotes,
 meaning simply 'without nuclei'. They are much smaller than

eukaryotes, usually only a few micrometres in diameter, and are encased

in a rigid cell wall, giving them the appearance of tiny capsules. The

bacterial cell wall is composed of peptidoglycans, long chains of amino

acids and sugars. Many types of eukaryotic cells also have cell walls, but

none are made of peptidoglycans.

Bacterial genes are naked, in that the DNA thread is not wrapped

around with proteins. Bacteria have a fraction of the number of genes of

most eukaryotes — a few thousand, instead of tens of thousands. They

organize these genes into groups with similar function, known as operons,

and carry very little junk DNA. Nor are they encumbered with stacks of

internal membranes, protein skeletons or organelles such as mitochon-

dria. This lack of clutter allows them to divide at huge speeds simply by

binary fission, or splitting in half. They can also recombine their genes

with those of other bacteria by what amounts to copulation — the direct

injection of genes into a neighbouring bacterium in a process known

technically as conjugation. This allows genetic innovations, such as

resistance to antibiotics, to spread rapidly through an entire bacterial

population. In comparison with the eukaryotes, which lumber like battle-

ships, bacteria have the evolutionary speed and agility of fighter aircraft.

The gulf between prokaryotes and eukaryotes is genuinely deep, but

the two groups are clearly related at a fundamental level — the biochem-

istry of their cells. This is the kind of detail that persuades biologists that

all living things on Earth are indeed related. As the proverb says, there are

many ways to skin a cat. The fact that all
 life systematically follows the

same way, step by step, suggests that all life has been following the same

set of instructions from the very beginning. The genes in all cells, for

example, are made from DNA (deoxyribonucleic acid). DNA constitutes a

four-letter 'genetic code', which stipulates the sequences of the amino-

acid building-blocks in proteins. The code is, to all intents and purposes,

identical in all living things. Not only this, but the detailed mechanism

by which proteins are built, following the instructions encoded in DNA,

is the same in all cases. The sequence of letters in DNA is read off, or
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transcribed, into a rather similar molecule called messenger RNA (ribo-

nucleic acid). This carries the instructions for building a particular protein

from the gene to the protein-assembly stations, tiny molecular machines

called ribosomes where all the action takes place. Here, on the ribosomes,

the coded message is translated into a protein. This is done in the same

way in all cells, using a repertoire of 'adaptor' molecules, also made from

RNA, but this time with amino acids in tow. These adaptors are called

transfer RNA. The molecules of transfer RNA recognize sequences of

letters in messenger RNA and match them with the appropriate amino

acid. Essentially the same process takes place in all living organisms,

making use of the same code, the same messenger RNA and transfer RNA,

the same ribosomes and the same amino acids. For Mother Nature, it

seems, there is only one way to skin a cat.

The conclusion from all this — that all life on Earth has a common

ancestor — is backed up, most convincingly of all, by the surprising unity

of life at its most basic level: the 'handedness' of individual molecules.

Many organic molecules, including amino acids and simple sugars, exist

in two mirror-image versions, analogous to the left hand and right hand

of a pair of gloves. Both hands are equally abundant in nature, and there

is no reason why one should be used by living organisms instead of the

other. Once a decision has been taken, though, it is hard to swap. A left-

handed glove will never fit on the right hand. Similarly, an enzyme that

catalyses the reactions of a left-handed molecule is useless when con-

fronted with the right-handed version. Once that enzyme's sequence of

amino acids has been encoded in the DNA, it is too late to swap. To make

two mirror-image enzymes that work with opposite-handed molecules is

a waste of resources: life must make a random choice and then stick to it.

Given a random choice, we might expect that some species would have

right-handed molecules, and others left-handed molecules (making full

use of natural resources), but this is not the case. All life is right-handed in

its molecular preference. The only sensible explanation for this extreme

conservatism is that LUCA herself was right-handed — a historical acci-

dent — and that all her descendants have been obliged to follow suit.

When did LUCA give rise to her diverse offspring? Cells resembling

modern prokaryotes date back 3.5 billion years, to the stromatolites in

south-western Australia, as described in Chapter 3. The first signs of

eukaryotic cells, the biomarkers of membrane sterols, date to about

2.7 billion years ago. The first unequivocal eukaryotic fossils are found
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in rocks dating to about 2.1 billion years ago. An explosion in the

number and variety of eukaryotic cells took place around 1.8 billion years

ago.

Eukaryotic cells share their fundamental biochemistry with prokary-

otes, but are larger and more complex. It seems likely that only the innate

complexity of the eukaryotic cell can support the added layers of organi-

zation required for the evolution of multicellular life. Certainly, all true

multicellular organisms are eukaryotes. Taken together, these bare facts

suggest that the prokaryotes were the first primitive cells (as suggested by

their name), and that the more advanced eukaryotes evolved from them

later, gradually accruing complexity.

Many features of the eukaryotes support this conclusion. During the

mid-1880s, the German biologists Schmitz, Schimper and Meyer pro-

posed that chloroplasts were derived from cyanobacteria. In 1910, the

Russian biologist Konstantin Mereschovsky took this idea further, arguing

that eukaryotic cells had evolved from a union of different types of bac-

teria. With only rudimentary microscopic techniques to back up his

arguments, however, he failed to convince the biological establishment.

His ideas stagnated for nearly 70 years until the late 1970s, when Lynn

Margulis, at the University of Massachusetts at Amherst, championed the

cause and marshalled evidence that organelles were once free-living

bacteria, at a time when new molecular methods could prove the case.

It is now accepted, as one of the basic tenets of biology, that chloro-

plasts and mitochondria (the energy 'power-houses' of eukaryotic cells)

were once free-living bacteria. Many details betray their former status.

Both, for example, retain a genetic apparatus, including their own DNA,

messenger RNA, transfer RNA and ribosomes. These bear witness to their

bacterial origins. Mitochondrial DNA, for example, like bacterial DNA,

comes packaged as a single circular chromosome, and is naked (not

wrapped in proteins). The sequence of letters in its genes is closely related

to the equivalent genes in a class of purple bacteria called the alpha-

proteobacteria.2 Mitochondrial ribosomes also resemble those of the

proteobacteria in their size and detailed structure, as well as their sensitiv-


2 Mitochondria are also purple, and are in fact one of the few coloured components of the



cell. In a vivid aside in
 
The Energy of Life,

 Guy Brown remarks that 'were it not for the
 melanin in our skin, myoglobin in our muscles and haemoglobin in our blood, we would



be the colour of mitochondria. And, if this were so, we would change colour when we



exercised or ran out of breath, so that you could tell how energized someone was from his or



her colour.'
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ity to antibiotics such as streptomycin. Again, like bacteria, mitochondria

divide simply by splitting in half, usually at different times from each

other and from the rest of the cell.

Despite these atavistic features, mitochondria have lost almost all

their former independence. Two billion years of shared evolution have

left the mitochondrial genome with little to call its own. Its closest bacterial

relatives, the alpha-protcobacteria, have at least 1500 genes, whereas the

mitochondria of most species have retained less than a hundred. As we

saw in Chapter 3, evolution tends towards simplicity as readily as com-

plexity. Any bacterial genes unnecessary for survival inside the eukaryotic

cell would have been quickly lost, as genes in the nucleus could take over

their role without competition or antagonism. Other mitochondrial

genes have physically moved to the nucleus — 90 per cent of the genes

that determine mitochondrial structure and function now reside in the

cell nucleus. Why the remaining 10 per cent of genes stayed put in the

mitochondria is something of an enigma, but their location probably

confers some sort of advantage.

As far as our story of LUCA's identity is concerned, the movement of

genes from free-living bacteria into eukaryotes has a profound impact on

how we must view the web of genetic relations between living things.

Clearly, the nuclei of eukaryotic cells contain bacterial genes abstracted

from mitochondria. Any attempt to trace the earliest genetic heritage of

eukaryotes on the basis of these genes would be misleading: they are a late

graft rather than an ancestral trait of the eukaryotes. But in many respects

the mitochondrial genes are easy to track. At least we know their context

and their function. What we don't know is how many of the rest of the

genes in the eukaryotic nucleus were once subsumed in this manner; or

indeed, how to tell which ones they are. This is the general problem posed

by lateral gene transfer — the movement of genes from one organism into

another by a means other than by direct inheritance.3 If genes circulate

with the freedom of money in an economic union, it becomes virtually

impossible to trace the descent of an organism — it may have inherited its

genes vertically from its own ancestors, or laterally from an unrelated

species. The further back we go in time, the more twisted and obscure this

web becomes.


3 The phenomenon of lateral gene transfer appears to be relatively common among bacteria



over evolutionary time. As well as exchanging genes with close relatives by conjugation,



bacteria in general are able to take up pieces of DNA from their environment, and occasion-



ally these will become incorporated into their own DNA.
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In the late 1960s, the web of genetic relatedness between organisms

came to obsess a young researcher at the University of Illinois, a biophysi-

cist turned evolutionary biologist by the name of Carl Woese. Woese

recognized that if entire genomes could be sequenced, the 'average'

relatedness of different species might still shine through the super-

imposed layers of lateral gene movement. At the time, however, sequenc-

ing such a massive number of genes was not feasible. What was needed

instead was a single gene that could be relied upon to have stayed put — a

gene that would not be transmitted sideways, but only vertically to the

next generation. The fate of such a gene would be linked irrevocably with

individual lineages, allowing, in principle, a grand reconstruction of all

evolution.

This rare gene would also need to be highly resistant to change. The

problem here is that the sequence of 'letters' in a gene gradually changes

over evolutionary time, as a result of random mutations that change,

insert or delete letters. Most genetic mutations that affect the protein or

RNA product of the gene are harmful, but some are 'neutral', that is, they

have no effect on the production or function of the gene's product, and a

few are beneficial. As neutral or beneficial changes are not penalized by

natural selection, they can accumulate over time. The outcome is that if

you look at the 'same' genes from two species that have diverged from a

common ancestor, their sequences will differ. In theory, the more closely

related the species, the less the sequences will differ, as there has been

little time for mutation to occur, whereas distantly related species will

have more differences in sequence.

For example, the genes encoding the oxygen-carrying haemoglobins

have diverged at a rate of about 1 per cent every 5 million years. This

means that close relatives, which diverged only recently, have similar

haemoglobin sequences, whereas distant relatives have quite different

haemoglobins. Similar patterns apply to other essential and widely shared

genes, such as that for the respiratory protein cytochrome c.
 Our gene for

cytochrome c
 is approximately 1 per cent different from chimpanzees, 13

per cent different from kangaroos, 30 per cent different from tuna fish

and 65 per cent different from that in the fungus Neurospora.
 Clearly, at

this rate, genetic drift may result in the complete loss of any sequence

similarity between genes over billions of years, even if they do share a

common ancestor.

Some DNA sequences drift faster than others. The fastest changes

take place in junk DNA, as these sequences do not code for anything and
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so are not subject to the restraining influences of natural selection. On

the other hand, a few genes are so central to the life of the cell — as

structurally important as a cantilever — that almost any tampering is

detrimental. As any cell is likely to pay with its life for such changes, the

'cantilever genes' are the least likely to drift. Changes are almost never

passed to the next generation because almost all the affected cells die.

Even so, very rarely, a change will occur that is not penalized by natural

selection. Changes in such genes in different species would accumulate

very slowly over billions of years, and could be used to produce a branch-

ing tree of relationships that preserves a record of the earliest evolutionary

patterns.

Do such genes exist? Woese reasoned that cells depend on a supply of

building materials in the same way that a society depends on a supply of

bricks and steel to build schools, factories and hospitals. Just as society

would quickly grind to a halt if no building materials were available,

Woese argued that life is unthinkable without proteins or the DNA code

to ensure the subtlety and continuity of protein function. Protein syn-

thesis must therefore be one of the most ancient and fundamental aspects

of life, so it is no surprise to find that the pathways of protein synthesis

are deeply embedded in the workings of a cell. As any changes in the

genes controlling protein synthesis are highly likely to be fatal, these

genes, more than any others, are likely to have been present in LUCA, to

be very stable, accumulating relatively few genetic changes over time, and

to be unlikely to move around the gene pool by lateral gene transfer.

We have seen that proteins are built on ribosomes. Ribosomes them-

selves are made from a mixture of proteins and yet another form of RNA,

called ribosomal RNA. Both the proteins and the ribosomal RNA are

encoded by DNA and so both are subject to the restraints of natural selec-

tion. Woese recognized that of all the components of a cell, ribosomes

were the closest approximation to a cantilever — absolutely indispensable

to all aspects of cellular function — and were therefore highly unlikely to

undergo rapid mutation or wander around the gene pool. Furthermore,

because the sequence of letters in ribosomal RNA is an exact replica of the

gene, ribosomal RNA sequences could be compared directly, without

recourse to the genes themselves. In the 1960s and 1970s this was invalu-

able, as ribosomal RNA was then much easier to isolate and sequence than

the parent genes. Woese therefore settled on ribosomal RNA as a yardstick

of evolution. He set about comparing ribosomal RNA sequences from his

own lab and from the literature, to produce a map of the genetic related-
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ness of all life. This grand objective was taken up by many research

groups, and the project quickly gathered momentum.

Along with everyone else working in the field, Woese expected to

uncover an ancient ancestral genetic link between the prokaryotes and

the eukaryotes — something analogous to the clear relationship between

mitochondria and alpha-proteobacteria. Two great surprises were in store.

First, the gap between the two domains continued to yawn. No microbial

missing link could be found, nor indeed, any continuum between bac-

terial and eukaryotic ribosomal RNA sequence, as would be expected if

the eukaryotes had simply evolved from bacteria. Instead, the RNA

sequences clustered obstinately into two distinct groups, as if they had

nothing in common. This could only mean that the split between bac-

teria and eukaryotes had taken place very early indeed, perhaps not long

after the first stirrings of life itself. This in turn meant that the eukaryotes

could not
 have evolved gradually from bacteria over 2 billion years, as

everyone had expected. The split must have happened very quickly and

very early.

Then came the second surprise, announced by Woese and Fox in

1977, and now seen as one of the great paradigm shifts in biology. A deep

divide emerged within the prokaryotic domain itself. A little-known

group of prokaryotes, most of which inhabited extreme environments

such as hot springs and hypersaline lakes, confounded all expectations

when their ribosomal RNA was analysed. The analyses showed that they

shared little more with the bacteria than the absence of a nucleus. As

more of their ribosomal RNA was sequenced and compared, it became

clear that the divergence was not just a new kingdom within the prokary-

otes, but something much more basic — an entirely new domain, which

has become known as the Archaea (Figure 9). Today, instead of five king-

doms, we recognize three great domains of life: the Bacteria, the Archaea

and the Eukaryotes. We ourselves, as animals, occupy no more than a

small corner of the Eukaryotes (Figure 10).

The existence of the Archaea allows us to paint a far more convincing

picture of LUCA. We can now compare the characteristics of three differ-

ent domains of life. Archaea are obviously comparable to bacteria in that

they lack a cell nucleus, and so are defined as prokaryotes. The organiza-

tion of their genes is also similar to that of bacteria: they have a single

circular chromosome, they cluster groups of related genes into operons,

and they carry little junk DNA. Other aspects of their organization, such
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as the structure and function of proteins in the cell membranes, bear a

more superficial resemblance to bacteria. Most archaea have a cell wall

but, unlike bacteria, a few do not. Again unlike bacteria, the cell wall

contains no peptidoglycans. The similarities quickly tail away.

In other respects, the archaea lie much closer to the eukaryotes.

Although they do not have as many genes as eukaryotes, archaea have on

average more than twice as many genes as bacteria. The DNA of archaea is

not naked, but is wrapped in proteins similar to those used by eukaryotes.

The detailed mechanism of DNA replication and protein synthesis is

much closer to that of the eukaryotes. For example, they switch their

genes on and off using mechanisms very similar to those in eukaryotes.

The protein constituents of the ribosomes also resemble those of the

eukaryotes in their structure. Other details of ribosomal function, includ-


(a) (b) (c)
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ing the initiation of protein synthesis, the elongation of protein chains,

and the termination steps, parallel the eukaryotic process. Finally, and

most convincingly of all, genetic analyses of so-called paralogous gene

pairs — the products of gene duplications in a common ancestor, fol-

lowed by divergent evolution in different groups of descendants — indi-

cates that archaea are indeed relatives of eukaryotes. In essence, archaea

are prokaryotes with many features of eukaryotes. They are as close to a

missing link as we are ever likely to find.
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What does all this say about the identity of LUCA? It seems likely that the

split between the Archaea and the Bacteria occurred very early in the

history of life, perhaps 3.8 to 4 billion years ago. We assume that both

archaea and bacteria retain some of the original features of LUCA herself.

Calculations suggest that eukaryotes split from archaea later, perhaps

around 2.5 to 3 billion years ago, as they share far more fundamental

traits with archaea than with bacteria (see Figure 10). We know that

eukaryotes acquired mitochondria and chloroplasts around 2 billion years

ago by engulfing bacteria. We also know that some of these bacterial

genes became part of the chromosomes of the eukaryotic cells. Here we

return to the problem of lateral gene transfer. If the eukaryotes are essen-

tially a fusion of archaea and bacteria, then it is plain that lateral gene

transfer has taken place across domains. If we wish to draw a portrait of

LUCA by comparing the properties of the different domains, can we be

sure that they are not completely mixed up?

Luckily, there is some evidence that lateral gene transfer is not com-

mon across domains. The development of the eukaryotes seems to have

been a singular event, possibly propelled by the unique environmental

conditions around the time of the snowball Earth of 2.3 billion years ago

(Chapter 3). In general, however, the archaea have kept themselves very

much to themselves, and give every appearance of having changed little

since the beginnings of time. No archaea are pathogenic, which means

that they do not infect eukaryotes, and so do not have much opportunity

to mix their genes with eukaryotes in the course of intimate warfare. Nor

do they compete with bacteria in other settings. Their predilection for

extreme conditions isolates them from most other organisms, even bac-

teria. Hyperthermophilic archaea, such as Pyrolobus fumaris,
 live at searing

temperatures, well over 100°C, and high pressures in deep-sea hydro-

thermal vents. Other archaea, such as Sulfolobus acidocaldarius,
 add acidity

to the heat and live in sulphur springs in places like Yellowstone National

Park, at pH values as low as 1, the equivalent of dilute sulphuric acid. At

the other end of the pH scale, some archaea thrive in the soda lakes of the

Great Rift Valley in East Africa and elsewhere, at a pH of 13 and above —

enough to dissolve rubber boots. The halophilic archaea are the only

organisms that can live in hypersaline salt lakes, such as the Great Salt

Lake in Utah and the Dead Sea. The psychrophiles prefer the cold and

grow best at 4°C in Antarctica (their growth is actually retarded at higher

temperatures).

Many of these favoured environments have barely changed for
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billions of years. Without calamity or competition, the selection pressure

for innovation and change must have been negligible. While it is true that

some archaea do live in more normal environments — among plankton

at the ocean surface, for example, and in swamps, sewage and the rumen

of cattle — the genes of their extreme and reclusive cousins have surely

had little traffic with the rest of life.

The extraordinary features of archaea quickly stimulated scientific

and commercial interest, and the field blossomed as a distinct discipline

during the 1990s. Enzymes that function normally at high temperatures

and pressures are an answer begging for an application. Already enzymes

extracted from archaea have been added to detergents and have been used

for cleaning up contaminated sites such as oil spills. To enlist the skills of

a microbe on an industrial scale, however, requires a working knowledge

of its genes. Complete genome sequences have now been reported for

representatives of all the known groups of archaea. These sequences at

once confirm the great antiquity of archaea, and their splendid isolation

over the aeons. But the greatest surprise is how many genes the archaea do


have in common with bacteria.

Of the genes involved in energy production through respiration

(aerobic or anaerobic), at least 16 have been found in both archaea and

bacteria. From the close similarities in their sequences, it seems likely that

these genes were present in LUCA, and were later inherited by both

archaea and bacteria, as they diverged from each other to occupy their

distinct evolutionary niches. This conclusion — that the 16 respiratory

genes were present in LUCA herself — is supported by two independent

lines of evidence, as argued by Jose Castresana and Matti Saraste of the

European Molecular Biology Laboratory in Heidelberg.

The first line of evidence relates to evolutionary trees. The similarities

between the DNA sequences of the 16 respiratory genes can be used to

construct a tree of relatedness. This family tree is then superimposed over

the family tree based on ribosomal RNA sequences. If the respiratory genes

had been passed horizontally by lateral gene transfer, then closely related

respiratory genes would be found in organisms that were otherwise only

distantly related to each other. Put another way, the evolutionary histories

of the respiratory genes would differ from the true evolutionary roots of

their host organisms, just as the history of mitochondrial genes differs from

that of the nuclear genes of eukaryotes. On the other hand, if the respira-

tory genes had stayed put in their respective organisms, then the evolution-

ary trees constructed from ribosomal RNA and the respiratory genes should
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correspond to each other. This is in fact the case: the evolutionary trees of

the respiratory genes that have been analysed so far do
 broadly correspond

to the reference tree constructed from ribosomal RNA, implying that lateral

gene transfer did not occur between bacteria and archaea.

The second line of evidence relates to more recent metabolic innova-

tions such as photosynthesis. LUCA, it seems, could not photosynthesize.

No form of photosynthesis based on chlorophyll is found in any archaea.

A completely different form of photosynthesis, based on a pigment called

bacteriorhodopsin, similar to the photoreceptor pigments in our eyes, is

practised by the so-called halobacteria, archaea that live in high-salt

conditions. This mode of photosynthesis is not found in any bacteria.

These disparate forms of photosynthesis presumably evolved indepen-

dently in bacterial and archaeal lineages some time after the age of LUCA,

and subsequently remained tied to their respective domains. If a meta-

bolic innovation as important as photosynthesis did not cross from one

domain to another, there is no reason to think that other forms of respira-

tion would have done so. We should certainly be wary of postulating that

respiratory genes crossed domains unless we have evidence that they did

so; and the evidence from evolutionary trees suggests that they did not.

If we accept that lateral gene transfer between archaea and bacteria

has been extremely rare, then the 16 respiratory genes must have been

present in LUCA, and were later vertically inherited by different lines of

bacteria and archaea. As these genes code for proteins involved in gener-

ating energy from a variety of compounds, including nitrate, nitrite, sul-

phate and sulphite, LUCA must have been a metabolically sophisticated

organism. One gene in particular, however, shares a striking sequence

similarity in archaea and bacteria, and it is this that Castresana and

Saraste have used to paint an unexpected portrait of LUCA.

This gene codes for a metabolic enzyme called cytochrome oxidase,


which transfers electrons to oxygen, to produce water, in the final step of

aerobic respiration. If cytochrome oxidase was present in LUCA, then the

logical, if ostensibly nonsensical, conclusion is that aerobic respiration

evolved before photosynthesis. LUCA could breathe before there was any

free oxygen. As Castresana and Saraste put it, no doubt relishing every

word, "This evidence, that aerobic respiration may have evolved before

oxygen was released to the atmosphere by photosynthetic organisms, is

contrary to the textbook viewpoint."
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The way in which cytochrome oxidase reduces oxygen is a marvel of

nanoscale engineering. It receives electrons derived from the oxidation

of glucose. It presses four electrons in turn, along with protons, onto an

oxygen molecule to produce two molecules of water. This reaction is

exactly the opposite of the water-splitting reaction of photosynthesis.

Oz + 4e~
 + 4H+ -» 2HzO

This is the single most important reaction in aerobic respiration — in

effect, the combination of oxygen with hydrogen. Most people will

remember the explosiveness of the reaction from school chemistry

lessons. Like all reactions of oxygen, it must take place one electron at a

time. The task of cytochrome oxidase is therefore a tightrope walk

between harvesting the large amount of energy that can be released from

this reaction, while preventing the escape of reactive free radicals. This is

achieved with almost miraculous precision. In modern mitochondria,

virtually no free radicals escape from cytochrome oxidase (almost all

escape from other proteins in the mitochondrial chains of electron-

transporting proteins). In fact, the ability of cytochrome oxidase to soak

up any oxygen in the cell and transform it into water, without releasing

toxic intermediates, makes it an antioxidant without equal. The fact that

it also enables four times as much energy to be produced by a cell from a

single molecule of glucose, compared with any other form of respiration,

can almost be regarded as a bonus.

For many years, the antioxidant effect of cytochrome oxidase was

cited as an explanation for its original evolution. It was logical to assume

that the enzyme had first evolved in response to rising oxygen levels

following the evolution of photosynthesis, and was only later pressed

into service as a respiratory enzyme. This story was supported by the exist-

ence of a second (evolutionarily unrelated) form of cytochrome oxidase

in some proteobacteria, including Escherichia coli
 and Azotobacter



vinelandii.
 The alternative enzyme is 100 times less selective for oxygen

(it does not discriminate between oxygen and similar molecules such as

nitric oxide, NO) but works much faster, consuming excess oxygen very

rapidly. Even more tellingly, the oxidase is only switched on when bac-

teria wander into high-oxygen environments, where it functions as a kind

of vacuum cleaner, sucking up oxygen, or any similar molecules, that

stray into its path.

We therefore have two different types of cytochrome oxidase, the

activities of which vary according to the amount of oxygen in the
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vicinity. This does look very much like a defence against oxygen. The

revisionist hypothesis of Castresana and Saraste thus poses a riddle. If a

cytochrome oxidase was indeed present in LUCA, this protein could not

have evolved in response to rising oxygen levels more than a billion years

later; so why on earth did it evolve? In Chapter 7 we saw that lakes and

sheltered ocean basins on the early Earth were probably under oxidative

stress from ultraviolet radiation, which split water to produce oxygen free

radicals and hydrogen peroxide. Antioxidant enzymes such as superoxide

dismutase (SOD) are found in all three domains of life, and may well have

been present in LUCA. Could cytochrome oxidase have evolved in the

same way as an antioxidant defence against ultraviolet radiation, rather

than rising oxygen levels?

The answer is not yet certain, but seems likely to be no. If it had

evolved as an antioxidant to protect against ultraviolet radiation, then its

respiratory function, where it harvests energy from the transfer of elec-

trons to oxygen rather than simply mopping up oxygen gas, would have

evolved later and independently in several different archaeal and bac-

terial lineages. If this had been the case, we would expect the detailed

mechanism of energy-harvesting to vary in different lineages, whereas in

fact it seems to be similar, suggesting descent from a common mechanism

in a common ancestor.4 But if we dismiss a primordial antioxidant role

for cytochrome oxidase, we are left with the rather stark alternative: that

the enzyme evolved for its present purpose — to generate energy by the

transfer of electrons to oxygen. Is this any more credible? We have seen

that oxidative stress is feasible without oxygen, but can we really have

oxygen respiration when no oxygen was present? As President Clinton

might have said, that depends on exactly what you mean by 'no oxygen'.


4 This is a testable hypothesis, but it has not been fully answered at the time of writing.



All true cytochrome oxidases generate energy from oxygen by pumping protons across a



membrane. The proton gradient is then tapped to generate ATP, the energy currency of the



cell. The generation of a proton gradient and its conversion into ATP is known as
 chemi-osmosis,
 and the process unifies energy generation in most forms of respiration as well as
 photosynthesis — another example of the fundamental unity of life. If it turns out that the



cytochrome oxidases in archaea and bacteria pump protons by the same mechanism, this



will be good evidence that their respiratory function had already evolved in a common



ancestor. On the other hand, if the detailed mechanism of energy generation is different in



archaea and bacteria, this would imply that cytochrome oxidase had evolved in LUCA for a



different purpose — as an antioxidant, for example, or for denitrification (conversion of



nitrates into nitrogen) — and had later adapted to oxygen metabolism independently in



different lineages. Evidence to date suggests that cytochrome oxidases do pump protons in



the same way in different lineages, and so had probably evolved for that purpose in LUCA.
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The term 'anoxia', meaning 'no oxygen', is surprisingly slippery and has

different connotations for geologists, zoologists and microbiologists.

Geologists call an environment 'aerobic' (oxygenated) if the oxygen

content exceeds about 18 per cent of present atmospheric levels, and

'dysaerobic' if it falls below 18 per cent. Levels lower than about 1 per cent

are considered to be 'azoic' or 'anoxic'. Zoologists talk about 'normoxic'

and 'hypoxic' conditions, where hypoxia refers to oxygen levels that limit

the rate of respiration — usually less than about 50 per cent of present

atmospheric levels. The ground is even more shifting for microbiologists.

The so-called 'Pasteur point', at which some microbes switch from aerobic

respiration to fermentation, is usually less than about 1 per cent of present

atmospheric levels of oxygen. Some microbes, though, are affected by

very low levels of oxygen, often much less than 0.1 per cent of present

atmospheric levels. Such low oxygen levels — essentially anoxic to geolo-

gists — could have been attained on the ancient Earth by the splitting of

water, particularly in shallow seas.

Remarkably, some microbes living today are able to use oxygen even

at such low levels. Some species of proteobacteria, for example, are sym-

biotic and live inside nodules in the roots of leguminous plants. Here, in

exchange for shelter and protection, they convert nitrogen from the air

into the nitrates required for plant growth. The enzyme that catalyses this

reaction is called nitrogenase and, crucially, its function is blocked by

oxygen, even at very low levels. Leguminous plants and nitrogen-fixing

bacteria are specially adapted to keep oxygen levels in the root nodules to

a minimum. For example, the bacteria surround themselves with a thick

capsule of mucus to restrict the entry of oxygen. If this fails, they activate

an enzyme that consumes oxygen rapidly without generating any energy.

Leguminous plants also produce an oxygen-binding protein related to

haemoglobin, called leghaemoglobin, which regulates the free oxygen

concentration. Together, these adaptations maintain oxygen levels within

the bacteria at less than 0.01 per cent of atmospheric oxygen, a concentra-

tion that does not inhibit the nitrogenase enzyme.

The remarkable fact is that, despite these adaptations to minimize

oxygen levels, some of these nitrogen-fixing bacteria, such as Bradyrhizo-



bium japonicum,
 are still aerobic. They possess a form of cytochrome

oxidase known as FixN, which has an extremely high affinity for oxygen.

This enzyme is distantly related to mitochondrial cytochrome oxidase

and probably evolved from a common ancestor. There is some evidence

that the FixN oxidase is coupled functionally with leghaemoglobin,
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which only releases its bound oxygen when intracellular oxygen levels are

very low. Thus, the system as a whole works as follows. Low oxygen levels

are maintained by a variety of mechanisms, and any oxygen that slips

through this net is bound by leghaemoglobin. At very
 low oxygen levels

(below 0.01 per cent), leghaemoglobin relinquishes its oxygen to the FixN

oxidase, which uses it to produce energy in the form of ATP. Altogether,

the system has balance and poise — it is concerned with the regulation of

oxygen rather than its elimination.

The root nodule system is an extreme example of metabolism at low

oxygen levels, but in conceptual terms it is very close to what actually

happens inside ourselves. Our obvious dependency on oxygen conceals

the fact that individual cells within internal organs are not at all adapted

to bathe in an oxygen bath. The development of multicellular organisms

can even be considered an antioxidant response, which has the effect of

lowering oxygen levels inside individual cells. Our elegant circulatory

system, which is usually presented as a means of distributing oxygen to

individual cells, can be seen equally as a means of restricting, or at least

regulating, oxygen delivery to the correct amount.

It's worth dwelling on this point for a moment. Consider the follow-

ing. The atmospheric pressure of dry air at sea level is about 760 mm of

mercury (mmHg). Of this overall pressure, 78 per cent is contributed by

nitrogen and 21 per cent by oxygen. The oxygen in the air therefore

exerts a barometric pressure of about 160 mmHg. Within the lungs, oxy-

gen is taken up by haemoglobin, which is packed tightly in the red blood

cells circulating through the capillaries. In these capillaries, haemoglobin

is usually 95 per cent saturated with oxygen. The pressure exerted by

oxygen is about 100 mmHg. As the blood is transported around the body,

haemoglobin gives up its oxygen and so the oxygen pressure begins to

fall. As blood leaves the heart, the oxygen pressure has already fallen to

about 85 mmHg; in the arterioles it falls further to about 70 mmHg;

and in the capillary networks in our organs to about 50 mmHg. Here the

saturation of haemoglobin is about 60 to 70 per cent. Oxygen dissociates

from haemoglobin and diffuses into the individual cells from the capillar-

ies down a concentration gradient. This gradient is maintained by the

continuous removal of oxygen by respiration. In most cells, the oxygen

pressure is approximately 1-10 mmHg. In the final stage, oxygen is

sucked into the mitochondria, where active respiration lowers levels even

further. The oxygen pressure inside the mitochondria is typically less

than 0.5 mmHg. In percentage terms, this is less than 0.3 per cent of
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atmospheric oxygen levels, or 0.07 per cent of total atmospheric pressure.

This is a surprisingly low figure, and not so far above the supposedly

'anoxic' conditions of the early Earth. Might it be that mitochondria have

succeeded in preserving a ghost of times past?

There is a second point of comparison between the root nodules of

leguminous plants and animal respiration, and that is the function of

haemoglobin and its cousins (including the muscle protein myoglobin).

After the twists of this chapter, it may no longer come as a surprise to

learn of the discovery of a haemoglobin-like protein — complete with

tell-tale sequence similarities — in the archaeon Halobacterium salinarum,


a finding reported in Nature
 in February 2000 by Shaobin Hou and his

colleagues at the University of Honolulu in Hawaii. The great antiquity of

haemoglobins and myoglobins is not in itself a surprise; a haemoglobin-

like sequence has been found in bacteria. The significance of Hou's find-

ing is that haemoglobin-like molecules may have been present in LUCA.

Why should haemoglobin, the oxygen-transporting protein in the

blood stream of animals, be found in LUCA, or for that matter in any

other single-celled organism? The answer is clear enough if we change our

perspective: we should not think of haemoglobin as an oxygen trans-

porter, but rather as a molecule that regulates oxygen storage and supply.

This is essentially how leghaemoglobin works in the root-nodule system

— it maintains intracellular oxygen at a low level, releasing its own oxygen

on demand. This is also how myoglobin works, the protein responsible

for the red colour of muscles. Myoglobin is similar in structure to one of

the subunits of haemoglobin, and has a greater affinity for oxygen than

haemoglobin. This means that myoglobin in muscles can draw in oxygen

from the blood stream and store it in the muscles until needed. Whales

and other diving mammals have very large muscular stores of myoglobin,

which can pool large quantities of oxygen, allowing them to remain

under water without breathing for an hour at a time. The level of free

oxygen in their muscles remains constant and low.

The same system is at work in single cells. Their haemoglobin-like

proteins store, and then release, oxygen to maintain a constant and low

intracellular concentration suitable for respiration. This regulatory role is

emphasized by the findings of Hou and his colleagues. The haemoglobin-

like molecule that they discovered in 
Halobacterium salinanim

 functions

as an oxygen sensor, which enables the archaeon to sense oxygen levels

and to migrate towards zones with ideal oxygen concentrations. Some

bacteria also employ oxygen sensors in this way. The common denomina-
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tor in all these settings is the ability of haemoglobin-like molecules to

maintain intracellular oxygen at an appropriate level.

From this point of view, the arguments of Castresana and Saraste,

that LUCA could breathe oxygen, begin to seem reasonable. She wouldn't

have needed much oxygen — a barely detectable amount — and she

could probably store her own to use when required. If this is true, then

many descendants of LUCA presumably lost the ability to use oxygen

to generate energy as they adapted to specialized niches. Others lost the

ability to metabolize sulphites or nitrites. The eukaryotes must have

evolved from a lineage that had lost the genes for most respiratory pro-

teins, including cytochrome oxidase, before regaining some of them from

the purple bacteria that ultimately evolved into mitochondria. The unrec-

ognizable relics of these defunct eukaryotic genes might still make up a

part of our junk DNA.5 But the most startling point is that LUCA herself

could use oxygen to generate energy nearly 4 billion years ago. She clearly

knew how to cope with oxygen, and probably made use of a haemoglobin-

like protein and antioxidant enzymes such as SOD to protect herself. The

notion that antioxidants appeared later as a desperate response to rising

oxygen levels in some kind of oxygen holocaust, is falsified once again,

this time from a genetic point of view.

The story we have prised from the genes is inevitably speculative, but is

backed up by intriguing and coherent evidence. The conclusion that

LUCA was metabolically versatile solves a number of paradoxes that

cannot easily be explained by the old textbook version of events — in par-

ticular, the evolution of photosynthesis, and the antiquity of haemo-

globin and aerobic respiration. If the outlines of the story are valid, then

conventional wisdom has been turned on its head at almost every point.

To place this detail in perspective, here's a summary of the new

evolutionary scheme. LUCA lived in a world scorched by radiation. This

in itself suggests that wherever life might have originated, LUCA herself


5 Genes lost more recently are still recognizable, as their sequences have had less time to drift.



They are called pseudogenes. The completion of the human genome project has given us



some idea of how many genes have been lost in this way. A good example is the sense of



smell. We once had 900 genes dedicated to detecting smell, but 60 per cent of them are



'broken' in that no protein can be copied from them. As our primate ancestors took to the



trees, vision became more important than smell in the struggle for survival, so many genes



for smell could be lost without adverse consequences.
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must have lived, at least part of the time, in the surface oceans. As the

archaea evolved from LUCA (rather than the other way around) the

sulphurous, heat-loving extremophiles cannot truly represent the earliest

forms of life, as some have argued. On the contrary: if LUCA was meta-

bolically versatile, then she must have lived in a world demanding versa-

tility, and this must have included the surface layer of the oceans.

The effect of radiation on the ocean surface was far from the barren

sterility often portrayed. By splitting water to generate free radicals and

hydrogen peroxide, ultraviolet radiation provided an additional source of

energy. Hydrogen peroxide was stable enough to build up in shallow

seas and lakes before dissociating to produce water and oxygen. Oxygen

generated in this way within cells could be captured and stored, using

haemoglobin. This oxygen was later released for energy production using

cytochrome oxidase. The ubiquitous haem chemical group, a component

of cytochrome oxidase and haemoglobin, may even have been the basis

for the evolution of the chemically closely related chlorophylls, which

could capture light energy and convert it into sugars using variants of the

existing respiratory pathways.6

The first photosynthesizers probably split hydrogen sulphide or iron

salts, but as these resources were depleted, in sheltered environments, by

oxidative stress (see Chapter 7), selective pressure drove the adaptation to

alternatives: hydrogen peroxide and finally water. Once oxygenic photo-

synthesis had evolved, free oxygen began to build up in the atmosphere

and oceans, transforming the world for ever. Yet the ideal oxygen levels

for respiratory metabolism remained close to those in which the respira-

tory enzymes had evolved in the first place. Even today, our own cyto-

chrome oxidase functions best at an oxygen concentration of less than

0.3 per cent of atmospheric oxygen pressure. Our bodies strive to main-

tain mitochondrial oxygen concentrations at this level.

While a striking departure in its own right, this new story leads to a

conclusion that dovetails with a great deal of recent medical research, in

particular the complexities associated with antioxidant treatments. The

continuous strain between external and internal oxygen levels lies at the

root of many human ailments — a strain that is ultimately worked out in

the antioxidant balance of individual cells. The retention of a primordial

antioxidant balance is analogous to the salt composition of fluids in the


6 The similarity in the reaction mechanism between cytochrome oxidase and the oxygen-



evolving complex has been noted by Curtis Hoganson and his colleagues at Michigan State



University, among others; see Further Reading.
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human body, which still parallels the sea water in which our single-celled

ancestors once swam. (J. B. S. Haldane memorably referred to the collec-

tion of cells that make up the human body as a sea monster.)

The antioxidant balance is too integral to the innermost workings of

the cell to behave predictably when subjected to the ruder assaults of

medicine. Several of the molecules that we have discussed in this chapter

are antioxidants. Catalase breaks down hydrogen peroxide to produce

oxygen without generating hydroxyl radicals. Haemoglobins and myo-

globins bind oxygen, only releasing it when dissolved oxygen levels have

fallen to safe limits. Cytochrome oxidase hoovers up excess oxygen, again

without generating free-radical intermediates. Each of these steps regu-

lates intracellular oxygen levels and so attenuates the generation of free

radicals. Yet it is quite conceivable that catalase evolved as much to gener-

ate oxygen from hydrogen peroxide as to lower toxic levels of oxygen.

Haemoglobin may well have evolved to hoard oxygen at a time when it

was a scarce and valuable resource. Cytochrome oxidase probably evolved

as a metabolic enzyme rather than as an antioxidant. Their evolutionary

past is built into their modern function, and we ignore it at our peril.

Such functional opacity highlights the surprising dilemma over the

definition of the word 'antioxidant', as well as the misguided assumption

that molecules evolve for a single purpose. In fact, many so-called anti-

oxidants also serve other purposes, and are tightly woven into the regula-

tory system of cells. As such, antioxidants maintain oxygen levels within

physiological limits, rather than simply mopping up free radicals. This is a

crucial distinction. Antioxidant treatments often aim to eliminate free

radicals, but by doing so may instead strain the regulatory balance. In

thinking about our health, then, it is not enough to consider diseases on

their own terms — we must also ask, from an evolutionary perspective,


how
 things got to be that way and what might happen when we fiddle

with them. We shall see in the next two chapters just how tightly anti-

oxidants are integrated into the fabric of life. Then, we will examine what

this means for our prospects of ameliorating human ageing and disease.




C H A P T E R N I N E

Portrait of a Paradox



Vitamin C and the Many Faces of an Antioxidant



AN APPLE A DAY KEEPS THE DOCTOR AWAY
 says the old adage; but is

it true? And if it is true, why? The answer to the first question is



i

 formulated rather stiffly in our scientific age: a diet containing five

80-gram portions of fruit and vegetables each day reduces the risk of

death from heart attacks, stroke and some cancers, especially those of the

respiratory and digestive tracts. This is true regardless of our other habits

or risks, such as smoking, weight, cholesterol levels and blood pressure.

Most people currently eat about three portions a day. Several large epi-

demiological studies have indicated that increasing average consumption

to five portions a day might reduce the risk of cancer by 20 per cent and

the risk of heart attacks or strokes by about 15 per cent. Health-conscious

individuals really do live longer — it is not just that it feels like it, as

Clement Freud once remarked. A 17-year study that examined the mor-

tality of 11000 people recruited through health-food shops, vegetarian

societies and magazines, found their mortality rate was half that of the

general population (the study was carried out by doctors at the Radcliffe

Infirmary in Oxford and reported in the British Medical Journal,
 not a

partisan health-food magazine). Even allowing for the near-intractable

methodological difficulties that blight such studies, and my own reluc-

tance to eat fruit, there can be no question that a diet rich in fruit and

vegetables is good for you. The problem is rather how to persuade
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children and adults, especially in northern Europe and the United States,

to modify their diets to include five portions a day — a challenge encapsu-

lated by the Europe Against Cancer slogan 'Take Five!'.

While the benefits of fruit and vegetables are indisputable, the

epidemiology of diet, full as it is of bare associations and correlations, is

two-dimensional science. For those of an inquisitive cast of mind, the

question why
 is altogether more interesting and complex. Clearly, fruit

and vegetables are filled with goodness; yet, perhaps surprisingly, this is

about as much as we know for sure. The depth of our ignorance is con-

veyed pungently in an article by John Gutteridge and Barry Halliwell:

"Twenty years of nutrition research have told us that for 'advanced' coun-

tries the way to a healthy lifestyle is to eat more plants, a concept familiar

to Hippocrates. What it has not told us is exactly why."

If pressed for an explanation, I imagine that most people would say

'vitamin C, 'antioxidants' and suchlike. The reality is of course far more

complicated. The health effects of hundreds, if not thousands, of biologic-

ally active compounds isolated from fruit and vegetables have been pored

over without real consensus. Given the overwhelming detail, it is not

surprising that we tend to fall back on a handful of vitamins that people

have at least heard of, but which serve really as surrogates for the con-

sumption of many other compounds. A good example is a study reported

by Kay-Tee Khaw and her team at Cambridge in The Lancet
 in March

2001, which was reported widely and misleadingly by the press: the

general projection being that vitamin C lengthens lifespan. In fact, the

Cambridge team reported that the risk of death (from any cause) was

higher in people with low plasma levels of vitamin C, and conversely,

that people with high levels of vitamin C in their plasma were less likely

to die within the period studied. The risk of death in people with the

highest plasma levels of vitamin C was half
 that of people with the lowest

plasma levels. In the article itself, Khaw and her colleagues were careful to

point out that there was no
 association between vitamin C supplementa-

tion and mortality. The association was more generally with dietary

intake. And the authors did not discriminate between the amount of vita-

min C compared with other factors eaten in the same food at the same

time (this is not laziness: asking a specific question often means ignoring

superfluous details). No measurements were taken, for example, of plasma

levels of vitamin E or beta-carotene. Had they been measured, a similar

correlation would almost certainly have been found, for all kinds of

antioxidants are abundant in fruit; but that does not mean that they were


Vitamin C
 and the Many
 Faces of an
 Antioxidant • 173


responsible for the lower number of deaths either. In the Cambridge

study, then, plasma vitamin C levels were probably just a surrogate for

overall fruit consumption. As to the role of vitamin C itself, we are none

the wiser.

Because it is at once so familiar and so inscrutable, we will use the

example of vitamin C in this chapter as a springboard to explore the wider

function and behaviour of antioxidants. Although often defined simply

as a water-soluble antioxidant, vitamin C illustrates many of the difficult-

ies we face in trying to define an antioxidant. Here is Tom Kirkwood,

eminent researcher on ageing at the University of Newcastle, and pre-

senter of the 2001 BBC Reith lectures, giving a vivid depiction of the

action of vitamin C:

When a molecule of vitamin C encounters a
 free radical, it becomes oxidised

and thereby renders the free radical innocuous. The oxidised vitamin C then

gets restored to its non-oxidised state by an enzyme called vitamin C reduct-

ase. It is like a boxer who goes into the ring, takes a hit to his jaw, goes to his

corner to recover, and then does it all over again.

Kirkwood's description is not wrong, but it is one-sided. His memorable

simplicity conceals a can of worms. The molecular action of vitamin C is

as simple and repetitive as flipping a coin, yet the effects are varied,

unpredictable and utterly dependent on the milieu in which it operates.

Just as flipping a coin leads to diametrically opposed outcomes, so too,

vitamin C may on the one hand protect against illness and on the other

kill tumours, or even people. The food chemist William Porter summed

up the conundrum nicely, rising to an anguished eloquence rarely matched

in scientific journals: "Of all the paradoxical compounds, vitamin C prob-

ably tops the list. It is truly a two-headed Janus, a Dr Jekyll-Mr Hyde, an

oxymoron of antioxidants."

Few subjects have polarized medical opinion more violently or senselessly

than vitamin C. If one man can be held responsible for this division, it

is the great chemist, peace advocate and double Nobel laureate Linus

Pauling. We will consider Pauling's life briefly, because his views should

not be taken lightly. Neither, we shall see, should they be taken uncriti-

cally.
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It is unfortunate, not least for the memory of Pauling himself, that

his legacy should be tainted by his controversial views on vitamin C. No

researcher had a more profound impact on the advances of chemistry in

the twentieth century. One reviewer of his classic 1939 textbook, The



Nature of the Chemical Bond and the Structure of Molecules and Crystals,
 went

so far as to say that chemistry could now be understood rather than being

memorized. Pauling was awarded his first Nobel Prize in 1954 for his

"research on the nature of the chemical bond ... and its application to the

elucidation of complex substances". In effect, this meant that he had

been awarded the prize for the body of his work over the previous twenty

years rather than a specific discovery, a move unprecedented in the his-

tory of the Nobel Institute. Yet a continuous thread did run through

much of Pauling's early research — an application of the laws of quantum

mechanics to the structure of chemical bonds. Pauling set about calculat-

ing the length and the angles of individual bonds, using x-ray diffraction,

magnetism and measurements of the heat emitted or absorbed in chem-

ical reactions. From the values he obtained, he went on to plot the three-

dimensional structure of complex molecules. One of Pauling's earliest and

greatest contributions to chemistry was the idea of resonance,
 in which

electron derealization stabilizes the molecular structure (the electron

'spreads out' in space to dilute the charge density). This feature is critical

to the action of vitamin C and other antioxidants, as we shall see.

By the mid 1930s, Pauling had begun to apply his analytical methods

to the structure of proteins. He demonstrated the importance of minute

electrical charges (hydrogen bonds) in stabilizing the three-dimensional

shape of proteins, and was the first to describe their grand architectural

structures, familiar to all students of biochemistry, such as the alpha-helix

and the beta-pleated sheet. By the early 1950s, Pauling was turning his

attention to the unsolved structure of DNA. in his famous book The



Double Helix,
 James Watson describes the foreboding that he and Francis

Crick felt when they heard that the 'world's greatest chemist' was consider-

ing the problem of DNA. The pair raced to apply Pauling's own methods

to pip him to the post, and were overjoyed when they realized that, on

this occasion, their rival had committed an elementary blunder.

By now Pauling, spurred on by his indefatigable wife Ava Helen, was

becoming increasingly committed to anti-war protests. From 1946, through

the 1950s and 1960s, Pauling spoke out about the perils of atomic fallout,

in particular the risk of birth defects and cancer. In 1957, he drafted a

petition to end nuclear weapons testing, and eventually presented the
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signatures of 11000 scientists to the White House, including those of

Albert Einstein, Bertrand Russell and Albert Schweitzer. The petition was

widely credited with precipitating the Nuclear Test Ban Treaty, in which

the United States and the Soviet Union agreed to cease testing nuclear

weapons. Pauling was awarded the Nobel Prize for Peace on 10 October

1963, the same day that the Nuclear Test Ban Treaty went into effect.

Pauling's anti-war activities inevitably raised the suspicions of the

United States government in the early years of the Cold War, when the

House Un-American Activities Committee and Senator McCarthy were

embroiled in their notorious communist witch-hunt. During the early

1950s, Pauling had been investigated by the FBI and was refused renewal

of his passport, receiving the explanation that "Your anti-communist

statements haven't been strong enough". Only in 1954, when he won the

Nobel Prize for Chemistry, and the New York Times
 brought the contro-

versy to light, was he permitted to travel again. Similar struggles plagued

his position at the California Institute of Technology. His funding from

the National Institutes of Health (NIH) was cut, along with that of 40

other scientists, and he was eventually forced to resign from the faculty in

1963. After an interim of several years at the Center for the Study of

Democratic Institutions in Santa Barbara, where he devoted himself to

the problems of peace and war, he finally took up a chair in chemistry at

Stanford University in 1969. There, he pursued his burgeoning interest in

'orthomolecular' substances, such as vitamin C, which he defined as

substances normally present in the human body and required for life. He

went on to establish the Linus Pauling Institute for Orthomolecular

Medicine, to which he devoted his remaining years.

This brief biography must stand as a measure of the man who, in

1970, published the hugely popular book Vitamin C and the Common Cold,


in which he claimed that large doses of vitamin C could prevent or cure

the common cold. Pauling and his wife practised what they preached,

consuming between 10 and 40 grams
 of vitamin C each day (several hun-

dred times the recommended daily allowance), even adding spoonfuls to

their orange juice. Over the next two decades, Pauling's claims became

still more contentious: so-called 'mega-doses' of vitamin C could cure

schizophrenia and cardiovascular disease, prevent heart attacks and ward

off cancer, perhaps adding decades to our life expectancy. Most contro-

versially of all, Pauling and the distinguished Scottish oncologist Ewan

Cameron reported that mega-doses of vitamin C, given intravenously,

could quadruple the survival time of patients with advanced cancer, even
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bringing about complete remission in some cases. The medical profession

responded to these claims with suspicion, but the Mayo Clinic in

Rochester, Minnesota, did at least conduct three small-scale clinical trials

to test the effect of vitamin C in advanced cancer. All three trials failed to

detect any benefit. Pauling and Cameron argued that the trials had been

designed to fail: in particular, that vitamin C had been withdrawn too

soon, and was given orally rather than intravenously. In 1989, the NIH

agreed to review 25 case studies, to be selected by Cameron, for plausible




前言2



evidence that mega-doses of vitamin C might have important effects in

cancer. They concluded, in a letter to Pauling in 1991, that the case

studies did not provide convincing evidence of a link.

Pauling, then, was a colossus of twentieth-century science, whose

work laid the foundations of modern chemistry. He could be insufferably

self-assured, but was far from infallible, as Watson and Crick were

delighted to discover. His methods were unorthodox. In 
The Double Helix,



written before Pauling's conversion to orthomolecular medicine, Watson

described Pauling's approach to chemistry as intuitive rather than mathe-

matical; and Pauling referred to his own application of intuitive guesses as

the 'stochastic method'. Always the maverick, Pauling felt betrayed by the

establishment and was quick to fight his corner, sometimes with barbed

personal attacks. His experiences no doubt coloured his attitude to the

pharmaceutical industry and the medical profession, which he termed

the 'sickness industry', accusing them of misleading the public to bolster

drug sales. For their part, doctors dismissed Pauling's claims for vitamin C

as quackery and fraudulence. Journals became reluctant to publish his

papers, and the dispute degenerated into a public slanging match. So

began a stand-off that continues to this day. Pauling died in 1994, at the

age of 93, an embittered man. If he was right, he had solved one of the

world's greatest problems — how to age gracefully — and we would be

fools to turn our backs on his simple solution. On the other hand, the

woes of old age have hardly been vanquished, even among those who fol-

low Pauling's example. One might be forgiven for assuming that he must

have been mistaken. Was there any truth in his claims?

Vitamin C acquired its status as a vitamin — an essential trace constituent

in the diet — for a curious reason. With the exception of higher primates,

guinea-pigs and fruit bats, almost all other plants and animals manufac-

ture their own vitamin C. In contrast, we must eat ours, because a com-

mon ancestor of the higher primates once lost the gene coding for an


Vitamin C and the Many Faces of an Antioxidant •
 177


enzyme called gulonolactone oxidase, which catalyses the final step in

the synthesis of vitamin C. As a result, the entire human race suffers from

what amounts to an inborn error of metabolism. Pauling was fond of

drawing attention to this deficit in his talks; he would hold up a test tube

containing the amount of vitamin C produced by a goat in a single day

and say, conciliatory to the end, "I would trust the biochemistry of a goat

over the advice of a doctor".1

This apparently strong argument must be flawed. Loss of the gene for

gulonolactone oxidase could not have been counterproductive for our

primate ancestors, or they would have been eliminated by natural selec-

tion. Indeed, the fact that the individuals that lost the gene eventually

prevailed among the primates suggests that there may even have been

some benefit in its loss. In their authoritative text 
Free Radicals in Biology





and Medicine,

 Halliwell and Gutteridge suggest one possibility. They note

that gulonolactone oxidase produces hydrogen peroxide as a by-product

of vitamin C synthesis. This means that high rates of vitamin C synthesis

in animals such as the rat could, ironically, impose an oxidative stress.

Given an adequate diet of fruit, which is rich in vitamin C, it might

indeed be beneficial to consume, rather than synthesize, vitamin C. Of

course, this is only true if we do eat enough. One of Pauling's arguments

was based on the observation that gorillas consume nearly 5 grams of

vitamin C daily in their normal diet. Our own Palaeolithic forebears are

thought to have consumed about 400 milligrams daily.

Failure to eat enough vitamin C causes the once-dreaded deficiency dis-

ease 
scurvy.

 Scurvy is no longer a familiar sight, but once devastated the

lives of sailors, who were deprived of fresh foods on long voyages. Scurvy

was also endemic among soldiers on military campaigns from the Cru-

sades to the First World War. The disease was a liability for global explor-

ers, who were sometimes at sea for months or years at a time. One

outbreak in 1536 afflicted all but 10 of the 110 men wintering aboard the

ships of the French explorer Jacques Cartier, founder of Montreal, in the

frozen St Lawrence river in Canada. Cartier wrote that "the victims' weak-

ened limbs became swollen and discoloured whilst their putrid gums bled

profusely." Other symptoms of scurvy include anaemia, spontaneous

bruising, fatigue, heart failure and finally death. Thirty years after Cartier's


1 This quantity (5-10 grams) was based on extrapolations made from measurements in



homogenized liver samples, and may bear little resemblance to the amount actually pro-



duced by a goat each day.
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winter of sorrows, the Dutch physician Ronsseus advised sailors to eat

oranges to prevent scurvy, and in 1639 the English physician John

Woodall recommended lemon juice. With characteristic phlegm, the

British Admiralty disregarded this advice, standing firm even after the

crew of Lord Anson's round-the-world expedition of 1740 was cut down

by scurvy. Of the 1955 men who set sail, 320 died from fevers and dysen-

tery and 997 from scurvy before Anson returned to England in 1744.

Protesting against the appalling conditions faced by sailors, James

Lind, a Scottish naval surgeon, produced a Treatise on Scurvy
 in 1753, in

which he, too, recommended citrus fruits. Unlike his predecessors, how-

ever, he had actually proved his theory in the world's first controlled clin-

ical trial, on board HMS Salisbury
 in 1747. Lind tested a variety of reputed

remedies on 12 members of the crew who had succumbed to scurvy. Two

of them received a quart of cider each day; two had oil of vitriol; two

received vinegar; two drank sea water; two had oranges and lemons; and

the final pair took a medicament prepared from garlic, radish, Peru bal-

sam and myrrh. The two seamen who received oranges and lemons made

a speedy recovery and were put to nurse the others. Of the rest, only those

receiving cider showed any signs of recovery. Curiously, despite the prac-

ticality of his conclusions, Lind did not regard scurvy as a deficiency dis-

ease, but rather as the result of a contagion in moist air. He thought of

lemon juice as a detergent that could break down toxic particles.

Lind's recommendations were acted on by Captain Cook on his two

circumnavigations of the globe between 1768 and 1775. Cook had exact-

ing standards, and emphasized the importance of good diet, cleanliness,

ventilation and high morale. He supplied his sailors with fresh lemons,

limes, oranges, onions, cabbage, sauerkraut and malt. Only one seaman

died from scurvy in a total of nearly six years at sea. Even so, the British

Admiralty did not capitulate to Lind's demands until 1795, when it finally

agreed to issue lemon juice on British ships. Thanks to the publicizing

efforts of Sir Gilbert Blane, physician to the navy, the effect was dramatic.

From an average of over 1000 patients with scurvy admitted to the Haslar

naval hospital each year, the number dwindled to a mere two between

1806 and 1810. As the late social historian Roy Porter observed wryly,

lemons might have done as much as Nelson to defeat Napoleon. The situ-

ation did not last long. In a cost-cutting measure typical of the British

over the ages, the Admiralty replaced lemons with cheaper limes, which

contain barely a quarter as much vitamin C. Scurvy soon reappeared. To

add insult to injury, British sailors acquired the nickname 'limeys'.
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The idea that scurvy might be a deficiency disease, rather than an

infection, was advanced in the 1840s by George Budd, professor of medi-

cine at Kings College in London, earning him the grand Victorian epithet

'the prophet Budd'. In a series of articles published in the London Medical



Gazette,
 entitled "Disorders Resulting from Defective Nutriment", Budd

prophesied that scurvy was due to the "lack of an essential element,

which it is hardly too sanguine to state will be discovered by organic

chemistry or the experiments of physiologists in a not too distant future".

In the event, fulfilment of Budd's prophesy had to wait another 93

years, in part because the concept of deficiency diseases was set back by

Pasteur's germ theory of disease, which was then applied with indiscrimin-

ate enthusiasm to almost any condition. By the late 1920s, though, a

number of researchers were racing to isolate the 'antiscorbutic factor'

from oranges, lemons, cabbages and adrenal glands. Several workers,

notably the Hungarian biochemist Albert Szent-Gyorgyi, succeeded in

isolating white crystals of an acidic sugar, whose properties corresponded

to vitamin C, but whose chemical identity remained a mystery. A bit of a

joker, Szent-Gyorgyi proposed the name 'ignose', the -ose
 ending signify-

ing its relationship to sugars, and the ign-
 prefix his ignorance of its

nature. When this name was rejected, he proposed 'godnose'; and finally,

in a single sentence in Nature
 in 1933, the term ascorbic acid,
 in reference

to its antiscorbutic properties. Progress was fast. The same year, ascorbic

acid was synthesized independently by the Polish emigre Tadeus Reich-

stein in Switzerland and Sir Walter Haworth in Birmingham, UK, making

it not only the first vitamin to be assigned a chemical formula, but also

the first to be synthesized by purely chemical means.

Ironically, the concept of vitamin C as the dietary element that prevents

scurvy has hampered our understanding of its positive role in the body.

The general approach to how much vitamin C we need to eat each day

(the recommended daily allowance or RDA) is derived from this negative

stance — the prevention of scurvy — rather than any positive criterion.

The amount of vitamin C required to prevent clinical
 scurvy, in other

words to hide any obvious signs of disease, is surprisingly small. A series

of studies on the inmates of Iowa jails in the 1960s showed that only

about 10 milligrams a day are required to abolish the signs and symptoms

of scurvy. When the dose is raised to about 60 milligrams a day, we begin

to excrete vitamin C in our urine, implying that the excess is superfluous

to requirements. The notion that our body pool is saturated by about 60
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milligrams a day is supported by the rate of breakdown of vitamin C: the

Iowa studies suggested that breakdown products are excreted in the urine

at a rate of about 60 milligrams each day. These three factors, then — pre-

vention of scurvy with a margin for error, excretion of vitamin C, and

excretion of breakdown products — form the basis of the long-standing

RDA of 60 milligrams vitamin C daily.

Although this analysis sounds like a closed case, it is in reality mis-

leadingly simplistic. The case is confounded by both practical and con-

ceptual difficulties. These were scrutinized during the 1990s by Mark

Levine, of the NIH. Levine had been a member of the panel convened by

the NIH to review Cameron's 25 case studies in 1989, and has since done

more than anyone to bridge the gap between mainstream medicine and

the advocates of vitamin C.

Besides querying the accuracy of the early measurements of vitamin

C and its breakdown products, which were carried out using insensitive

and non-specific tests, Levine questioned the assumptions underlying

each of the three factors used to estimate the RDA. First, he said, the

amount of vitamin C required to prevent scurvy may be much less than

the ideal intake for maintaining bodily functions. We do not know how

much less. Second, the threshold of urinary secretion may or may not

correspond to the saturation of body pools — it does for some substances

and doesn't for others. For vitamin C, we do not know. Third, the rate of

breakdown of vitamin C depends on a variety of factors, including the

size of the dose consumed. High doses are broken down faster than low

doses, perhaps because the body has less need to conserve a precious

resource. This means that estimates of breakdown based on low doses

(such as 30 or 60 milligrams) may be misleading. Thus, Levine stripped

away the conceptual basis underpinning the current RDA of vitamin C.

Far from being merely critical, Levine worked up his own recommen-

dations for a rational daily dose of vitamin C, based on the ideal amount

required for known reactions, and the saturation of blood levels and other

body pools. For the impatient, let me say immediately that he recom-

mends 200 milligrams daily for healthy individuals; that doses above 400

milligrams have no evident value; and that doses of more than 1 gram

may not be safe, as they can provoke diarrhoea and induce the growth of

kidney stones. Five portions of fruit and vegetables each day corresponds

to a daily intake of between 200 and 400 milligrams of vitamin C, so

given a sensible diet there is no need for supplementary vitamin C. We

shall see that there are other good reasons for not relying on supple-
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mental vitamins. On the other hand, the RDA of 60 milligrams (raised to

90 milligrams in the United States in April 2000) is, according to Levine,

too low. To understand his reasoning, and especially the wider ramifica-

tions in terms of antioxidant function, we need to look in more detail at

what vitamin C actually does in the body.

Quite apart from its antioxidant effects, we need vitamin C for a wide

variety of biochemical reactions that help to maintain our normal physio-

logical function. The best known requirement for vitamin C is as a co-

factor (a necessary accessory for enzyme function) in collagen synthesis.

Collagen fibres make up about 25 per cent of the total protein

content of our bodies, and are familiar to all of us in a melted form as

gelatine. In their normal bodily environment, collagen fibres are the most

important structural and shock-absorbing component of connective

tissues, including bone, teeth, cartilage, ligament, skin and blood vessels.

In the absence of vitamin C, collagen fibres do not form properly. Many

of the symptoms of scurvy can be attributed to defects in collagen produc-

tion and maturation. As a result, blood vessels become fragile and wounds

heal slowly, if at all. Such vascular degeneration probably accounts for the

putrid bleeding gums, swollen joints, spontaneous bruising and, ulti-

mately, as fluids seep out of leaky blood vessels and blood pressure falls,

heart failure.

Other symptoms are characteristic of scurvy but not specific to it,

including general malaise, fatigue and anaemia. Fatigue affects many mil-

lions of people. In some cases, fatigue might be a form of 'sub-clinical'

scurvy; in other cases it is not. In his Treatise on Scurvy,
 Lind reported lassi-

tude as an early and invariable symptom. While it is possible that errors in

collagen synthesis may contribute to lassitude, such vague symptoms are

more likely to relate to the synthesis of a small amino acid called carnitine

— which requires vitamin C. We need carnitine to burn fats. When fats

are broken down, the component fatty acids must be transported into the

mitochondria where they are oxidized to produce energy. The problem is

that fatty acids cannot get into the mitochondria by themselves, but must

be ferried in attached to carnitine. Carnitine is also responsible for remov-

ing left-over organic acids from the mitochondria en route
 back to the

cytoplasm. Without vitamin C, we cannot make enough carnitine to

generate energy from fats, and the mitochondria eventually pollute them-
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selves with toxic organic acids, reducing their ability even to generate

energy from glucose. Fatigue might seem a small price to pay.

Vitamin C also has a variety of neuronal and endocrine functions,

which are crucial to our physiological and psychological well-being. For

example, we need vitamin C to make noradrenaline (norepinephrine), a

cousin of adrenaline (epinephrine) which has an important role in modu-

lating our response to stress. We also need it for the correct function of an

enzyme called PAM (peptidyl alpha-amidating mono-oxygenase), which

is found in many parts of the body, but especially in the pituitary gland.

PAM bites the end off a large number of immature peptide hormones and

neurotransmitters, and in so doing activates them. Without activation by

PAM, the hormones remain inert. If only to downplay the perception of

vitamin C as just a water-soluble antioxidant and cofactor in collagen

synthesis let me list a few of the peptides that are activated by PAM. They

include: corticotrophin-releasing hormone, which stimulates production

of steroid hormones; growth hormone-releasing hormone, which pro-

motes growth and influences energy metabolism; calcitonin, which

promotes calcium phosphate absorption and distribution in the bones;

gastrin, the most powerful stimulant of gastric acid secretion; oxytocin,

which stimulates milk ejection and uterine contraction; vasopressin,

which regulates water balance and stimulates intestinal contraction;

secretin, which stimulates pancreatic and bile secretions; and substance P,

a potent vasodilator and sensory neurotransmitter, which mediates our

sense of pain, touch and temperature. Given this wide range of actions,

the extent to which our normal physiology is fine-tuned by vitamin C is

virtually anybody's guess.

Nor is this all. Vitamin C is also taken up by white blood cells. When

we are infected with bacteria, white blood cells called neutrophils mount

the first defence. In the course of this defence, neutrophils vacuum up

vitamin C from their surroundings, using miniature protein pumps in

their membranes. The level of vitamin C inside the neutrophils increases

tenfold within minutes, and if the infection persists, may reach 30 times

the level of resting neutrophils, or 100 times that in plasma, even in

someone taking massive oral supplements.

Here, finally, we see an action of vitamin C that seems to be an

antioxidant effect, along the lines of that described by Tom Kirkwood at

the start of this chapter. Neutrophils need this extra protection to survive

the wrath of their own assault, as they turn their immediate environment

into a battlefield. The effect is a little like soldiers strapping on their gas
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masks before releasing chlorine gas onto the enemy. Instead of chlorine

gas, neutrophils produce a burst of free radicals and other powerful oxid-

ants (including hypochlorous acid, derived from chlorine), which are

responsible for bacterial killing.2 Vitamin C prevents or delays the demise

of neutrophils in a chemical cesspool of their own making, and hastens

the death of bacteria, which cannot take up vitamin C or continue to

benefit from its presence in their locally denuded surroundings. Levine,

among others, sees the uptake of vitamin C by neutrophils as a promising

avenue for pharmaceutical development in the emerging era of antibiotic

resistance.

Finally, what of anaemia? This, too, is a symptom of scurvy, but is

not a physiological failure in the sense of those discussed above. In this

case, vitamin C acts on the inorganic iron in food in the stomach and

intestines, converting it from the insoluble form usually found in food

(Fe3+) to the soluble form (Fe2+) that we can absorb in our intestines. (This

is the reverse of the reaction that took place on a huge scale in the Pre-

cambrian oceans, leading to the precipitation of insoluble iron into

banded iron formations, discussed in Chapter 3). Without adequate

supplies of vitamin C, we cannot absorb enough iron to stock red blood

cells with haemoglobin (which contains iron), and so we develop

anaemia.

Such a diverse array of functions lends vitamin C an aura of magic. Yet in

each of these cases, vitamin C behaves in exactly the same way at the

molecular level, as repetitively as flipping a coin, even if the outcomes are

opposed. To see how, let us take a single example in a little more detail.

Collagen synthesis illustrates not only how vitamin C works, but also

throws light on its antioxidant properties, as well as its more dangerous

side.

Collagen can only be manufactured in the presence of molecular

oxygen (as we noted in Chapter 4). Oxygen is needed, along with vitamin


2 Chronic granulomatous syndrome is an unpleasant condition caused by a mutation in the



gene coding for the enzyme NADH oxidase, which generates oxygen free radicals in activ-



ated neutrophils. People with the syndrome cannot kill bacteria efficiently and develop



chronic suppurating granulomas (abscesses) in the skin, lymph nodes, lung, liver and bones.



They also suffer frequently from opportunistic infections. The disease usually develops in



childhood and can be treated to some extent with antibiotics.
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C, to modify some of its amino acids after they are incorporated into the

final protein. The amino acids are hydroxylated,
 which means that they

have an additional hydroxyl (-OH) group attached to them. This hydroxy-

lation enables cross-links to be formed between the individual collagen

chains, first to form triple-chain collagen molecules, and then to link

these molecules into thicker collagen fibrils. These cross-links are respons-

ible for the tremendous tensile strength of collagen. Without vitamin C

and oxygen, collagen cross-links cannot form and the connective tissues

are weakened. Not only this, but non-hydroxylated collagen is retained

inside the cells that make it, rather than being exported for building pur-

poses. It is also less stable, more sensitive to heat, and more readily broken

down by digestive enzymes. Jelly made from scorbutic collagen would be

a sorry sight at a tea party.

The mechanism of collagen hydroxylation betrays the secret of

vitamin C: it is an electron donor. The oxygen atom in the hydroxyl

group comes from molecular oxygen. To attach this oxygen, a single

electron must be added to each of the two atoms in molecular oxygen

Because electrons tend to double up as pairs, few compounds can give up

a single electron without becoming unstable and reactive themselves.

Metals such as iron and copper, which exist in several stable oxidation

states, can do so, as can vitamin C. In biological reactions, vitamin C


always
 donates electrons. This and no more. Having said that, it is not

profligate with its electrons; under physiological conditions it is most

likely to offer them to iron or copper.3 In the process of collagen synthe-

sis, this is exactly what happens. Vitamin C donates an electron to iron,

which is embedded at the core of the enzymes that carry out the hydroxyl-

ation reaction. The iron thrusts this electron onto oxygen, which can now

be attached to amino acids in collagen. In the process, iron is oxidized to

the biologically inactive form (Fei+), until it receives an electron back

from vitamin C.

The role of vitamin C in this case is therefore to regenerate the bio-

logically active form of iron by passing an electron to the oxidized form.

The hydroxylating enzyme acts as a kind of merry-go-round that uses iron

to attach oxygen to amino acids. By providing iron with electrons, vita-

min C provides the motive force that keeps the merry-go-round turning.

The triumvirate of iron (or copper), vitamin C and oxygen is at the


3 In more technical terms, vitamin C has a relatively neutral reduction potential: it donateselectrons to strong oxidants, rather than thrusting them onto weak oxidants, so does not



interfere with normal workings of the cell.
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heart of virtually all the physiological actions of vitamin C. A total of at

least eight enzymes use vitamin C as a cofactor. All of these enzymes con-

tain iron or copper at their core. All attach oxygen atoms to amino acids,

using the iron or copper. All use vitamin C to regenerate active iron or

copper. Essentially the same reaction also accounts for the ability of vita-

min C to promote iron absorption in the intestine. In this case, vitamin C

donates an electron to oxidized iron, converting it into the soluble form

that can be absorbed.

Why is vitamin C used so extensively as an electron donor? There are

two main reasons. First, vitamin C is very soluble in water, so it can be

concentrated in confined spaces surrounded by membranes (which are

made of lipids impermeable to vitamin C). The synthesis of noradrenaline

from dopamine, for example, takes place in small membrane-bounded

spaces, or vesicles, within cells of the cortex of the adrenal glands. The

vitamin C concentration inside these vesicles reaches about 100 times

that of blood plasma. As vitamin C is consumed by the enzyme dopamine

mono-oxygenase, electrons are passed across the vesicle membrane (via

an iron-containing protein, cytochrome b6Si),
 to regenerate vitamin C

within the vesicles. Thus, for periods of days or weeks, the intracellular

vitamin C needed for physiological tasks can be 'insulated' from changes

in plasma levels caused by variations in diet, and maintained at the ideal

levels for a particular reaction.

The second reason that vitamin C is used as an electron donor is that

the reaction product is fairly stable and unreactive. When vitamin C gives

up an electron, it becomes a free radical called the ascorbyl radical.
 By free-

radical standards, the ascorbyl radical is not very reactive. Its structure is

stabilized by electron derealization — the resonance effect first described

by Linus Pauling in the late 1920s. This means that vitamin C can block

free-radical chain reactions by donating an electron, while the reaction

product, the ascorbyl radical, does not perpetuate the chain reaction

itself.

Despite its slow reactivity, the ascorbyl radical usually gives up a sec-

ond electron to produce dehydroascorbate. This molecule is unstable and

needs to be caught quickly if it is not to break down spontaneously and

irrevocably, and be lost from the body. The continual seeping loss of vita-

min C in this way accounts for our need to replenish body pools by daily

intake. Even so, we can minimize losses by recycling dehydroascorbate.

Several different enzymes bind dehydroascorbate to regenerate vitamin C.

These enzymes usually take two electrons from a small peptide called
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glutathione,
 and transfer them to dehydroascorbate. Because a pair of

electrons are transferred, the regeneration of vitamin C does not produce

free-radical intermediates.

The repetitive, coin-flip action of vitamin C is thus to donate single elec-

trons (it donates two of them to form dehydroascorbate). It is regenerated

from dehydroascorbate by receiving two electrons from glutathione. This

cycle explains not only the enzyme-cofactor effects of vitamin C, but also

its antioxidant activity. Even though vitamin C usually gives up electrons

to iron or copper, other molecules in search of a single electron can

extract one from vitamin C. These include many free radicals, which of

course are defined as atoms or molecules with a single unpaired electron

(see Chapter 6).

When a free radical reacts, it usually snatches an electron from the

reactant, turning it into a free radical. This in turn will steal a single elec-

tron from another nearby molecule. A chain reaction ensues until two

free radicals react together, effectively neutralizing each other, or alterna-

tively, until an unreactive free-radical product is formed. Free radicals are

said to be 'quenched' by vitamin C, because the free-radical product —

the ascorbyl radical — is so unreactive. As a result, free-radical chain reac-

tions are terminated. Lipid-soluble vitamin E (a-tocopherol) works in the

same way, in membranes rather than in solution, often in cooperation

with vitamin C at the interface between membranes and the cytosol (the

watery ground substance of the cytoplasm that surrounds the intracel-

lular organelles). When vitamin E reacts with a free radical, it too produces

a poorly reactive (resonance-stabilized) free-radical product, called the

a-tocopheryl radical. Tocopheryl radicals can be reconverted into vitamin

E using electrons from vitamin C.

As I intimated at the beginning of this chapter, these simple, repeti-

tive reactions conceal a hidden danger — the darker side of vitamin C. We

have noted the link between iron, vitamin C and oxygen. When vitamin

C interacts with iron and oxygen, it is acting as an electron donor, but not



as an antioxidant.
 Quite the contrary. By regenerating the active form of

iron inside an enzyme, vitamin C aids and abets the addition of oxygen —

in other words, it helps to oxidize
 the substrate. Thus many of the bene-

ficial actions of vitamin C are actually pro-oxidant
 actions, not antioxidant

actions at all.

When iron is bound to the core of a protein this is safe enough — the

iron is restrained in the manner of a horse wearing blinkers, and kept
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focused on a narrowly denned task. But it is a different matter when the

iron is in solution. Now the iron is free to react in an uncontrolled way.

We saw the danger coming in Chapter 6. Remember the Fenton reaction?

Iron reacts with hydrogen peroxide to produce brutal hydroxyl radicals

and the oxidized, inactive form of iron. Hydroxyl radicals react immedi-

ately with their nearest neighbours to initiate free-radical chain reactions.

These damaging chain reactions can only be started when active iron is

available, and so they eventually peter out after the active iron is used up.

We saw that superoxide radicals are dangerous because they can regener-

ate active iron, perpetuating the Fenton reaction. They do this by donat-

ing electrons. Vitamin C can also donate electrons to regenerate active

iron. In principle, then, there is no reason why vitamin C should not


exacerbate
 free-radical damage rather than acting as an antioxidant. Theor-

etically, it can act as a pro-oxidant as well as an antioxidant.

The possibility that vitamin C could act as a pro-oxidant is not just theor-

etical. A common test for the potency of an antioxidant actually depends

on vitamin C to promote injury. The method begins by stimulating free-

radical chain reactions in a preparation of cell membranes, then measures

how well antioxidants can stop the process in its tracks. The chain

reactions are started using a concoction of iron and vitamin C — iron to

catalyse the reaction, and vitamin C to regenerate the active iron. If this

situation were ever to take place in the body, the effect could be cata-

strophic.

Two questions spring to mind. Does vitamin C ever act as a pro-

oxidant in the body to cause damage? And if not, why not? What stops it

from doing so? Few subjects have raised so many hackles among normally

placid researchers, and the answers are by no means certain. Nonetheless,

ambiguities aside, the issues raised by even the possibility of pro-oxidant

effects give us a perspective on antioxidant 'networking' in cells — and

also on why Linus Pauling and Ewan Cameron might just have been right

about the anti-cancer activity of vitamin C after all.

I should say that there is very little evidence that vitamin C ever acts

as a pro-oxidant in people. There are a few indications that the body is

aware of the danger, however. In particular, we control our blood plasma

levels of vitamin C carefully. Even if we take mega-doses of vitamin C,

plasma levels hardly rise. There are two main controls on vitamin C levels

in blood plasma — absorption and excretion. The absorption of vitamin

C from the intestine falls off drastically the larger the dose. Mega-doses
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have a laxative effect and cause diarrhoea.4 Some advocates of mega-dose

vitamin C even recommend 'titrating to bowel tolerance' — eating nearly

enough to cause diarrhoea — to ensure that the maximum possible

amount is absorbed. It doesn't work. Less than 50 per cent of a 1-gram

dose is absorbed from the intestine, and most of this is then excreted in

the urine. Being freely soluble, vitamin C is filtered by the kidneys, and

not all of it is reabsorbed unless an acute shortage leaves the body grasp-

ing at straws. Excretion in the urine starts at doses of about 60 to 100

milligrams daily and builds up from there. Nearly all of a 500 milligram

dose is excreted in this way. In fact, blood and body pools are saturated by

about 400 milligrams of vitamin C each day. It doesn't matter how much

extra you take, you won't increase your body levels.

While this information is valuable in itself, the fact that the body

controls vitamin C levels so tightly suggests that there might be a prob-

lem if it did not. Although nobody ever proved that vitamin C is toxic in

this way, we should appreciate that neither has anybody proved that vita-

min C works as an antioxidant in the body. We know that it can
 act as an

antioxidant, and probably does, but we are far from the kind of rigorous

proof that a rocket scientist might demand. Here, for example, is Baltz

Frei, current head of the Linus Pauling Institute, writing in 1999: "the cur-

rent evidence is insufficient to conclude that antioxidant vitamin supple-

mentation materially reduces oxidative damage in humans." So what

about the other side of the coin, actual bodily harm? If the potential toxi-

city of vitamin C relates to its interactions with iron, then the first place

to look for danger is a disease in which iron metabolism is disrupted in

some way.

One such condition is iron overload. Rather surprisingly, we have no

specific mechanism for removing excess iron from the body, save men-

strual bleeding or the shedding of gut-lining cells. The rate of absorption
 of

iron therefore needs to be regulated tightly. The inherited form of iron

overload, called haemochromatosis, stems from a failure of the normal

mechanism for regulating iron absorption in the intestine. Too much iron

is absorbed, and in time — 40 years or more, depending on diet — this

exceeds the body's capacity to store it safely. Free iron appears in the

blood stream. The effect is devastating. Without treatment, the victim can


4 It is conventional to view the laxative property of vitamin C as a non-harmful side-effect —



nothing in comparison with the side-effects of many pharmaceutical drugs — but it may be



wiser to view the laxative effect as a deliberate physiological response on the part of the



body to potentially toxic levels of vitamin C.
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expect to suffer from liver failure (caused by cirrhosis or cancer), weight

loss, skin pigmentation, joint inflammation, diabetes and heart failure.

Nor is this a rare condition. In western populations, the prevalence is

nearly 0.5 per cent, making it one of the most common genetic dis-

orders.5

In theory, vitamin C can affect people with iron overload in two

different ways. First, it might increase the rate of iron absorption from the

intestine. Although there is no evidence that mega-doses of vitamin C

cause iron overload in healthy subjects, it is not at all clear how they

affect iron levels in people with haemochromatosis. Second, vitamin C

might convert excess iron into the active form that can catalyse free-

radical reactions. Whether this might tip the balance between vitamin C

acting as an antioxidant or a pro-oxidant in people with haemochromat-

osis is unknown. Most evidence suggests that it does not, although a few

case reports have claimed a detrimental effect. One unfortunate young

man in Australia, for example, took high doses of vitamin C for a year

before being admitted into hospital with severe heart failure. He died

eight days later, diagnosed at autopsy with haemochromatosis. The doc-

tors concluded that the progression of the disease might well have been

accelerated by his excessive intake of vitamin C.

But let us consider the risk from another point of view. If there is a dark

side of vitamin C, then it might offer an advantage in the treatment of

cancer. We know that vitamin C can kill tumour cells grown in the test

tube, and that the way in which it does so is dependent on supplies of

iron and oxygen. Vitamin C can also kill malarial parasites at certain

points in their life cycle, when they are actively accumulating iron from

haemoglobin. Is this perhaps an explanation for the Pauling and Cameron

findings? It is certainly plausible. The cores of large tumours are often

composed of dead or dying cells, which release iron as they degenerate.

The fine control of iron metabolism in normal cells may also be lost in

cancer cells, which are chaotic and opportunistic in their behaviour. In

addition, radiotherapy and chemotherapy cause transient plasma iron

overload, which presumably derives partly from the tumour itself. For all


s Iron overload can also result from the medical treatment of other conditions, notably the



thalassaemias, which are caused by an inability to produce haemoglobin at the normal rate.



Unless treated with regular blood transfusions, patients with thalassaemia major die in



childhood. On the other hand, given regular transfusions, many thalassaemia patients



eventually develop iron overload.
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these reasons, iron is likely to be present in tumours at a higher concen-

tration than in normal tissues. In the presence of oxygen and vitamin C,

then, tumours might conceivably be placed under enough oxidative stress

to kill them.

If so, why were Cameron's results so hard to reproduce? In an incisive

reappraisal of the anti-cancer effects of vitamin C in the Canadian Medical



Association Journal
 in 2001, Mark Levine and Sebastian Padayatty (also at

the NIH) argued that the route
 of administration holds the key. Pauling

and Cameron infused vitamin C intravenously, while the Mayo clinic, in

attempting to replicate their data, used high oral doses. When given

orally, the low rate of absorption and the high rate of excretion maintain

virtually constant plasma levels. Intravenous dosing, on the other hand,

side-steps absorption altogether, while the kidneys take some time to

remove vitamin C from the blood. For short periods, then, blood levels of

vitamin C may reach 50 times their normal saturation point; and this

might make all the difference. Padayatty and Levine called for rigorous

new trials to test the possibility.

In the meantime, one study of an innovative new cancer therapy

does suggest that vitamin C can help kill tumours by exacerbating the

effect of free radicals. The treatment is called photodynamic therapy, and

was touched on in Chapter 6. The procedure uses light to activate a drug.

Once activated, the drug transfers chemical energy onto oxygen, generat-

ing singlet oxygen and various free radicals, which attack the tumour.

Research teams at the University of Iowa and in China have shown that

giving high-dose vitamin C in conjunction with photodynamic therapy

enhances the destructive effects of treatment on the tumour. If this turns

out to be an important clinical effect (it is still too early to say), the

tarnished reputation of the prophet Pauling may yet be restored.

I have used the example of vitamin C to explore the wider function and

behaviour of antioxidants. What have we learnt? The first conclusion is

that vitamin C has a repetitive molecular action, constrained by its chem-

istry. It is not some kind of infinitely flexible superhero, capable of assum-

ing any shape to protect us from evil. All molecular antioxidants are, of

necessity, constrained within tight bounds by their chemistry. This does

not prevent them from having a wide range of actions. Our second broad

conclusion is that a single repetitive action can have many physiological


Vitamin C and the Many Faces of an Antioxidant • 191


roles besides an antioxidant effect. We have seen that vitamin C is a

cofactor for at least eight enzymes, which affect completely different

aspects of bodily function, from regular housekeeping tasks, such as col-

lagen synthesis and fat metabolism, to survival measures, such as our

response to stress (noradrenaline synthesis) and our perception of pain

(activation of substance P). In fact, of all the actions of vitamin C, its

antioxidant properties are probably the least well documented. This is

equally true of many other reputed antioxidants.

The most compelling evidence that vitamin C 
does

 behave as an

antioxidant in the body comes from its rapid uptake by neutrophils,

where it protects them against their own noxious anti-bacterial effusions.

In this respect, it is worth noting that neutrophils only accumulate vita-

min C when they are activated by bacteria. Such a sporadic response may

reflect no more than the energetic futility of vacuuming up vitamin C

when it is not needed, but might equally be a precaution against vitamin

C toxicity. This brings us to the third broad conclusion that we can draw

from vitamin C. The precise behaviour of an antioxidant depends on

its surroundings. Whether vitamin C acts as an antioxidant, or a pro-

oxidant, or somewhere in between, depends primarily on its interactions

with other molecules. We have seen that vitamin C interacts with some

free radicals directly, but also with iron, copper, vitamin E and gluta-

thione. For vitamin C to have a beneficial antioxidant effect, each of these

needs to be present in the right amount at the right place, and so each

requires its own network of support molecules. If we take a bird's-eye

view, then each of these factors should really be considered antioxidants.

Where do we draw the line? To appreciate the difficulty of defining an

antioxidant, let us draw this chapter to a close with a quick look at the

behaviour of activated neutrophils.

Although neutrophils accumulate vitamin C to 100 times plasma

levels, they do not absorb vitamin C itself, but only dehydroascorbate, the

oxidized form of vitamin C. Neutrophils have protein pumps in their cell

membranes that recognize dehydroascorbate and pump it into the cell.

Once inside, the dehydroascorbate is useless until it is regenerated into

vitamin C. In neutrophils, this step needs an enzyme called glutaredoxin,

which takes electrons from glutathione to regenerate vitamin C. If the

whole system is not to grind to a halt, the depleted glutathione needs to

be regenerated in turn. Glutathione regeneration is achieved by an

enzyme called glutathione reductase, using electrons that would other-

wise be used to convert oxygen into water in the course of cellular respira-
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tion. This amounts to a long-odds gamble on life itself. The physiological

balance of the neutrophil is shifted away from normal respiration — from

what amounts to breathing — into an emergency holding pattern, which

is dedicated to regenerating glutathione and thus vitamin C. In other

words, activated neutrophils trade taking a breath for protection, in the

hope that they will survive long enough to kill the bacteria.6

Such heavy betting on the long odds begs the question why vitamin



C?
 As a water-soluble vitamin, it accumulates within the cytosol of the

cell. The 'thin red line' that holds bacteria at bay is not the inside of the

neutrophil, but its surrounding cell membrane, made of fats immiscible

with vitamin C. Even when bacteria have been ingested by neutrophils,

they are still held in isolation inside the phagocytic vesicles formed from

invaginations of the external cell membrane. The neutrophils pour their

toxins into these vesicles (as well as the surrounding environment). If

they are not to be killed by their own toxins, they must maintain the

integrity of their external and internal membranes. If this membrane is

damaged in the battle with bacteria, and loses its integrity, the neutrophil

will die just as surely as we ourselves die when flayed of our skin. In fact,

vitamin C is used to rally and, quite literally, revitalize the front-line

forces.

Lipid-soluble vitamin E is the foremost defender of the cell mem-

brane. Vitamin E donates electrons directly to free radicals that can damage

the membrane's integrity and so neutralizes them, leaving behind its

sacrificial corpse, the a-tocopheryl radical. Vitamin C breathes life back

into this near-inert radical, resurrecting it as vitamin E. The reaction takes

place without the aid of an enzyme, but its speed depends on the amount

of vitamin C relative to vitamin E. The more vitamin C, the quicker the

regeneration of vitamin E, hence the stockpiling of vitamin C by neutro-

phils. At the same time, however, high levels of vitamin C present a danger,

especially in the presence of free radicals such as superoxide, which can

release iron from proteins (Chapter 6). Vitamin C might change sides and

start acting as a pro-oxidant. To stop this from happening, the main


6 Advocates of mega-dose vitamin C argue that regeneration of vitamin C by glutathione is a



liability: it is slow, drains cellular energy and ultimately deepens the crisis. One rationale fortaking mega-dose vitamin C when ill is to side-step this dangerous regeneration step. Such



an approach might work outside cells, but cannot work inside cells, where the protection is



most urgently needed. The problem is that most cells only recognize the oxidized form of



vitamin C, dehydroascorbate. For mega-dose vitamin C to protect cells from within, it must



first be oxidized in the blood, then taken up by the cell as dehydroascorbate, and finally



regenerated to vitamin C using glutathione. No short cuts here.
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agents provocateurs,
 iron and copper, must be stowed away. Battening

down the hatches demands molecular sensors that detect any free iron or

copper within the cell, and the capacity to lock away the excess in protein

cages (ferritin and caeruioplasmin, respectively). If the storage capacity is

limited, new protein cages may need to be manufactured, which in turn

requires the transcription and translation of various genes. In all, some

350 genes are expressed by human neutrophils within 2 hours of activa-

tion, including the genes for ferritin and caeruioplasmin.

Each link of these entwined chains is critical for the system as a

whole to work. The fact that neutrophils protect themselves by accumu-

lating vitamin C, but bacteria do not, hangs by a single thread: bacteria

cannot detect dehydroascorbate in their surroundings or pump it into

themselves. In neutrophils, the entire response is activated by the presence

of dehydroascorbate in the surroundings. The more dehydroascorbate

there is, the faster the pumps work. Indeed, neutrophils can be activated

in the absence of bacteria by the simple expedient of adding a little

dehydroascorbate. Bacteria, on the other hand, remain dormant, even

when drowning in pools of dehydroascorbate. They have all the cellular

machinery they need to regenerate vitamin C, vitamin E and glutathione,

or to hide iron and copper, but are blind to the presence of dehydro-

ascorbate. This single failure may cost them their life. If so, the neutro-

phils' gamble on the long odds will have paid off.

The most striking feature of this scenario is the way in which the

whole metabolism of the neutrophil is re-routed in the presence of dehydro-

ascorbate. All of these changes operating together contribute to the over-

all antioxidant response. We cannot simply define an antioxidant as a

molecule with a particular type of action. 'Seeing7 dehydroascorbate is an

antioxidant response. Hiding iron is an antioxidant response. Regenerat-

ing glutathione is an antioxidant response. Even lowering the metabolic

rate — holding the breath — is an antioxidant response. There is no hard

and fast dividing line between factors normally described as antioxidants,

such as vitamin C, and physiological adaptations not usually classed as

antioxidant responses, such as a reduction in cellular respiration. To have

any sense of how such large-scale webs of interactions work in organisms

as a whole, we will need to step back from vitamin C. In the next chapter,

then, we will take a wider look at how organisms deal with oxidative

stress.
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The Antioxidant Machine



A Hundred and One Ways of Living with Oxygen



GOVERNMENTS WORK WITH TIGHT DEFINITIONS
 of words like

'unemployed', 'literacy', or 'no more taxes!'. Opposition spokes-

men and newspaper editors dispute the validity of their defini-

tions. Words fly back and forth, all sound and fury, signifying little.

Scientists are considered to be above this kind of thing. The terminology

of science brooks no opposition: it is clearly defined and quantifiable,

albeit unreadable. Scientists strive to render a definition into a mathemat-

ical symbol. Only when the term sits comfortably in an equation are we

happy. Yet even within the perfect discipline of mathematics, precision is

not always possible. The 'fiddle factor' is an ever-present bogey, which

symbolizes the resistance of the world to petty classification.

In biology, the trouble with definitions is far worse than in mathe-

matics. Few biologists ever use the word 'proof — it is far too exact. Doc-

tors rarely use the word 'cure'. Who knows, after all? Remission is a more

comfortable word, if only because it means very little: "the illness seems

to have gone away for now, for all I can see; I have no idea if it will come

back". Nature deftly sidesteps our clumsy swings at a definition. How does

one define 'life?' Reproduction and some form of metabolism seem to be

musts, but then is a virus alive? It has no metabolism of its own and so

falls outside most definitions of life. If you can define life to encompass a

virus, then how about the infectious prion, which is simply a protein?
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How does one define ageing? A relentless decline in faculties ending in

death? Or was that just a description? If we can't define life, what on earth

is death? If a prion is not alive, is it dead? If so, does that mean we can't

kill it?

I've no intention of wallowing in this sea of semantics. Of course

there are answers, albeit rarely simple. My concern now is to find a wider

definition of the term 'antioxidant'. We saw the potential for confusion

in Chapter 9. The problem is one of precision: just how precise can we be

in defining such a slippery concept?

The original definition of 'antioxidant' came from chemistry. As

befits a science full of symbols, it had a precise meaning. An antioxidant

is an electron donor that prevents a substance from being oxidized (or

stripped of electrons). The word came of age in food technology in the

1940s. Fatty foods, such as butter, go rancid if left in the air. Technically,

they 'peroxidize'. Peroxidation is a chain reaction started by oxygen free

radicals, such as hydroxyl radicals, which attack lipids to get an electron.

They may seize an electron and run, or become mired in the lipid like a

rugby player who got the ball but couldn't escape the scrum. Either way,

the lipid loses an electron: it has become a free radical and so attacks its

neighbours to get an electron back. Such chain reactions spread like wild-

fire through the densely packed lipids in butter. An antioxidant stops all

this by 'scavenging' free radicals. It gives up electrons to stop the chain

reactions from spreading. Antioxidants, such as BHA (butylated hydrox-

yanisoie), are added routinely to manufactured foods.

Such a precise definition is fine for chemistry or food technology but

is not helpful in biology. In the presence of iron, we could just as easily

define an electron donor as a pro-oxidant. Everything depends on con-

text. In this chapter, then, I propose to explore the context and drop the

precision — to put aside the reductionist approach and see how a broad

synthesis works. We'll therefore look at how whole organisms, whether

single cells or multicellular creatures, avoid being oxidized. Rather than

thinking only in terms of reactions, I'll include traits such as morphology

and behaviour.

Antioxidant defences can be divided into five categories: avoidance


(sheltering), antioxidant enzymes
 (prevention), free-radical scavengers
 (con-

tainment), repair mechanisms
 (first aid) and stress responses
 (entrench-

ment). Some organisms, particularly those that hide from oxygen, rely on

just one or two of these mechanisms, while others, including ourselves,

draw on the entire armoury. We are, truly, antioxidant machines. To see
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how these defences work, we will examine a few instances of each mechan-

ism in turn. Rather than an exhaustive analysis. I will highlight some

of the insights that these mechanisms offer into our own physical and

physiological makeup.

The simplest form of protection against oxygen toxicity is to hide. Tiny

bacteria have a wealth of possible hiding places. Some strictly anaerobic

bacteria, which are killed by trace amounts of oxygen, even shelter within

larger cells to escape the long reach of oxygen. An extreme example is

the methane-producing bacteria that live in the rumen of cattle and

sheep. Like a set of Russian dolls, they hide inside the symbiotic microbes

that break down cellulose from grass, which in turn hide inside the

rumen.

The hind-guts of animals, from wood-eating termites to elephants,

are comfortable hiding places for all manner of anaerobic microbes. Our

own guts are inhabited by heaving colonies of so-called commensal bac-

teria, which are usually harmless or beneficial, but sometimes as noxious

as their smell. The total population of gut bacteria is said to have a meta-

bolic capacity equal to that of the liver. Together, the undigested organic

matter and bacteria sponge up oxygen, rendering the large intestine virtu-

ally anoxic, with an oxygen concentration typically less than 0.1
 per cent

of atmospheric levels. Under these conditions, anaerobic bacteria such as


Bacteroides
 outnumber their aerobic cousins a hundred-fold.

On a much larger scale, free-living anaerobic bacteria can hide from

oxygen by buffering the outside world. A good example is the sulphate-

reducing bacteria, which produce hydrogen sulphide gas as a waste product

(see Chapters 3 and 4). Hydrogen sulphide reacts with oxygen to regenerate

sulphate, thus simultaneously replenishing the raw material of the

sulphate-reducing bacteria, and depleting dissolved oxygen. The effect is

to keep the outside world out and sustain an unchanging stagnant environ-

ment. Following their evolution, perhaps 2.7 billion years ago, sulphate-

reducing bacteria dominated the deep ocean ecosystem for more than 2

billion years. They are still to be found today in the Black Sea, and indeed

in any stagnant, stinking sludge the world over, including our own guts.

Their success in turning the world to their own advantage is comparable

only to the cyanobacteria, which for 3.5 billion years have used sunlight

to fill the world with oxygen. The antithesis is almost a biblical pitting of
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the forces of darkness against the forces of light. Sulphate-reducing bac-

teria shun the grace of light and air for darkness and slime, the sulphurous,

foul-smelling pits of the underworld. Yet their noxious waste helps to

maintain ecological diversity. Just as the opposition of light and darkness

is central to many religions, with most of us inhabiting the moral middle

ground, so too the opposite poles of the living world create a spectrum of

conditions that fosters the variety of life.

Many single-celled organisms do not hide from oxygen, but are quick

to move away from places where the oxygen levels are too high, exploit-

ing the spectrum of conditions maintained by microbes like sulphate-

reducing bacteria. We saw in Chapter 3 that free-living ciliates actively

swim away from oxygen. This is actually quite a complex response. To do

this, they need sensors that can detect the oxygen level in their surround-

ings. The information gleaned must then be coupled to the beating of

their cilia, to drive them away from oxygen. The sensors themselves are

proteins containing haem, similar to haemoglobin. Haem proteins are

well suited to this purpose, because their physical properties change in

the presence of oxygen, as in the colour change of haemoglobin from

blue to red. Representatives of all three of the great domains of life use

haem proteins as oxygen sensors, implying that LUCA herself (the Last

Universal Common Ancestor, see Chapter 8) might have used them for this

purpose.

When used in this way, haem proteins are acting as antioxidants:

they play an integral part in maintaining external oxygen levels within

congenial limits. Even when no movement is involved, as in the root

nodules of leguminous plants (Chapter 8), haem proteins act as anti-

oxidants by binding to excess oxygen and releasing it only slowly, main-

taining a constant and low concentration of oxygen in the immediate

environment.

Some microbes tolerate oxygen in their surroundings by physically

screening themselves from the worst atrocities. The simplest screen is a

pile of dead cells. In the same way, the riddled body of a dead comrade

may protect a soldier from the bullets of an execution squad. Anaerobic

cells living in stromatolites (Chapter 3) have relied heavily on this device,

sheltering behind successive layers of dead cells. They have been doing

this for 3.5 billion years.

A more sophisticated approach to the same problem is to secrete a

layer of mucus and lurk within it. All free-living aerobic microbes live

inside a mucus capsule as habitually as a crab lives in its shell. Rather


198 • THE ANTIOXIDANT MACHINE


surprisingly, mucus has some big advantages over calcite shells. James

Lovelock was confounded by mucus while trying to sterilize hospital

wards with high-intensity ultraviolet rays in the early 1950s. He suc-

ceeded in killing bacteria that had been denuded of mucus, but had no

impact at all on their intact cousins, even at hundreds of times the normal

atmospheric levels of ultraviolet. We saw in Chapter 6 that the damage

wrought by radiation on living cells is mediated by the formation of free

radicals from water. By protecting against free-radical damage, mucus

goes some way towards explaining the remarkable ability of bacteria to

survive in outer space and in other highly irradiated environments. Sur-

vival in outer space! This is a startling property for a substance we tend to

associate with a blocked nose. The horror-movie concept of repulsive

slimy aliens may be more soundly based in biology than their creators

imagined. Perhaps we should not be too surprised to learn that the way in

which mucus deals with free radicals is far more clever than just a high

slime index.

Bacterial mucus is a mixture of long-chain polymers, analogous to

plastics, which have one thing in common: they all carry a negative elec-

trical charge. This means that mucus binds tightly to positively charged

atoms such as iron and manganese, removing them from the surround-

ings. The affinity is so strong that some bacteria are exploited industrially

to trap heavy-metal contaminants in waste water.

What advantage does a full metal jacket offer to bacteria? The answer

is somewhat counterintuitive. We saw in Chapter 6 that hydrogen peroxide

and superoxide radicals are not very reactive, and so are likely to diffuse

some distance before reacting. They are only dangerous in the presence of

metals such as iron, which can catalyse the formation of ferociously react-

ive hydroxyl radicals. Given that metals catalyse dangerous free-radical

reactions, a metal jacket might seem to be a liability — it must be fizzing

with menace all the time. Yet by stockpiling iron in their jackets, bacteria

make sure that any dangerous free-radical reactions take place at arms

length, rather than inside the cell itself. The mucus acts as a sacrificial

target and the iron is converted into biologically inactive rust. The effect

is equivalent to disposing of a bomb by exploding it at a safe distance. Not

only this, but the controlled explosions detonate invaders such as bac-

teriophages (viruses that infect bacteria) and possibly even immune cells

that try to engulf them. There is, certainly, a direct correlation between

the thickness of the jacket and both the survival and the infectiousness of

many bacteria.
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As the bacteria become encrusted with metals, their jackets grow ever

more cumbersome. In the end, they may be obliterated by their accumu-

lated wealth. The presence of hollow microscopic pits in the structure of

some banded iron formations suggests that these rocks might have been

formed from the buried corpses of innumerable iron-encrusted bacteria.

As the bacteria themselves dissolved away, only the metal jackets remained

to testify to the existence of a mass graveyard.

We should not think of these rudimentary tricks as fit only for

microbes. Each of them has an equivalent in ourselves. We too hide

behind a layer of dead cells, otherwise known as the skin. Like the ciliates,

we too use haem proteins as sensors to maintain internal oxygen at a con-

stant low level. Like the sulphate-reducing bacteria, we too use sulphur as

a buffer against oxygen (a trick we shall look into later in this chapter).

We too produce mucus to protect against oxygen or bacterial infection in

our nasal passages, airways and lungs. In the same way that anaerobic

bacteria shelter within the intestine to avoid oxygen, so our own cells

might be said to shelter within the body itself, where the oxygen level is

kept at a fraction of that in the hostile outside world.

In this regard, we can reasonably view the gigantism discussed in

Chapter 5 as an antioxidant response. The increase in body size compen-

sates for the higher external oxygen levels, especially in diffusion-limited

creatures such as the Bolsover dragonfly. An increase in size presumably

lowers the oxygen levels within the end-users, the mitochondria. As we

saw in Chapter 8, mitochondria operate best at oxygen levels not far

above those tolerated by sulphate-reducing bacteria. If external oxygen

levels rise, an increase in size will counteract the internal rise, and main-

tain oxygen at the right level.

The mitochondria themselves contribute to this balance. Mito-

chondria were once free-living bacteria that found shelter and protection

within larger cells. The bargain was not one-sided: the internalized bac-

teria gained protection, but also lowered oxygen levels for the host cell by

actively respiring. The relationship is now far more complex, but we

should not forget that mitochondria do still lower the oxygen level inside

cells. If mitochondria are defective, but the blood stream continues to

deliver oxygen at the same rate, then our cells would presumably become

oxidized. As we grow older, our mitochondria do begin to fail and our

cells do become oxidized. Such oxidation is often attributed to free radi-

cals escaping from defective mitochondria, but it might also be the result


200 • THE ANTIOXIDANT MACHIN E


of higher oxygen levels in the rest of the cell, due to lower mitochondrial

uptake of oxygen.

Oxygen-dependent organisms cannot rely on shielding as the only solu-

tion to oxygen toxicity. In all these organisms, oxygen must be consumed

continuously to stay alive, because it is an essential ingredient in their

only, or main, means of producing energy. To hide is not just impossible,

but also metabolically detrimental. A different balance must be found, in

which the dangerous effects of free radicals are prevented or contained by

antioxidant enzymes and free-radical scavengers — the second and third

defence mechanisms on our list. I will deal with the enzymes first.

Two of the most important antioxidant enzymes are superoxide dis-

mutase and catalase. Virtually all organisms that spend any time in the

presence of oxygen possess copies of these two enzymes. Their near ubiq-

uity in aerobic organisms sharpens the paradox of cyanobacteria. These

bacteria were the first photosynthetic organisms to split water and pro-

duce oxygen. If they had evolved in a world without oxygen, they should

have been poisoned by their own waste. The fallacy of this textbook argu-

ment is discussed in Chapter 7, and we saw that the cyanobacteria were,

in all likelihood, already protected against their poisonous product by

superoxide dismutase and catalase. These enzymes, and probably others,

evolved in response to the formation of reactive oxygen intermediates by

ultraviolet radiation very early in the history of life. Indeed, we saw that

there is good evidence that antioxidant enzymes were present in LUCA.

Superoxide dismutase, with the memorable acronym SOD, holds a

special place in the affections of free-radical biochemists. It is, symbolic-

ally, the proof of the pudding. Ever since the early 1950s, when research-

ers first started to speculate about the role of oxygen free radicals in

ageing and disease, proof of their importance has been hard to come by.

Free radicals are fleeting. For years, their existence was supported only by

tell-tale traces of the damage caused — evidence as flawed and controver-

sial as deducing the existence of a yeti from outsized footprints in the

snow. Then, in 1968, Joe McCord and Irwin Fridovich, at Duke University

in North Carolina, showed that an abundant blue-green protein called

haemocuprein, long thought of as an inert depository for copper, did

actually have catalytic activity. It converted superoxide radicals (02#~)

into hydrogen peroxide ( H 2 0 2 ) and oxygen. Despite an intensive search.


A Hundred and One Ways of Living with Oxygen • 201


no other target for this enzyme could be found. Moreover, the rate at

which it disposed of superoxide almost beggared belief. Superoxide radi-

cals are unstable and react with each other within seconds to produce

hydrogen peroxide, but haemocuprein sped up this natural reaction by

a factor of a billion. Surely this could not be accidental!1 McCord and

Fridovich renamed the protein superoxide dismutase (SOD) in their

seminal 1969 paper in the Journal of Biological Chemistry
 — in the opinion

of many, the most important discovery in modern biology never to win

the Nobel Prize.

The implications transformed the field. If an enzyme as efficient as

SOD evolved specifically to eliminate superoxide radicals, then super-

oxide radicals must be biologically important. Seen the other way round,

free radicals are a normal feature of biology and life has evolved a remark-

ably effective mechanism for dealing with them. Given the tendency of

mutations to corrupt the superfluous, this mechanism can only be that

good because it needs to be that good. So what would happen if SOD

failed in some way, swamping the cell with free radicals? Ageing? Death?

The myriad possibilities had a galvanizing effect that has persisted to this

day.

It was not long before other forms of SOD were discovered. The first,

reported in 1970 by McCord and Fridovich again, was isolated from the

bacterium Escherichia coli.
 This was a startlingly different kettle of fish:

a pink, manganese-containing enzyme, but with a similar capacity for

eliminating superoxide radicals. Even more intriguingly, it turned out

that many eukaryotic cells actually possess both forms of SOD. As I write,

30 years on, it has become a commonplace that many eukaryotes produce

several different types of SOD — usually one in the mitochondria, another

in the cytosol, and a third that is secreted from the cell. Although their

detailed structures differ, all contain metal atoms at their catalytic

centres: copper and zinc, manganese, and iron or nickel.


1 Fridovich, now venerated as the godfather of the free-radical field, points out that the speedof this reaction is close to the maximum rate of diffusion and on the face of it seems



impossibly fast. The copper site at the centre of the enzyme takes up less than 1 per cent ofthe surface of the enzyme. On the basis of random diffusion, one would expect more than



99 per cent of collisions between enzyme and substrate to be fruitless. In fact, superoxide



radicals are guided into the active site down an electrostatic gradient, like an aeroplane



being guided into an airport by runway lights. Thus the reason that the enzyme can match



the speed of diffusion is because it streamlines the chaotic natural process. Substituting



amino acids in the enzyme alters the electrostatic fields and affects the speed of reaction,



without necessarily having any impact on the active site itself. It is actually possible to produce even faster versions of superoxide dismutase.
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The importance of these enzymes is illustrated by the fate of so-called

'knock-out' mice, which lack part of a gene for one of the SOD enzymes

but are in other respects genetically 'normal'. In a 1996 study, Russell

Lebovitz and his colleagues at the Baylor College of Medicine in Houston

reported that mice born with a defective mitochondrial form of SOD died

within three weeks of birth. The mice were pathetic runts, severely

anaemic and with a form of motor neuron disease that led to weakness,

rapid fatigue, and what Lebovitz described as 'circling behaviour' — pre-

sumably a disoriented tendency to stumble sideways in search of their

tails. At autopsy, they were also found to have cardiac abnormalities and

fatty deposits in the liver. The mitochondria of mice that had survived

beyond seven days were shot to pieces, especially in tissues with a high

metabolic rate, such as heart muscle and brain. Another knock-out strain

of mice, with a different mutation in the same enzyme, failed to survive

beyond five days. In people, smaller defects in mitochondrial SOD have

been linked with ovarian cancer and insulin-dependent diabetes, among

other conditions. In contrast, loss of the cytosolic form of SOD is less

devastating, although this, too, causes problems in later life, notably infer-

tility, neurological damage and cancer.

There could hardly be more convincing evidence of the importance of

SOD. Yet the enzyme demonstrates once again the need for networking

between antioxidants. Far from disposing of a toxic chemical, SOD merely

defers the problem. The product of SOD is hydrogen peroxide, a poten-

tially dangerous chemical in its own right. We may well wonder if it is

necessarily beneficial to generate hydrogen peroxide at a billion times the

natural rate. There are, in fact, circumstances in which too much SOD

may be detrimental. For example, people with Down syndrome have an

additional copy of chromosome 2 1 .
 Why this should be so damaging is

unknown, but researchers have noted that the gene for SOD sits on chro-

mosome 2 1 .
 People with Down syndrome therefore make too much SOD.

The syndrome itself is characterized by oxidative stress, leading to neuro-

logical degeneration. It may be that people with Down syndrome suffer

oxidative stress because they have too much SOD.

In normal physiological conditions, however, hydrogen peroxide is

removed equally quickly by catalase, which converts it into oxygen and

water. We saw in Chapter 7 that there are other enzymes that can remove

hydrogen peroxide and organic peroxides safely, without producing oxy-

gen, using a variety of electron donors such as glutathione and vitamin C.
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Enzymes that dispose of peroxides are being reported all the time. In

1988, for example, a new family of antioxidant enzymes, now known as

peroxiredoxins, were discovered by Sue-Goo Rhee and his colleagues at

the National Heart, Lung and Blood Institute in the United States. These

enzymes do not have metals at their centre, but instead have two adjacent

sulphur atoms that accept electrons from a small sulphur-rich protein

called thioredoxin. By the mid 1990s, similar peroxiredoxins had been

isolated from representatives of all three domains of life, suggesting that

they, too, dated all the way back to LUCA. At least 200 related peroxi-

redoxin genes have now been found, five of which are found in people,

and their DNA sequences determined,

I mention the peroxiredoxins, in part, because they solve a long-

standing puzzle relating to human parasites, including Plasmodium falci-



parum,
 the protozoan responsible for the most severe form of malaria, and

helminth worms such as Fasciola hepatica.
 When invading the body, these

parasites are subjected to a barrage of oxygen free radicals from neutrophils

and other immune cells. The ferocity of this attack can trigger inflamma-

tion and fever serious enough to kill the host, let alone the parasite. Most

parasites defend themselves using antioxidant enzymes such as SOD,

but, curiously, few possess catalase to remove hydrogen peroxide. To

researchers in the 1980s, this seemed a contradiction: the action of SOD

in the absence of catalase should have flooded the parasites in hydrogen

peroxide and so exacerbated the effects of the immune attack. It did not.

The parasites held their own. Unless the theory was full of holes, the para-

sites must have been using an unknown enzyme that could detoxify

hydrogen peroxide. The search for this 'missing link' was finally rewarded

by the discovery of the peroxiredoxins, which have since been found in

virtually all parasites lacking catalase. In fact, representatives of all three

domains of life produce related peroxiredoxins, implying that they too

may have been present in LUCA.

Our understanding of the peroxiredoxins is beginning to open up

new targets in the struggle against parasitic diseases. One possibility, for

instance, is to vaccinate against the parts of the parasite enzymes that

are appreciably different from the human versions, thus gearing up the

immune system to attack one of the critical bastions of the parasite anti-

oxidant defences.

The combination of SOD with some sort of enzyme to remove hydrogen

peroxide is almost mandatory if cells are to defuse free radicals before too
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much damage is done. Because there are so many enzymes that can dis-

pose of hydrogen peroxide, catalase deficiency is less injurious than SOD

deficiency. Moreover, as we have seen, hydrogen peroxide is only really

toxic in the presence of iron or copper, either of which can catalyse the

formation of hydroxyl radicals. Under normal circumstances, these metals

are kept locked away in their respective protein cages, ferritin and caerulo-

plasmin. Tomasz Bilinski, a free-thinking evolutionary microbiologist at

the University of Lublin in Poland, has argued that stowing away metals

might be the single most successful strategy to prevent formation of

hydroxyl radicals. Even so, despite the many precautions, some hydroxyl

radicals are undoubtedly still formed. We noted in Chapter 6 that the rate

at which oxidized fragments of DNA are excreted in the urine suggests

that each cell in the body sustains thousands of 'hits' to its DNA every

day. Even allowing for experimental error, we must conclude that the

enzyme networks are not fool-proof. This conclusion is supported by our

need for dietary antioxidants such as vitamin C and vitamin E. They are

technically referred to as 'chain-breaking' antioxidants, because they

quench free-radical chain reactions already started by hydroxyl radicals.

Chain-breaking antioxidants are the third defence mechanism on our

list.

Most chain-breaking antioxidants work in essentially the same way as

vitamin C, by donating electrons. Many of the best-known antioxidants,

including carotenoids, flavenoids, phenols and tannins, must be obtained

in the diet from plants. Their relative importance in the body's anti-

oxidant balance is tricky to determine, but their overall contribution is

generally held to be responsible for the benefits of fruit and vegetables.

On the other hand, we should not think of chain-breaking antioxidants

as merely dietary components. A few are products of our own metabol-

ism, such as uric acid, bilirubin (a bile pigment and breakdown product of

haem) and lipoic acid. These are powerful chain-breaking antioxidants in

their own right, at least as potent as vitamins C and E. Some conditions

that we tend to think of as pathological, such as jaundice in newborn

babies, may really be an evolved physiological adaptation. In the case

of jaundice, evidence suggests that bilirubin is stockpiled in the skin to


protect
 against the oxidative stress of birth. The baby emerges from the

cloistered security of the womb into the high-oxygen world outside, but

has not yet built up protection from dietary antioxidants, hence the need

for bilirubin. Similarly, the disfiguring colours of a bruise — courtesy, again.
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of bilirubin — help to protect against the oxidative stress of traumatic

injury, when blood-borne antioxidants may not be able to get through.

In many cases, the balance of risks and benefits with chain-breaking

antioxidants is far from clear. Take uric acid, for example — a potent

antioxidant, certainly, but one that at high levels causes the painful

inflammation of gout as it crystallizes in the joints. Uric acid is sometimes

considered to be a risk factor for cardiovascular disease as well, because

the people with the highest levels of uric acid in their blood stream are

also at the greatest risk of a heart attack. In reality, this simple association

may be quite misleading. Those at greatest risk of cardiovascular disease

tend to have the lowest intake of dietary antioxidants. What could be

more sensible for the body than to step up levels of endogenous anti-

oxidants? The worse the disease, the more uric acid is needed to combat

it; hence the association between the severity of disease and plasma uric

acid levels. This line of argument is speculative, but highlights the danger

of bare associations. In this case, treatments aimed at lowering plasma

uric acid might easily prove detrimental, unless coupled with a better diet;

and of course, if we change diet, we can hardly come to any sensible con-

clusions about the true role of uric acid. There are few straight relation-

ships between antioxidants and health.

Two small sulphur-containing compounds, glutathione and thioredoxin,

have now cropped up several times in this chapter and the last. Both

donate electrons, either to regenerate antioxidants such as vitamin C, or

to detoxify hydrogen peroxide and organic peroxides directly. Far from

being bit players, these sulphur compounds are the gatekeepers between

genes and diet, between health and disease. It is time they took centre

stage, for they are responsible for orchestrating the last two of the five

antioxidant mechanisms that I outlined at the start of this chapter —

repair mechanisms and stress responses. Sulphur is now seen as the most

important counterbalance to oxygen inside individual cells, as well as in

the wider ecosystem.

Here I must beg indulgence for a single paragraph of unmitigated bio-

chemistry, a diffident request after the geneticist Steve Jones's dismissal of

biochemistry as a subject unfit for popularization. However, the concept

is not difficult, and is critical to understanding how sulphur can act as a

molecular switch that tells the cell when it is ill. I'm picking out a single
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example of how such processes work; a baffling array of other mechan-

isms are superimposed over this one, eroding or strengthening the signal.

Nonetheless, the behaviour of sulphur is as exemplary as can be, and is

without doubt one of the most important areas in the hot science of bio-

logical signalling.

Sulphur, bound to hydrogen (-SH), is a constituent of just one of

the 20 amino acids — a nondescript little molecule with 14 atoms called

cysteine. The unique sulphur group in cysteine, the -SH group, is called a


thiol
 group. Thiols are delicate structures, easily susceptible to oxidation. I

imagine them waving their yellow sulphur heads gently, delicate as seed-

ing dandelions. When thiol groups are oxidized, one of two things can

happen. First, if the hydrogen atom (proton plus electron) is extracted,

the sulphur stubs of adjacent thiols may bind together to form sulphur-

to-sulphur bonds, known as disulphide bridges. In the presence of oxygen,

disulphide bridges are more robust than unoxidized thiols and have long

been recognized as important structural features of extracellular proteins,

helping to stabilize their three-dimensional shapes. The second possible

fate for delicate thiols, formidably named S-nitrosylation,
 began to emerge

in the late 1990s under the searching intellect of Jonathan Stamler, latest

in a distinguished line of free-radical biochemists at Duke University.

Stamler and his colleagues argue that oxidative stress increases the pro-

duction of another free radical, nitric oxide (NO*). Nitric oxide itself is

sluggishly reactive with most substances, but it acts synergistically with

other free radicals to oxidize thiols. In this case, the product is not a

disulphide bridge, but an 5-nitrosothiol (-SNO), which is almost as stable.

The formation of either a disulphide bridge or an S-nitrosothiol modifies

the structure of the protein in a reversible way. It is possible to regenerate

the delicate thiol group using hydrogen atoms from glutathione or thio-

redoxin.

For proteins, structure corresponds to activity. If thiols influence the

structure of proteins, then they also affect their activity. In other words,

the oxidation state of thiols can act as a molecular switch for thiol-

containing proteins, turning their activity on and off. The list of proteins

with sensitive thiol groups is growing all the time, and is now known to

include some of the most important transcription factors (proteins that

bind to DNA and stimulate the transcription of genes to produce new

proteins). Whether these factors bind to DNA or not, even whether they

journey into the nucleus at all, depends on the status of their thiol

groups.
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The inside of a healthy cell is full of delicately waving thiols. They are

kept in the unoxidized state by the continuous policing of glutathione

and thioredoxin. Any thiols oxidized by 'mistake' are reconverted back

into the pristine state. Glutathione and thioredoxin are regenerated by

tapping the energy of cellular respiration, as we saw in Chapter 9 while

discussing vitamin C Under normal conditions, this is not much of a

drain on the resources of the cell. The situation is reversed, however,

when the cell is under oxidative stress.

Picture a cell under oxidative stress. The problem might be too much

oxygen, or perhaps an infection or a disease. The end result is the same:

there are free radicals everywhere. Chain-breaking antioxidants such as

vitamin C are used up quickly. They are regenerated by glutathione, but

not without some loss. As antioxidants are depleted, the same number of

free radicals causes more damage. Thiol groups in proteins are now being

oxidized. Some are patched up by glutathione and thioredoxin, but the

balance is shifting. This is a war zone. The defenders cannot rebuild

bombed bridges every night for ever. Now half the proteins in the cell

have oxidized thiols. Some of the proteins are switched off by the oxi-

dized thiols, shut down to await the end of the war. Others are switched

on. A guerrilla militia is taking charge of the nucleus, the last stronghold.

The guerrillas are mostly transcription factors. Inside the nucleus they

bind to DNA and stimulate the production of new proteins. But which

new proteins? This is no random selection. The cell has a serious decision

to make: entrench for battle or commit suicide (apoptosis) for the good of

the body as a whole. The decision depends on the odds of success, in par-

ticular on the number and state of the transcription factors that made it

safely to the nucleus. At the molecular level, Nietzsche's aphorism holds

sway — what doesn't kill you makes you stronger.

If a cell opts to slug it out rather than take an honourable exit, the kinds

of defences it draws on are qualitatively similar in all living things, from


£. coli
 to humans. At present, the system in E. coli
 is better understood, in

part because bacterial genes are organized into operating units called

operons. This makes it easier to identify exactly which genes are involved.

In E. coli,
 two main transcription factors are activated by the oxidation of

sulphur groups. One is a thiol-containing protein known, in the opaque

shorthand of molecular biology, as OxyR, and the other is the protein

SoxRS, which contains sulphur in the form of an iron-sulphur cluster,

(this acts in much the same way for our purposes here). When oxidized,
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each of these transcription factors controls the transcription of a dozen or

more genes, the products of which strengthen the antioxidant defences of

the cell.

In people, the list of transcription factors whose activity is controlled

by the oxidation of thiol groups is growing all the time, and includes


N F K B
 (pronounced NF-kappa B), Nrf-2, AP-1 and P53. For our purposes,

the two most important are N F K B
 and Nrf-2. N F K B
 marshals the 'stress'

response by activating a mixture of offensive (inflammatory) and defens-

ive (antioxidant) genes. Nrf-2 has a purely defensive (antioxidant) role,

actually switching off the offensive inflammatory genes. Both N F K B
 and

Nrf-2 therefore strengthen the cell, but otherwise their effects are oppos-

ing. They act like two generals in a council of war, one of whom advocates

all-out war, the other appeasement. The outcome depends on how suc-

cessful they are at persuading the rest of the council to accept their view.

For transcription factors, this comes down to numbers on the ground. If

1000 activated N F K B
 proteins reach the nucleus but only 100 activated

Nrf-2 proteins, the cell will go to war, launching an inflammatory attack

on the invader and bolstering its own defences. If Nrf-2 holds sway in the

nucleus, then the cell effectively barricades itself in bunker and waits out

the war. In either case, the extra defences provide immediate benefits, but

they also confer resistance to future attacks, regardless of their exact

nature. Forewarned is forearmed, whatever the threat may turn out to be.

What are the products of these defensive genes? Some have not yet

been identified, others are familiar to us already. As we might expect by

now, the levels of SOD, catalase and other antioxidant enzymes are

stepped up; new metabolic proteins divert cellular respiration towards the

regeneration of glutathione and thioredoxin; and extra iron-sensors and

iron-binding proteins are made that detect and store free iron. A number

of so-called 'stress' proteins are also produced, which busy themselves

with clearing up the mess and dusting down the salvageable, like the

emergency services picking over rubble in the aftermath of a bombing

raid. Irredeemably broken proteins are earmarked for destruction and

recycling. Less seriously damaged proteins, bruised but unbroken, are

refolded and repackaged with the aid of proteins known as molecular

chaperones. Other proteins set to work on DNA, cutting out oxidized frag-

ments, inserting replacements and re-joining breaks in the DNA strands.

Taken together, these actions restore the cell to health, but (with the

exception of antioxidant enzymes) have little effect on its longer-term

capacity to withstand a similar assault. There are
 some proteins that can
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strengthen a cell's resistance to future assault, however. Two of the most

powerful are metallothionein and one of the versions of haem oxygenase

— the stress protein HO-1. These proteins bolster the resistance of cells to

a whole range of insults, from heavy-metal contamination to radiation

poisoning and infection — conditions linked by the common thread of

oxidative stress. They are more powerful protectors than any dietary

antioxidant, although they achieve this by imposing what amounts to a

curfew, in which the normal daily life of the cell is held in check.

The firmness of their rearguard action unveils a final irony: anti-

oxidant supplements, which behave more like a scattered vanguard on a

looting trip, have the potential to exacerbate some diseases. The reason is

as follows. The signal to produce metallothionein and haem oxygenase

is the oxidation of thiols. Thiols become oxidized when the supply of

antioxidants is depleted. Raising our intake of antioxidants can therefore

suppress the signal by sparing thiols, thereby robbing the cell of its most

powerful allies. This is not just an idle fancy. Roberto Motterlini and

Roberta Foresti, at the Northwick Park Institute for Medical Research,

London, have shown that adding antioxidants to cells under oxidative

stress (especially thiol-regenerating antioxidants, like N-acetylcysteine)

does indeed prevent the cell from making new haem oxygenase. This

renders the cells more vulnerable to injury. In the body, suppression or

loss of haem oxygenase activity can have some dire consequences.

Just how important such a loss might be is illustrated by an excep-

tional case study reported in 1999 by a team at Kanazawa University in

Japan: the first known case of haem oxygenase deficiency in humans. An

unfortunate six-year-old boy suffered from severe growth retardation,

abnormal blood coagulation, haemolytic anaemia and serious renal injury.

All this misery stemmed from the loss of a single enzyme, a stress protein

supposedly produced only sporadically in times of oxidative stress. Simi-

lar problems have been reported in animals. Kenneth Poss and Susumu

Tonegawa, at the Massachusetts Institute of Technology, have shown that

'knock-out' mice deficient in haem oxygenase succumb to a serious

inflammatory condition, which resembles haemochromatosis in people

(the iron-overload syndrome discussed in Chapter 9). The mice lacking

haem oxygenase suffer from serious iron overloading in tissues and organs,

which leads to pathological enlargement of the spleen, liver injury and

fibrosis, various immune disorders, weight loss, decreased mobility and

premature mortality. Mice without haem oxygenase also have shrunken

testes, 25 per cent smaller than similarly sized littermates, and a lack of
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libido, both of which are characteristic of hereditary haemochromatosis

in people.

For the effects of haem oxygenase deficiency to be so profound we

may well wonder whether some degree of oxidative stress is in fact the

norm. If so, then haem oxygenase levels presumably change continuously

as part of a flexible and self-regulating feedback mechanism. We shall see

in Chapter 15 that a continuously high haem oxygenase activity probably

does have beneficial effects on our health in old age.

We have come a long way from vitamin C. If nothing else, I hope that this

chapter has exploded the notion of antioxidants as dietary elements that

will help us live forever. Our whole body is an antioxidant machine, from

the physical structure of individual cells to the physique of a human

being. This perspective is obscured by our deeply seated, almost childlike,

yearning to allocate purpose, which is seldom echoed in biology. We

want to say a car is Tor' driving, a business is 'for' making money, life 'for'

living. Similarly, mitochondria are Tor' producing energy, haemoglobin

is 'for' delivering oxygen and vitamin C 'for' protecting against free

radicals. I compared the skin to a layer of dead cells in a stromatolite.

Certainly it is. We cannot breathe through our skin like amphibians. But

the skin is equally a barrier that prevents evaporation and infection, and

an important criterion of beauty. The point is that few things serve a

single purpose, least of all in biology, and we must fight our instinct to

impose one. Apart from anything else, this means we must resist the

scientific urge to apply tight — and therefore often singular — definitions.

In Chapter 9, we saw that vitamin C is used in diverse ways, united

only by the same molecular action. This also applies to SOD, catalase or

haem oxygenase. At the molecular level, their actions are always identical.

The effects, however, are diverse and may serve quite different purposes.

Take SOD. Its action is simple: to remove superoxide radicals. But is this

purely and simply an antioxidant action, or is it also a signal? If the for-

mation of superoxide radicals outstrips their removal by SOD, some of the

extra free radicals will oxidize the thiol groups in proteins, sending tran-

scription factors scurrying to the nucleus. In the nucleus, these transcrip-

tion factors bind to DNA and stimulate the production of new proteins,

which help restore the cell to health. In other words, the cell adapts to a

small change in circumstances, such as a slight increase in oxidative
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stress, by a subtle change in its repertoire of proteins. Are we really help-

ing if we block this pathway by swamping it in an excess of SOD or other

antioxidants? Who knows. We have noted one reason why dabbling in

this way might be detrimental: haem oxygenase is produced in
 response

to thiol oxidation. If it is true that the levels of haem oxygenase flux con-

tinuously in response to small changes in oxidative stress, then smother-

ing this subtle interplay may dull our response to sudden challenges such

as infection. Perhaps this is why it has been so hard to confirm any

protective effects of vitamin C against the common cold, as claimed by

Pauling. The benefits of vitamin C may be offset by the disadvantages of

suppressing the synthesis of stress proteins like haem oxygenase.

Despite these uncertainties, we cannot dispute that eating fruit and

vegetables is good for us. If this has anything to do with antioxidants, we

might conclude that our sophisticated antioxidant machine falls short of

perfection. Presumably, the extra antioxidants mop up free radicals that

would otherwise damage DNA and proteins, undermining the vitality of

cells and ultimately the whole body. On the other hand, it is quite pos-

sible that the benefits of fruit also relate to other factors, such as mild

doses of toxins that stimulate the production of stress proteins like haem

oxygenase. These toxins are designed to prevent fruit from being eaten

before it is properly ripe, or by the wrong sort of vegetarian. Perhaps it is

the balance of antioxidants and mild toxins that confers the benefits of

fruit. Certainly the benefits of fruit and vegetables have never been repro-

duced simply by taking antioxidant supplements.

Half a century ago, the pioneer of free-radical biology Rebeca Gersch-

man questioned whether a continuous small 'slipping' in antioxidant

defences might contribute to aging and death. This idea is still the basis of

the free-radical theory of ageing. I hope this chapter has shown that our

antioxidant defences are far more complex than Gerschman, or for that

matter Pauling, could ever have imagined. These are the fruits of molec-

ular biology in the past few years. But we are left on the horns of a

dilemma. Can ageing be slowed down by blocking free-radical slippage, or

is some degree of slippage necessary
 for marshalling our resistance to

stress? If chain-breaking antioxidants are relatively unimportant com-

pared with the stress response, might we be able to slow down ageing by

manipulating the stress response directly? Armed with our new under-

standing of antioxidants, we will look at the balance of evidence in the

next four chapters.




C H A P T E R E L E V E N

Sex and the Art of Bodily

Maintenance



Trade-offs in the Evolution of Ageing



GILGAMESH, KING OF URUK
 , sets out on a quest for immortality,

the pain of loss in his heart. Passing through twelve leagues of

darkness, where there is no light from the rising of the sun to the

setting of the sun, he seeks Utnapishtim the Faraway, who knows the

secret of everlasting life. Utnapishtim tells Gilgamesh that his quest is like

a search for the wind, but then reveals the mystery of the gods: a plant

that grows under the water, which restores lost youth to a man. By its

virtue, a man may win back all his former strength. Its name is "The Old

Men Are Young Again". Gilgamesh finds the plant, only to have it

snatched away by a serpent before he can eat of it. The serpent sloughs

away its skin and disappears into a spring of water. Gilgamesh weeps and

returns to Uruk empty-handed. He has his story engraved on clay tablets.

His achievements are celebrated by his people, and when he dies, like a

hooked fish stretched on the bed, the people of the city, great and small,

are not silent; they lift up the lament. All men of flesh and blood lift up

the lament.

The Epic of Gilgamesh,
 the oldest surviving masterpiece of the Sume-

rian dynasty of ancient Mesopotamia, is at least 1500 years older than

Homer. From the dawn of recorded history, its tale of friendship and

heroism resonates with the eternal concerns of mankind: bereavement,

ageing, death, the dream of immortality. These themes recur throughout
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history, and not just in a vague sense — we cling to the idea that ever-

lasting youth is attainable through the possession of some kind of magical

artefact, be it a plant, the nectar of the gods, the Holy Grail, the grated

horn of a unicorn, the Elixir of Life, the philosopher's stone, or growth

hormone.

Biologists fall victim to the same yearning for an antidote to ageing.

The history of biology affords a succession of bizarre claims. In 1904, for

example, the Russian immunologist and Nobel laureate Elie Metchnikoff

claimed that ageing was caused by toxins released from bacteria in the

intestinal tract. He regarded the large intestine as a necessary evil, a reser-

voir of waste material that relieved the need for constant defecation stops

while on the run from predators (or after them). He was fascinated by

Bulgarian fables of centenarians, and ascribed their longevity to yoghurt,

which was unknown in western Europe at the time. Metchnikoff cham-

pioned the idea that we would all live to 200 if only we ate more yoghurt,

full of "the most useful of microbes, which can be acclimatised in the

digestive tube for the purpose of arresting putrefactions and pernicious

fermentations." He did have a point — gut bacteria do influence health, if

not maximum human lifespan.1

Other theories linked ageing in men with diminishing testicular

secretions. In 1889, Charles Edouard Brown-Sequard, a prominent French

physiologist, announced to the Societe de Biologic in Paris that he had

rejuvenated his mind and body by injecting himself with a liquid extracted

from the testicles of dogs and guinea-pigs. Apparently the injections not

only increased his physical strength and intellectual energy, but also

relieved his constipation and lengthened the arc of his urine. Later, a num-

ber of surgeons tried implanting whole or sliced testicles into the scrotums

of recipients. Leo L. Stanley was resident physician in San Quentin prison

in California. He began transplanting testicles (removed from recently

executed prisoners) into inmates in 1918. Some of the recipients reported

full recovery of their sexual potency. By 1920, the scarcity of human

gonads induced Stanley to substitute ram, goat, deer and boar testes,

which he said worked equally well. He went on to perform hundreds of


1 We must distinguish between
 
average

 life expectancy and maximum lifespan. In the West,
 average life expectancy has risen dramatically over the last century: fewer people die of



infectious disease, in childhood or in childbirth, and far more people live into old age.



Despite these massive demographic changes, maximum lifespan has changed little, if at all.



A few people have always survived past 100; today many more do, but we are hardly more



likely now than we were in biblical times to live beyond 115-120. Short of a major break-



through, this can be considered the maximum human lifespan.



214 • SEX A N D THE ART OF BODILY MAINTENANCE


operations, treating patients with ailments as diverse as senility, asthma,

epilepsy, tuberculosis, diabetes and gangrene.

The high demand for gonadal implants made the fortunes of at least

two surgeons during the 1920s and 1930s. In France, the Russian emigre

Serge Voronoff transplanted monkey glands to extend the life of his

wealthy and famous clients. A respected biologist, Voronoff experimented

on eunuchs in the courts of Egypt, and even tried grafting monkey ovaries

into women, with dire consequences. In America, the notorious quack,

'Doctor' John R. Brinkley, transplanted hundreds of sliced goat testicles

into his ageing customers in Milford, Kansas, where he became so popular

that he was nearly voted governor in 1930. Each patient had the privilege

of selecting his own goat from the doctor's herd. The financial success

of this venture enabled him to build and operate the first radio station

in Kansas — KFKB, or Kansas' First, Kansas' Best — through which he

brazenly promoted his own secret remedies, including goat gland trans-

plants. After a series of court cases, and opposition from both the Amer-

ican Medical Association and the Federal Radio Commission, Brinkley

fled to the Mexican borderlands, where he set up a new, even more power-

ful, radio station, and continued his shady medical operations, amassing

an estimated $12-million fortune. He is said to have kept penguins and

giant Galapagos turtles on his estates in Texas. It was not to last. Endless

lawsuits and punitive taxes eventually obliged him to file for bankruptcy

in 1941. His health collapsed, and after suffering a heart attack, kidney

failure and the amputation of a leg, he died penniless later that year, at

the age of 5 7, the most famous charlatan in American history.

The craving for renewed youth is not just a historical curiosity. In

more recent times, vitamin C, oestrogen, melatonin, telomerase and

growth hormone have all been touted as miracle cures. Each retains a faith-

ful band of adherents but, whatever their merits, their failure to extend

maximum lifespan is plain to most. Medicine has distanced itself from

this kind of wishful thinking, but the effect has not been altogether posi-

tive. Rather, the traditional attitude of mainstream medicine, that ageing

is in some sense necessary or inevitable, and thus beyond the domain of

medical science, has perpetuated the mystique. Even today, ageing is

rarely considered a proper field of study within the discipline of medicine

— it is still contaminated by the legacy of quacks like Brinkley. In most

countries, medical school curricula devote no classes to ageing. Yet while

turning a blind eye to the study of ageing, medicine has accumulated a

tremendous wealth of information on the infirmities of old age. This mass
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of information is all part of gerontology, even though most specialists do

not think of themselves as gerontologists: they are cardiologists, neurolo-

gists, oncologists or endocrinologists. Few refer to each other's journals,

so there is little sense of overall perspective.

Examining diseases in isolation, medical researchers have historically

paid little attention to evolutionary theories, and tend to consider illness

from a mechanistic point of view. In the case of heart disease, for ex-

ample, we know in minute detail how oxidized cholesterol builds up in

coronary arteries, producing atherosclerotic plaques, how these plaques

rupture, and how thrombosis causes myocardial infarction. As a corollary,

we know how to deflect the impending calamity, for a period at least: how

to lower blood cholesterol or dilate the coronary arteries using drugs, how

to salvage heart muscle after an infarction. What we are far less certain

about is how heart disease relates to other diseases of old age, such as

cancer, and whether it is possible to prevent both diseases by targeting a

common underlying cause. As we saw in the last two chapters, the closest

we have come, in the face of all the advances of modern medicine, is to

say 'Eat your greens!'; and even then we are not quite sure why. This bleak

situation is gradually changing. With so much at stake in a greying world,

many more researchers are applying themselves squarely to the problem

of ageing. The field of gerontology is now one of the most fertile in bio-

logy, and generates more interest than at any time since the alchemists.

At last the dismal mountains of biological and medical evidence are being

remodelled into broader, testable theories.

Half a century ago, in a celebrated inaugural lecture as professor of

zoology at University College London, Peter Medawar described ageing as

a great unsolved problem in biology. For many people outside the field,

his assertion still holds true today. This is not the case. The two main the-

ories of ageing — which we might loosely call the programmed and the

stochastic theories — are daily growing closer together. Theories of pro-

grammed ageing hold that ageing is programmed in the genes, and is

equivalent to other developmental processes such as the growth of the

embryo, puberty or the menopause. Stochastic theories hold, in contrast,

that ageing is essentially an accumulation of wear and tear over a lifetime

and is not programmed in the genes. As is so often the case in science, the

reality lies somewhere in between, drawing on elements from each theory.

We do not know all the answers, and many details are perplexing, but in

broad terms I think it is true to say that we do now understand why
 and


how
 we age. As the eminent British gerontologist Tom Kirkwood has


216 • SEX A N D THE ART OF BODILY MAINTENANCE


argued, ageing is not biologically inevitable, and does not follow a fixed

genetic programme — although it is most certainly written in the genes.

We shall see in future chapters that oxygen is central not just to ageing

and death, but also, through the deepest of connections, to sex and the

emergence of gender. There remain a number of outstanding questions.

To what extent is ageing distinct from age-related diseases? Most import-

ant of all, how tractable is the ageing process, given the evolved architec-

ture of the human body? We will explore these issues in later chapters.

First, though, we must consider a few basic principles of biology.

Ageing, or rather senescence — the loss of function over the years — is

not inevitable. We saw in Chapter 8
 that we are all connected to LUCA,

the Last Universal Common Ancestor, through an unbroken chain of

ancestors. We know this because we, in common with our most distant

cousins, the archaea and the bacteria, have inherited a few of LUCA's

genes almost intact. At the most basic level, life shares a unity that would

be baffling if we were not all related. In the sense that life has not

remained static — that we have evolved
 — life itself has aged; but in no

sense are we the senescent
 products of primordial DNA. Wines, cheeses

and some human beings improve with age; nothing improves with senes-

cence. We need only look around us to see that life is flourishing at the

grand old age of 4
 billion. If we accept that all life is descended from a

common ancestor, then clearly senescence is avoidable.

The mechanism that has prevented the senescence of life — indeed,

propelled life's evolution — is natural selection. Darwin's idea is most

commonly expressed in the phrase coined by the English philosopher

Herbert Spencer: the 'survival of the fittest'. This phrase is often criticized

by evolutionary biologists as misleading, as natural selection is concerned

not with survival as such, but with reproduction. The individuals that


reproduce
 themselves most successfully are most likely to pass on their

genes to the next generation. Those that fail to reproduce perish (unless,

of course, they live for ever). But if we step back for a moment, we can see

that there is something to be said for Spencer's misrepresentation. Why

on earth do individuals want to reproduce themselves at all? Where does

the reproductive imperative come from? The way in which even simple

viruses seem compelled to replicate themselves is uncanny. It is hard not

to succumb to the idea of a mysterious life force, an urge to reproduce. If
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we shun the idea of a life force, we need an explanation: why do living

things want so desperately to reproduce?

The answer is that only reproduction can ensure survival. All com-

plex matter is eventually destroyed by something. Even mountains are

eroded over the aeons. The more complex the structure, the more likely it

is to be broken down. Organic matter is fragile and will be shredded by

ultraviolet rays or chemical attack sooner or later. Its atoms will be re-

cycled in simpler combinations. Carbon dioxide, being a simple molecule,

is more stable than DNA. On the other hand, if a piece of matter happens

to have a propensity to replicate itself, for a little while its chances of

persisting intact are doubled. It is still only a matter of time before the

daughters are destroyed; but if one of the daughter molecules succeeds in

replicating itself in the meantime, then the process can continue indefin-

itely.

The ability to replicate is not a magical property. As the Glasgow

chemist Graham Cairns-Smith argues in his thought-provoking book



Seven Clues to the Origin of Life,
 clay crystals replicate themselves in stream

beds through a purely physical process. It is hard (unless you are Cairns-

Smith) to see a life force here. Even so, the reason that life appears to have

such a powerful urge to reproduce is simply because it would not exist if it

did not. Only replicators can survive, so all survivors must replicate.

Given the tendency to destruction, the rate
 of replication is pro-

foundly important. If we assume a steady rate of destruction, then to

ensure survival, the rate of replication must surpass the rate of destruc-

tion. The importance of this relationship was addressed by the chemist

Leslie Orgel, at the Salk Institute in San Diego, in 1973. Orgel theorized

about the likely behaviour of populations of 'immortal7 cells in culture, if

subjected to different levels of irradiation. In this sense, immortal refers to

a population
 of cells that has the potential to continue dividing indefin-

itely without becoming senescent; it does not mean that individual
 cells

cannot die by accident or old age. Two cell types that behave in this way

are bacteria and cancer cells. Both can be grown in cell culture without

any appearance of senescence, but at any one time a proportion (perhaps

10 to 30 per cent) are unable to divide. They are doomed to die. Their

place is taken by the progeny of cells that do continue to divide. Orgel

made the point that if these 'immortal' cell populations are irradiated, so

that the probability of any daughter cells surviving is less than 50 per cent

(in other words, the rate of replication fails to surpass the rate of destruc-

tion), then the overall population will gradually decline and die out, at
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least in theory. At a lower radiation dose, the population might continue

to grow, albeit at a lower rate than the unirradiated one.

We have already seen that the effects of radiation on biological

molecules are mediated largely by the splitting of water (by the radiation)

to produce oxygen free radicals such as hydroxy! radicals. The hydroxyl

radical is not discriminating in its targets: almost all organic molecules

are damaged by its attack. Such attacks take place continuously, in a more-

or-less random manner. Unless the damage inflicted undermines the

integrity of the cell at one fell swoop, the destruction of proteins and lipids

is not necessarily a calamity. Given a suitable supply of energy, they can be

replaced, new for old, following instructions in the DNA.2 The problem

comes when the code itself, the DNA, is damaged. If the damage to DNA

results in the production of a faulty protein, which is incapable of carrying

out a critical function such as the manufacture of other proteins, then the

cell will almost certainly die. The central question in biology is therefore

how to maintain the integrity of DNA from generation to generation.

Let us think again about the 'immortal' cells in culture. Imagine that

they are being irradiated at an intensity calculated to kill more than 50

per cent of them. For a while, the population dwindles, as predicted by

Orgel; but then it shows signs of recovery, even though it is still being

irradiated at the same intensity. After a little longer, we may have a thriv-

ing population once more, which seems to be immune to radiation. This

is not at all what the theory projects. What is going on?

This is natural selection at work. Several changes take place in the

cells. First of all, some of the cells divide faster. These faster replicators are

disproportionately represented among the survivors, because they are

more likely to have replicated themselves before their DNA was destroyed.

For the population as a whole, each population doubling now takes place

in a shorter period. The survivors produce a new set of genes in a shorter

time than that required for radiation to dismember a single set. The

progeny now have a greater than 50 per cent probability of surviving

intact to the next generation.

As long as the cells have sufficient space and nutrients, this adapta-

tion alone might suffice. However, many cells have probably made a

second, closely related, adaptation. As the population growth steadies, we


2 DNA of course codes for RNA and proteins, which in turn provide the cellular infrastructurethat enables the replication of more DNA. The origins of this system are beyond the scope of



this book; if you are interested I recommend the writings of Leslie Orgel himself, in FurtherReading.
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see that these cells have extra copies of their own DNA. They now have

multiple identical chromosomes. The effect is similar to increasing the

speed of replication, but is much more profound. The reason is as follows.

If each cell has only one copy of each gene, then a single unfortunate hit

to any gene has the power to knock out a critical protein and kill the

entire cell. On the other hand, if the cell has multiple copies of all its

genes, it can take an equivalent number of hits with a good chance that

the same
 gene will not be destroyed on all the chromosomes. As a back-up

plan, this is much less costly than producing a whole extra cell, with its

proteins, mitochondria, vesicles and membranes, which then faces exactly

the same problem as its parent.

We are also likely to see two other adaptations: the first is an

increased rate of bacterial conjugation, in which two bacterial cells become

temporarily connected and one passes additional copies of its genes to the

other; the second is a stress response. Bacterial conjugation is, in prin-

ciple, similar to sex. Accumulating genes that have come from different

places, with different histories, reduces the likelihood of having two copies

of a gene with the same error in the same place, which would be the case

if you simply replicated the chromosome containing the aberrant gene. If

you own a suit with torn trousers, and are given an identical suit by an

equally careless friend, there's a fair chance that the rip in your friend's

suit would be in the jacket. Wear your jacket with your friend's trousers,

and you have a fully functional suit. Such mixing and matching is the

basis of both bacterial conjugation and sex in higher organisms.

The stress response, too, is characteristic of virtually all organisms

from bacteria to humans. We met a few of the proteins involved in

Chapter 10.
 These proteins are equivalent to the emergency services,

helping to repair damaged DNA, degrade damaged proteins and prevent

free-radical chain reactions getting out of hand. Cells that successfully

respond in this way to the altered conditions have a selective advantage.

They will survive and reproduce, while their less well endowed cousins,

even those with extra chromosomes, are more likely to accumulate

damage and finally die.

By subjecting a bacterial population to radiation, therefore, we will

select, over many generations, for a population able to withstand the

effects of radiation. Now imagine that we switch off the radiation source.

We have selected for a battle-scarred population of bacteria, laden with as

much armour as a mediaeval knight. We drop them back into peace time.

Suddenly, the extra protection is an unnecessary burden, costly to repro-
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duce. Each time a stress-resistant cell reproduces itself, it must replicate

multiple copies of its genes, and it is also funnelling a substantial propor-

tion of its energy into the production of more stress proteins. Any bac-

terium that loses a few chromosomes and switches off its stress response is

more likely to replicate quickly. Our armour-clad knight has to get rid of

his armour before he can father children. In just a few generations, the

stress-resistant bacteria may be but a distant memory. From an anthro-

pocentric point of view, seeking purpose in nature, this endless cycling

seems as blind as it is futile, but such is evolution. That is why bacteria are

still bacteria.

What does all this have to do with ageing? Bacteria, for the most part,

do not age. There is no reason for them to do so. They maintain the

integrity of their genes by rapid reproduction. They can produce a new

generation every 30 minutes. They protect themselves by hoarding multiple

chromosomes, by exchanging genes through conjugation and lateral gene

transfer (see Chapter 8, page 154), and by fixing damaged DNA wherever

possible. Disabling errors in DNA are quickly eliminated by natural selec-

tion. Any selective advantages are embraced just as quickly. Bacteria

have behaved in this way for nearly 4 billion years. Certainly they have

evolved, and in this sense they have aged, but in every other respect they

are as youthful now as they were all those countless generations ago.

The critical point is that the survival of bacterial life involves death

on a massive scale. In 24 hours, a single bacterium can produce 2 4 8 , or

1 0 1 6 , cells, with a total biomass of about 30 kilograms. Clearly, such expon-

ential growth cannot be sustained. In most natural environments, the

size of bacterial populations remains roughly constant. Bacteria die from

prolonged starvation or dehydration, or are food for other organisms,

such as nematode worms — or fail to divide because of cellular damage.

When death outweighs life on such a massive scale, natural selection

cleanses the population of genetic damage. Only the fittest survive. Per-

verse as it may sound, the main criterion for immortality is death.

Shifting the perspective, we are left with the following conclusions. If

senescence is not necessary to life as such, and has not always been with

us, then presumably it has evolved. If senescence evolved, then it must be

determined at least partly by genes, as only traits that are genetically

determined can evolve and be passed on to the next generation. And if it

has persisted, it must confer some kind of selective advantage.
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Ageing evolved at the same time as sex. By sex (I should come clean) I

mean the production of sex cells such as sperm and egg and their fusion

to form a new organism. The terms 'sex' and 'reproduction' are often used

interchangeably, but technically they have completely different mean-

ings. As John Maynard Smith and Eors Szathmary put it, "the sexual pro-

cess is in fact the opposite of reproduction. In reproduction, one cell

divides into two: in sex, two cells fuse to form one." This poses a puzzle,

which we shall see applies as much to ageing as to sex: what is the benefit

to the individual?

Sex is thought to benefit populations
 in numerous ways. Perhaps the

most important of these benefits is the swift dispersal of a new version of

a gene through an entire population, thereby promoting genetic vari-

ability. Most genes exist in several different forms, and sexual reproduction

brings about new and continuously shifting combinations of these

versions. This variety is clear in the human population, in which out of 6

billion people, you'd be hard put to find anyone genetically identical to

you, apart from an identical twin. This is important because genetically

variable populations are more adaptable to changing environmental

conditions or selection pressures.

But these benefits can only be enjoyed after
 the evolution of sex, and

as we saw in Chapter 7, we cannot use hindsight to explain evolution. For

a trait to become established in a population, it must first be beneficial to


individuals,
 who then thrive at the expense of other individuals lacking

the trait. The advantage to individuals of recombining genes is not imme-

diately obvious. In sexual reproduction, two robust individuals, who have

succeeded against the odds in surviving until sexual maturity, and then

mating, have their robust genetic constitutions shuffled and reconstituted

into new combinations in the offspring that, in statistical terms, are likely

to be less robust. The reasons for the evolution of sex are, in fact, still

much debated, and we shall look into them in a moment. First, we should

just note that the same considerations apply to senescence. If senescence

evolved, then it must have been beneficial to individuals or it could never

have become such an integral feature of a large part of the living world.

Senescence is, in fact, even more widespread than sex, affecting essen-

tially all plants and animals, implying that the advantage must be very

pervasive.

Because sex and senescence are closely linked, we will examine the

problem of sex first, from the point of view of individual cells. The funda-

mental problem with sex is the rate
 of reproduction. If an asexual
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microorganism, such as a bacterium, reproduces by simply dividing into

two (binary fission),
 then one cell produces two, two cells produce four

and so on. The population as a whole expands at an exponential rate. The

rate of sexual propagation is necessarily much slower: two cells conjoin to

produce one, and this must, at the very least, divide in two before it can

produce daughter cells that can fuse with other cells to produce more off-

spring. Not only is the rate of reproduction slower, but the sex cells also

have to find each other, and determine that they are right for each other,

before they can fuse and then reproduce. The process is fraught with

danger and is energetically costly. An asexual population should outnumber

a sexual population in a handful of generations. Alternatively, if one

individual in a sexual population were to revert to asexual reproduction,

the asexual progeny should swiftly outnumber the sexual progeny. On

the basis of simple arithmetic, sex should never have got started. Having

evolved against all the odds, it ought to have been weeded out long ago.

Why did this not happen?

To resolve the dilemma, we must return to the central problem in

biology: how to maintain the integrity of the genetic instructions from

generation to generation. We have seen that bacteria succeed by combin-

ing a high rate of reproduction with heavy selection. The cost of genetic

cleansing in asexual reproduction is thus a high death rate, which trans-

lates into a lot of pain for little gain. This might not worry the blind

watchmaker (the evolutionary biologist Richard Dawkins's famous coin-

age for natural selection), but it is wasteful of resources and so might cede

advantage to more efficient ways of cleansing, or at least masking, genetic

damage. Sex is certainly more efficient at masking damage. This is the

basis of that mysterious property known as hybrid vigour
 in plant and

animal breeding, in which the offspring of unrelated parents have qualities

superior to either parent. Conversely, too much inbreeding has the oppo-

site effect. To understand why, we need to consider the mechanics of sex,

in particular the form of cell division known as meiosis,
 in a little more

detail.

In most sexual species, including humans, the sex cells, or gametes, each

contain half the genetic material of their progenitor cells. They are said to

be haploid,
 meaning that they have a single set of chromosomes, selected

more or less at random from the two parental sets. When the gametes fuse

together, the two haploid cells each contribute a single set of chromo-

somes to the fertilized egg, thereby restoring the full complement of
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chromosomes. The fertilized egg thus has two equivalent sets of chromo-

somes, and so is diploid.
 Now if this cell were simply to fuse with another,

the result would be tetraploid,
 with four sets of chromosomes. If we con-

tinued in this way, we would not have to wait long before the situation

became untenable. The usual solution in sexual species is to regenerate

more sex cells through meiosis. This type of cell division halves the num-

ber of chromosomes, to regenerate more haploid sex cells for the next

generation.

As with all types of cell division, even where the ultimate aim is to

halve the number of chromosomes, each chromosome is first replicated,

with the two new daughter chromosomes remaining joined together.

Then, in the first step of meiosis, the twin sets of duplicated chromosomes

pair up and are shuffled like a pack of cards. During this process, corre-

sponding pieces of paired duplicated chromosomes are exchanged with

each other. It is as if the top half of a red queen was grafted on to the bot-

tom half of a black queen, to produce a mixed-queen card (or the trousers

and jacket of two suits swapped around). This process is called recombina-



tion,
 and it means that the different versions of genes are rearranged in

new combinations on a chromosome in the next generation. This is why

it is possible for a child to resemble his great-grandfather even though

nobody else has done in the intervening generations. In the next step, the

pairs of chromosomes separate to produce two nuclei, which are still tech-

nically diploid. In the final step of meiosis, the daughter chromosomes of

each duplicated chromosome are separated, thus finally producing four

new haploid cells, all with different gene combinations, from the original

diploid cell. (This is a very much simplified picture but conveys the

essential concepts.)

There are, then, two cardinal features of organisms that undergo

meiosis and sexual reproduction. First, genes and chromosomes from the

two parents can be inherited in various combinations by the offspring.

Second, sexual reproduction results in organisms that alternate between

haploid and diploid states, even if one or other of these states is much

reduced in the life history.

The advantage of bringing chromosomes together from two different

parents is fairly easy to see. When the two haploid cells fuse to produce a

new organism, the two copies of every gene are derived from organisms

with differing genetic inheritance and life histories. This means that any

genetic damage or mutations are unlikely to overlap. Recombination

randomizes this allocation process in the same way that shuffling a pack
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of cards equalizes the odds of a good hand. Any mutations in a gene from

one partner will almost certainly be counterbalanced in the offspring by

an unaltered copy of the same gene from the other partner. In the un-

likely event that two bad copies of the same gene are inherited, the

offspring is eliminated by natural selection, ridding the population of

detrimental mutations in the same way as in bacteria. At an individual

level, sex is thus a more efficient mechanism than binary fission for main-

taining the integrity of the genetic instructions, without the need for

quite such heavy mortality.

The advantage of cycling between haploid and diploid states is more

enigmatic. Diploidy clearly makes sense. Diploid cells, with their two

equivalent sets of chromosomes, are analogous to the stress-resistant bac-

teria that stockpile multiple sets of identical chromosomes. The diploid

state is a trade-off between the cost of producing multiple chromosomes

and the danger of only having one copy of a gene. With two equivalent

chromosomes, DNA breaks or deletions affecting one chromosome can be

repaired using the other as a template. But the haploid state is perplexing.

It is, in principle, both avoidable and dangerous, as cells could easily cycle

between the diploid and tetraploid states (four chromosomes) with much

less risk. More perplexing still is the fact that haploid cells are not uncom-

mon in nature, and are by no means restricted to sex cells. Indeed, the

males of many species of Hymenoptera, including some wasps, bees and

ants, are entirely
 haploid — they develop from an unfertilized egg. In

contrast, the females develop from a fertilized egg, and are diploid. This

is no accident. In some circumstances, male haploidy is even maintained

by behavioural adaptations. In the honey bee, for example, 8 per cent

of newborn males are diploid, the rest being haploid. Within six hours

of emergence, the worker bees actually find and eat all of the diploid

males.

Why should this be? The answer is far from certain, but Wirt Atmar,

an eminent computer scientist with a deep personal interest in ecology

and animal behaviour, put forward a strong argument in the journal


Animal Behaviour
 in 1991. His argument seems to have been inexplicably

ignored by many molecular biologists. Perhaps too few read Animal



Behaviour.
 Atmar argued that haploid males act as 'auxiliary defect sieves',

to purge the population of genetic error by exposing latent gene defects to

selection. In other words, because genetic errors cannot be concealed in

haploid animals, any haploid males with demonstrable vigour must
 possess

a near-perfect complement of genes. In this sense, haploid males are an
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extreme version of haploid sperm. But why go the whole hog and produce

an entirely haploid male? Sperm, after all, are far from costly — a single

millilitre of semen contains 100 million of them.

According to Atmar, the answer lies in the distinction between

'housekeeping' and 'luxury' genes. Housekeeping genes are concerned

with the basic metabolism of cells, and so are active in virtually all cells,

including sperm. Luxury genes, on the other hand, code for specialized

proteins that are only produced in particular cells, such as haemoglobin

in red blood cells in mammals. Defects in haemoglobin would certainly

be detected in a haploid human — diseases like sickle-cell anaemia would

be eliminated in next to no time — but do not affect haploid sperm,

which do not need haemoglobin. Incidentally, Atmar also notes that men

are haploid for the X and Y chromosomes, whereas women are diploid for

the X chromosome. To the extent that only men suffer from genetic dis-

orders caused by mutations on the Y or X chromosome, such as haemophilia

and colour blindness, it may be that we too use a mild form of haploidy to

clean up OUT germ line
 (the inheritable DNA in sex cells). Atmar goes on to

argue that this mild form of haploidy is supplemented in most species by

the evolution of aggressive male traits and high mortality rates — only

the vigorous, dominant males survive to fertilize the females.

Let us accept, for the sake of argument, that haploid males serve as

defect niters. Seen in this light, their existence explains some unexpected

experimental data that put paid to a once popular theory of ageing — the

so called 'somatic mutation' theory (from the 'soma', meaning the body).

According to this theory, ageing is caused by the accumulation of sponta-

neous mutations in somatic DNA during the lifetime of the animal, in

•

much the same way that cancer is caused by spontaneous mutations. The

theory is easily testable If ageing is indeed caused by spontaneous muta-

tions, and having two copies of the same gene masks any errors in one

copy, then haploid animals should age more quickly than diploid ani-

mals, because they have only one copy of each gene. Further, irradiation

should speed up ageing in haploid males more than in diploid females,

because a single mutation would destroy function in a haploid animal,

but not in a diploid animal. The idea was put to the test in wasps and

found to be wanting. In fact, haploid males and diploid females live for

similar periods. Although very high doses of radiation kill male wasps

faster (as might be expected for an extreme situation not at all representa-

tive of normal ageing), low doses of irradiation do not affect their rate of

ageing.
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These results do not fulfil the predictions of the somatic mutation

theory of ageing. Clearly, spontaneous mutations alone
 are not respons-

ible for ageing in wasps. From an evolutionary point of view, perhaps this

result should have been expected. If the function of haploid males is to

eliminate defects in the germ line, then the vigorous males must
 be robust

enough to survive long enough to pass on essentially faultless DNA to the

next generation. This implies that the rate of spontaneous mutations

cannot be cripplingly high, otherwise the haploid males would be unable

to pass on anything approaching 'faultless' DNA. Most subsequent studies

have confirmed that the rate of spontaneous mutation is not sufficiently

high to be the sole cause of ageing in most individuals (although muta-

tions almost certainly contribute).

Sex cleans up the germ line by recombining DNA from different sources,

and by directing the full force of natural selection at a section of the popu-

lation — the haploid sex cells — rather than the whole population. In

humans, an average ejaculation contains several hundred million sperm,

which are subject to intense competition to fertilize the egg. Perhaps a

couple of thousand sperm eventually reach the vicinity of the egg, so

99.9999 per cent perish en route — this is natural selection on a par with

bacteria. Inherent in this idea of sex is the concept of redundancy.
 To pre-

serve an uncorrupted germ line, a redundant part of the population is

held out for selection, and only the best bits are ploughed back into the

germ line. It seems that the nagging feeling of redundancy experienced

by many men runs deep. This is not all. Redundancy is also behind the

differentiation of cells into germ-line cells and somatic cells.

At the most basic level, the function of sex cells is to pass on undam-

aged DNA to the next generation, while the function of the soma, the

body, is to be selected for vigour, not to be perpetuated itself. The origins

of this differentiation between sex cells and somatic cells stretch back to

the earliest days of sex. How the differentiation came about is unknown,

but its relationship to sex is discussed by William Clark, an immunologist

at the University of California, Los Angeles, in his book Sex and the Origins



of Death.
 Clark cites the tiny animalcule Paramecium,
 a single-celled

eukaryote living in freshwater ponds, as an example of what might have

been the first evolutionary links between differentiation (within a single

cell in this case), sex, senescence and death.


Paramecium
 reproduces both sexually and asexually. Asexual repro-

duction is achieved by budding from the mother cell. However, budding
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cannot continue indefinitely. After about 30 cell divisions, a culture

of Paramecium
 shows signs of senescence, even given perfect conditions

for growth. Their growth rate slows down, they cease to divide, and the

population dies unless reinvigorated by sex. This is quite unlike bacterial

populations, which are theoretically immortal, even if many individual

cells die. In the case of Paramecium,
 whole populations are evidently mortal.

This peculiar state of affairs is explained by the complex life cycle of


Paramecium. A
 single Paramecium
 has two nuclei, a large one called the

macronucleus and a small one called the micronucleus. The macronucleus

is in charge of the daily running of the cell, while the micronucleus wraps

its DNA tightly in proteins and shuts itself off. When a Paramecium


divides asexually, the micronucleus flickers to life briefly, replicates its

DNA and divides to provide a micronucleus for each daughter cell, then

shuts down again. At the same time, the macronucleus divides to provide

a working macronucleus for each daughter cell.

It seems that it's the macronucleus that finally gives up the ghost and

becomes senescent. Exactly what causes this senescence is uncertain.

Despite leaning towards a theory of programmed ageing (in which I think

he is wrong), Clark ascribes the demise of the macronucleus to wear and

tear — the accumulation of random genetic mutations over 30 genera-

tions. Whatever the reason for the senescence, the Paramecium
 must now

indulge in sex to reset its biological clock to zero. When two suitable cells

conjugate, the micronucleus in each one springs to life, dividing in two

by meiosis to produce two haploid micronuclei for each cell. One nucleus

from each cell is exchanged, and the newly shuffled pairs of haploid

nuclei fuse to produce one diploid micronucleus for each cell. These then

divide by mitosis to form a new diploid macronucleus for each cell. The

new micronucleus shuts down and the new macronucleus takes over

running the reinvigorated cells. The old macronucleus disintegrates in an

orderly, programmed fashion and its constituents are recycled for use by

the rejuvenated cells. Paramecium
 therefore combines the speed of repro-

duction by asexual budding with the periodic genetic cleansing of sex,

gaining benefits from each.

The disintegration of the old macronucleus echoes what must have

been a pivotal moment in evolution. For the first time, we encounter

DNA that is deliberately not
 transmitted to the next generation. Is this the

origin of the soma and of senescence? It certainly is, according to Clark:

"it is in the programmed death of the macronuclei of early eukaryotes like


Paramecium
 that our own corporeal deaths are foreshadowed." Whether
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or not this statement is strictly true (Clark associates the programmed

demise of the macronucleus with what he sees as our own programmed

demise), it is certainly true in a general sense. The body is a useful but

ultimately redundant subsidiary to the germ line — not only mortal, but

designed from the very beginning to be thrown away. The advantages are

obvious: a body enables the specialization of individual cells — a special-

ized team has every advantage over the individual amateur — and phy-

sical protection for the germ cells. But there is no need for the body to

outlast its usefulness. As the old saying goes, a chicken is just an egg's way

of making another egg; and a man is just an egg cell's way of making sure

that the next egg cell is not riddled with errors.

The throwaway body is central to the evolution of ageing — why
 we age —

though it says little about the actual mechanism of ageing. The idea is

known as the disposable soma
 theory of ageing, and was formulated by

Tom Kirkwood in the late 1970s, and later developed by Kirkwood and

the eminent geneticist Robin Holliday. Today, the theory is seen by most

researchers as the best framework for understanding ageing.

The theory draws on the distinction between the immortal germ line

and the mortal soma, or body, first postulated by the great German bio-

logist August Weismann in the 1880s. Kirkwood and Holliday considered

the dichotomy between the germ line and the soma as the outcome of a

trade-off between survival and reproduction. In essence, to be of any use,

the body must survive at least to reproductive age. Survival costs. A sub-

stantial portion of an organism's energy is needed to maintain life — to

keep body and soul together for long enough for the germ line to be prop-

agated. Most of the food we eat is burnt up to keep the body working —

the heart beating, the brain thinking, the kidneys filtering, the lungs

breathing. The same is true at a cellular level. The high rate of DNA dam-

age and mutations that we noted in Chapters 6 and 10 must be corrected

through the synthesis and incorporation of new building blocks. Molec-

ular proofreading mechanisms are needed to ensure that repaired DNA

reads correctly. Damaged proteins and lipids must be broken down and

replaced. The importance of protein turnover is illustrated by our dietary

requirement for nitrogen, in the form of amino acids, and by the con-

tinual excretion of nitrogen in the urine as urea. Urea excretion reflects

the destruction and elimination of damaged proteins. The disposable
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soma theory infers that the energy required to keep these various meta-

bolic systems going detracts from the energy available for reproduction.

The validity of the disposable soma theory hangs on the veracity

of its predictions. If survival and reproduction both require energy or

resources that are in limited supply, then there should be an optimal

balance, in which bodily maintenance is set against reproductive success.

This optimal balance would be expected to vary between species, accord-

ing to their environment, competitors, reproductive capacity, and so on.

If so, there ought to be a general relationship between the lifespan of

species and their fecundity (the potential number of offspring produced

during the reproductive period). Moreover, factors that tend to increase

lifespan should decrease fecundity, and vice versa. Are such relationships

detectable in nature?

Notwithstanding difficulties in specifying the maximum lifespan and

reproductive potential of animals in the wild, or even in zoos, the answer

is an unequivocal yes. With a few exceptions, usually explicable by partic-

ular circumstances, there is indeed a strong inverse relationship between

fecundity and maximum lifespan. Mice, for example, start breeding at

about six weeks old, produce many litters a year, and live for about three

years. Domestic cats start breeding at about one year, produce two or

three litters annually, and live for about 15 to 20 years. Herbivores usually

have one offspring a year and live for 30 or 40 years. The implication is

that high fecundity has a cost in terms of survival, and conversely, that

investing in long-term survival reduces fecundity.

Do factors that increase lifespan decrease fecundity? There are a num-

ber of indications that they do. Calorie restriction,
 for example, in which

animals are fed a balanced low-calorie diet, usually increases maximum

lifespan by 30 to 50 per cent, and lowers fecundity during the period of

dietary restriction. We shall see in Chapter 13 that the molecular basis of

this relationship is only now being worked out, even though the original

discovery was made in the 1930s. Nonetheless, the rationale in the

wild seems clear enough: if food is scarce, unrestrained breeding would

threaten the lives of parents as well as offspring. Calorie restriction simu-

lates mild starvation and increases stress-resistance in general. Animals

that survive the famine are restored to normal fecundity in times of

plenty But then, if the evolved response to famine is to put life on hold

until times of plenty, we would expect to find an inverse relationship

between fecundity and survival. Are there any other, less stressful, ex-

amples?
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In some circumstances, longevity can be selected for in the wild. One

study, carried out in the early 1990s by Steven Austad, a zoologist then

working at Harvard, examined mortality, senescence and fecundity in the

Virginia opossum, the only North American marsupial. Opossums are

claimed to be one of the most stupid animals in the world, with a ratio of

brain size to body size well below that of most mammals. They fall easy

victim to predators. Their favourite ploy is to 'play possum', or feign

death, with sadly predictable consequences. In the mountains of Virginia,

few opossums survive beyond 18 months (more than half are eaten by

predators) and those that are not eaten age rapidly. The main reason opos-

sums survive at all, and indeed proliferate, is their tremendous fecundity.

An average female produces two litters, of eight to ten offspring each, in a

single reproductive season.

Austad wondered what would happen to the lifespan and fecundity

of opossums living in an environment free from predators. One place that

fitted the bill was Sapelo Island, off the coast of Georgia, where opossums

have probably lived without much predation for 4000 to 5000 years. The

conditions provide a test case for the disposable soma theory. According

to evolutionary theory, we would expect individuals freed from predation

to age more slowly. This is because long-lived animals can have more off-

spring, and look after their offspring for longer, and so should be selected

at the expense of short-lived animals. However, there are two possible

outcomes, which give us an indication of the mechanism of ageing. If

ageing results from a simple accumulation of damage, then slowing down

the rate of damage should increase lifespan but have no effect on fertility

earlier in life. Conversely, if the cost of repair is decreased fecundity, then

we should see a different picture: longer lives should be gained at the

expense of reproductive vigour earlier in life.

In the case of the Virginia opossum, this latter was exactly the case.

Austad tagged about 70 opossums in the Virginia mountains and on

Sapelo Island, and monitored their progress through life. On the main-

land, he confirmed that the surviving opossums aged rapidly beyond 18

months, which effectively limited their reproduction to a single season.

Only 8 per cent survived into a second reproductive season, and none

into a third. Litters averaged about eight offspring. In contrast, ageing was

much slower on the island. Here, half the female opossums survived into

a second reproductive season, and 9 per cent into a third. Biochemical

estimates of the rate of ageing (measurements of collagen cross-linking in

the tail — the same changes that bring about the wrinkling of our own
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skin) suggested that island opossums age at virtually half the rate of their

mainland cousins. Critically, litter size was reduced from eight to five or

six. This litter size was sustained through the second reproductive season,

implying that the total number of offspring was not reduced, rather the


distribution
 of fertility was spread over a longer lifetime.

Similar patterns have been reported for other animals living in less

insular circumstances. For example, the lifespan and fecundity of guppies

(a South American freshwater fish, named after the Trinidad clergyman

R.J. L. Guppy, who sent the first specimen to the Natural History Museum

in London) is influenced by the rate of predation in different streams.

Heavy predation and high mortality is linked with rapid ageing and the

compression of breeding into a short lifespan. Fecundity is reduced, or

rather spread out, in longer-lived fish. The same is true of some birds. Lars

Gustafsson has reported an inverse relationship between clutch size and

lifespan in collared flycatchers in Gotland, Sweden. Again, there is a cost

to early reproductive effort — females with larger brood sizes early in life

laid smaller clutches later in life, compared with those that had smaller

early broods.

But wouldn't we expect animals to breed faster if faced with a threat

to their survival? These findings may be no more than an ecological equiv-

alent of the faster rate of bacterial replication in response to irradiation, or

our own urge to find a sexual partner in the last few minutes after a

nuclear warning. Certainly the evidence is supportive of the disposable

soma theory, but it is far from proof. Can the relationship be emulated in

the laboratory, with minimal exposure to predators or other life-shorten-

ing factors?

One classic experiment suggests that it can. In the fruit fly Drosophila,


the cost of extended life is lower fecundity, even in the laboratory. This

conclusion comes from the selective breeding experiments carried out by

Michael Rose, an evolutionary biologist at the University of California,

Irvine, and others. Rose postulated that the flies reaching sexual maturity

fastest would be the most fertile and therefore the shortest lived. Con-

versely, the slowest to mature would be the least fertile but the longest

lived. To test this idea, he maintained two populations of flies over a

number of generations. In the first population, the first-laid eggs were

collected and used for breeding the next generation. The procedure was

repeated for each successive generation. In the second population, only

the very last eggs laid were selected for breeding the next generation. Rose

found that the average lifespan of flies propagated from the last-laid eggs
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more than doubled over ten generations. The total number of eggs laid in

a lifetime was similar in both lines, but in comparison with the short-

lived population, the long-lived flies reproduced more slowly while

young, and faster later in life. Thus, even in the absence of predation or

other life-shortening factors, there is a trade-off between longevity and

fecundity, in which the price of longevity is the suppression of fecundity

earlier in life.

A trade-off between sex and death sounds, on the face of it, the worst pos-

sibility in the worst of all possible worlds. Is chastity the price of a long

life? Does this confirm Aristotle's gloomy dictum, that each act of sex has

a direct life-shortening effect? Quite the contrary, in fact. The trade-off

frees us from a tyrant: the belief that senescence is inevitable. Sex is not

tied directly to lifespan, unless we have a heart condition. The two are

linked because, as a species, the resources that our genes directed at repro-

duction, over evolutionary time, were subtracted from our investment in

maintenance. After a million years of human evolution, we have found a

stable balance; but this balance can, in principle, be shifted. The working

assumption has always been that we must make the best of limited

resources, invested over a probable lifespan in the wild. Neither of these

conditions — limited resources or probable mortality in the wild from

predation, starvation, infection and accident — is the same now as it was

for our first human ancestors.

If the disposable soma theory is correct, we can make two predic-

tions, both of which are supported by the findings outlined in this chap-

ter. First, if lifespan is set to an optimum, then that optimum can be

shifted by changing the parameters. The changes in lifespan that we have

noted took place over generations. If we wish to extend our own lives

within a single generation, we must find out the terms of the contract, in

other words the genes or biochemistry in which it is written. Second, if we

want to enjoy a life extension, we are not obliged to remain childless. The

trick applied by nature is to defer
 sexual maturation.

In the next chapters, we will examine the terms of the contract, and

whether there is anything we can do to rewrite them. First, however, it is

worth thinking about ourselves for a moment. Is there any evidence in

people that lifespan is an optimal trade-off between reproductive prowess

and longevity? There are exceptions to every rule, especially in biology.
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Are we, perhaps, the exception to this one? The question is difficult to

answer directly, as we live so long anyway. Any direct measurements

would require many decades. Even so, there are two indications that the

rule does indeed apply to us.

First, our lifespan is much longer than other primates. The fecundity

of the great apes has barely changed over evolution. The chimpanzee,

gorilla, orangutan and human female all have an inter-birth interval of

two to three years, and a similar number of offspring per female. Despite

this, humans live twice as long as a gorilla or a chimpanzee. The discrep-

ancy is simply explained: in primates, longevity has been purchased by

deferring sexual maturity, by slowing down the rate of growth to adult-

hood. Humans live twice as long as gorillas, but take a third longer to

reach sexual maturity.

In Western societies, we may be assisting this trend. Women give

birth to their first child later and later. According to the Population Refer-

ence Bureau, just 10 per cent of women in Europe now give birth to their

first child before the age of 20. In comparison, in the developing world,

some 33 per cent of mothers have their first child before the age of 20; in

West Africa the figure is around 55 per cent. Of the 15 million young

women aged 15 to 19 who give birth every year, 13 million live in less

developed countries. It is too early to say whether we are actively selecting

for longevity in Europe, but it is hard to see why we should not. I suspect

that this trend will prove more powerful than any foreseeable medical

breakthrough.

The second indication that our own lifespan is an optimal trade-off

comes from a study of genealogical records by Tom Kirkwood and Rudi

Westendorp, an epidemiologist at the University of Leiden in The Nether-

lands. Kirkwood and Westendorp reasoned that the detailed records of

births, deaths and marriages from the British aristocracy might provide

buried evidence of a trade-off between human fertility and longevity.

After making allowances for historical trends towards smaller families and

longer lives, they still found that "the longest-lived aristocrats tended, on

the average, to have had the greatest trouble with fertility". Taking the

pattern as a whole, they concluded that a predisposition to above-average

longevity is indeed linked to below-average fertility.

I am satisfied that the disposable soma theory applies to us. This is

good news, in the sense that an obsolete optimum, which has served its

purpose, can in principle be modified to a more congenial optimum with

a new purpose — to abolish the misery of old age. The disposable soma
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theory argues that the rate of ageing is dictated by the level of resources

that are committed to bodily maintenance. The question we must address

now is why
 do these resources become less efficient as we grow older? If we

can maintain ourselves perfectly well in youth, when our sexuality is at its

height, why do we then decline?

The disposable soma theory does not discriminate between com-

peting mechanistic theories of ageing, such as the programmed and

stochastic theories. For example, are we programmed to commit maxi-

mum resources to somatic maintenance until reaching sexual maturity,

and then decline after we have switched our resources to sex? Such a pro-

cess could be envisaged easily enough in terms of hormonal changes,

which in any case control development, puberty and the menopause.

Why not ageing? Or is ageing not an example of programmed develop-

ment at all, but a gradual accumulation of damage? If so, why are we not

troubled incrementally from childhood? Why do we not 'feel' as if we are

ageing until we reach middle age? We will explore these issues in the next

chapters.
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AUGUST WEI SM ANN, THE NINETEENTH-CENTURY GERMAN BIOLOGIST


who first made the distinction between the immortal germ line and


i
 the mortal body, was also the first to think about ageing from a

Darwinian perspective. Since resources are limited, said Weismann, it is

imperative that parents do not compete with their offspring. Weismann

argued that ageing was a means of ridding the population of worn-out

individuals, thereby clearing space for offspring, but not so fast as to lose

the social benefits of experience. There are also genetic advantages to

having a flux of individuals in the population. The problem is that a

genetically static population is a sitting target for pathogens and preda-

tors. In the same way, it is much easier to rob a bank if you have memor-

ized the unchanging patrols of security guards. In each generation, old

genes are remixed in new combinations and so present a shifting and

elusive target for predators and pathogens. According to Weismann and

his followers, ageing is an adaptation to reap the benefits of social

wisdom, while clearing space for new individuals and thus maintaining

the species in a state of genetic flux.

Weismann's argument is nowadays dismissed by most evolutionary

biologists as unworkable, as it places the emphasis on so-called group

selection rather than individual selection. If ageing is programmed in the

same way as, say, our embryonic development, the benefit is to the group.
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not the individual, who gains nothing from being displaced. As we saw 
i



with sex, any theory that seeks to explain the origins of a trait must do so

in terms of individual selection. On the other hand, even if group selec-

tion does not explain the origins of ageing, it remains possible that group

selection could maintain ageing once it had evolved. The idea persistently

refuses to go away, and is, in fact, the conceptual bedrock of most theories

of programmed ageing. Is there any evidence that group selection main-

tains a programme for ageing?

In the sense that animals and plants have fixed lifespans, longevity is

obviously written in the genes. This does not mean there is a formal

genetic programme, any more than a car is programmed to become obsol-

ete over 20 years. In the case of a car, the parts are designed from the

beginning to last for only so long, and the fact that they wear out simul-

taneously is no evidence of the workings of a hidden programme. An apoc-

ryphal story tells of Henry Ford looking at a junkyard filled with Model Ts.

"Is there anything
 that never goes wrong with any of these cars?" he asked.

Yes, he was told, the steering column never fails. "Then go and redesign it",

he said to his chief engineer. "If it never breaks we must be spending too

much on it."

Natural selection works in the same way. If an organ works well

enough for its deficiencies not
 to constitute an adverse selective pressure,

then natural selection has no way to improve on it. Conversely, if an organ

works better
 than required (in new circumstances), the random accumula-

tion of negative mutations over generations will gradually degrade its per-

formance to that required, at which point selection pressure will maintain

the standard. For this reason, animals that have adapted recently (in evo-

lutionary terms) to permanent darkness in a cave or at the bottom of the

ocean often have vestigial eyes that are no longer functional. Degradation

to a common denominator is alone sufficient to explain the apparently

synchronous wearing out of organ systems as we age. As John Maynard

Smith put it, "synchronous collapse does not imply a single mechanism

of senescence." i


The impression that ageing is programmed is strongest in animals that

undergo 'catastrophic' senescence. The most famous example is the Pacific

salmon, though there are several others, including mayflies, marsupial mice


(Antechinus)
 and the octopus Octopus hummelincki.
 Pacific salmon hatch
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in small freshwater streams and migrate to the sea. When mature, the

adults cover long distances to return to the stream of their birth, where

they spawn, producing huge numbers of eggs and sperm. Within a few

weeks, the adults degenerate and die, their rotting flesh augmenting local

food chains, ultimately to the benefit of their own young. These dramatic

events are brought about by hormonal changes, and benefit the group —

the offspring — rather than the parents. If this is not an example of group

selection leading to programmed ageing, as postulated by Weismann, then

it is hard to imagine what might be. The process has even been termed

'phenoptosis', or the programmed demise of the phenotype, in sonorous

contrast to apoptosis,
 or the programmed death of a cell.

The first point we should appreciate about the Pacific salmon is that

it is an exception to the rule, even among salmon. The Atlantic salmon,

for example, migrates shorter distances and is able to breed over several

seasons; it does not undergo catastrophic senescence. We would be quite

mistaken to consider the Pacific salmon a paradigm for human ageing.

Nonetheless, we cannot dismiss the idea of programmed ageing in people

unless we can explain why the Pacific salmon is different. In fact, we do

not have to look far. The critical point, once again, is sex. The Pacific

salmon, in common with mayflies, marsupial mice and O. hummelincki,


are semelparous:
 they breed only once. In iteroparous
 organisms, which

breed repeatedly, the decline is typically more gradual.

Think again about the disposable soma theory of ageing (Chapter 11,

page 228) and the trade-off between sex and survival. If an individual

breeds only once, and does not look after its offspring, then its survival

afterwards has no effect whatsoever on the genetic make-up of the next

generation. Looking at it the other way round, all the selective pressure is

squeezed into a short time window early in life, during the reproductive

period. To understand why this is important, imagine that one individual

puts more effort into breeding, perhaps because it naturally produces a lit-

tle extra testosterone or oestrogen. The heightened reproductive effort

results in more offspring, but has a cost in terms of the survival of the par-

ent. If that parent is engaged in rearing young, natural selection might

notice the difference and select against it; but in the case of the semel-

parous salmon, which has no contact with its offspring, the blind watch-

maker cares not a whit. The most fertile, shortest-lived salmon will come

to prevail in the population. Almost incidentally, an intensified rush of

reproductive hormones will be selected for before spawning, which

ensures maximum breeding success. If we measure the hormonal changes
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in the Pacific salmon, we certainly see evidence of a pattern that looks like

programmed senescence; but in fact, the hormonal changes are almost

certainly secondary to the evolutionary imperative to breed. They are not

the causal mechanism behind ageing. Thus, the catastrophic demise of

the Pacific salmon is explained by the disposable soma theory as the total

dedication of resources to sex, coupled with the complete decommission-

ing of all genes involved in longevity.

A similar argument, derivable from the disposable soma theory,

applies to iteroparous species, which breed repeatedly. Rather than a single

breeding opportunity, the important parameter in this case is the breed-

ing window, bounded by the likelihood of death. Recall that long-lived

animals breed more slowly. If they die by accident or from predation,

they will leave fewer offspring behind. Short-lived, fertile animals will

therefore predominate, and longer-lived variants will be eliminated by

natural selection. This clearly happens in species subject to predation,

such as opossums. On the other hand, if the threat of predation is lifted,

longer lives will be selected for, if only because the risk of mortality in

childbirth is lower with smaller litter sizes. Species that have a naturally

low mortality in the wild would be expected to live longer because they

are not penalized for their slow reproduction. This is true of opossums liv-

ing on islands, and seems to be true of birds, bats, tortoises, social insects

and humans. All live long lives because all are sheltered from predation,

by virtue of aerial flight, hard shells, social organization or intelligence.

Longer lives can also be selected for if the parents affect the survival

of their offspring. If, by bringing up our children, we increase the likeli-

hood of their survival, then genes for longevity will be selected for. This is

not a gift from the fairy godmother, a reward for altruistic spirit; it is

simply the opposite of the Pacific salmon's catastrophic demise. Given a

population of individuals with a normal scatter of longevity genes, then the

parents that live the longest will, on balance, offer more support to their

children. These children will have a better chance of surviving childhood.

They will, of course, inherit the same longevity genes, so their own chil-

dren will reap the same benefits. Eventually, a long-lived population will

be selected for (as long as 'accidental' death is held at bay for long

enough).

As Tom Kirkwood and Steven Austad have argued, the power of this

effect is exemplified by the existence of the menopause. For older women,

the balance between sex and survival adjusts itself towards survival. Older

women have more to offer, in biological terms, by bringing up children
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than they do by having more children. The risk of childbirth is danger-

ously high for older women, whereas their prolonged survival benefits

existing children or grandchildren; hence the menopause. The same can-

not be said of men, who do not give birth or go through the menopause,

and generally die earlier. Over evolutionary time, the prolonged survival

of fathers has been less important, and they have less to lose from father-

ing more children.

In all the cases we have examined, the advantages of a long or a short

life always accrue to the individual. We have come full circle. This view is

exactly the opposite of Weismann's theory, with which we opened this

chapter. Weismann argued that ageing is somehow programmed into

individuals, an enforced act of altruism for the good of the species. In fact,

even catastrophic ageing is explained far more believably by the dispos-

able soma theory, in terms of selfish individual selection. If faced with a

necessarily short lifespan, individuals pass on more of their genes if they

breed quickly. The effort to breed undermines the capacity for survival, as

both properties draw on resources from the same pot. The lifespan and

the rate of breeding therefore find an optimal trade-off that fits the time-

window available. If the time-window is less pressing, then longer lives

are selected for, especially in cases where the parents help to rear their off-

spring.

In all of these cases, the genetic balance resets itself through selec-

tion. There is no need for a programme for ageing and no evidence that

one exists. Even without a programme, however, these changes are clearly

encoded in the genes. Thankfully, people do not senescence catastrophic-

ally after sex; a small nap is enough. If ageing is in the genes, but is not

programmed, what does happen?

Ironically, the difficulty with Weismann's Darwinian argument is implicit

in Darwin's own theory of natural selection. Survival of the fittest presup-

poses death of the weakest. When set against a backdrop of high mortal-

ity, selection pressure falls quickly with time. If our average life expectancy

was 20 years, and our reproductive cycle was completed within this time,

then there would be little selective pressure to extend life beyond 20. This

argument was first put forward by J. B. S. Haldane and Peter Medawar in

the 1940s and 1950s, and later developed by the American evolutionary

biologist George C. Williams as the antagonistic pleiotropy
 theory of ageing
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(pleiotropy is from the Greek for 'many effects', of which some are oppos-

ing, or antagonistic).

The example of low selection pressure originally cited by Haldane in

1942 is still perhaps the most eloquent: Huntington's disease. The hall-

marks of this cruel genetic disorder are a relentlessly progressive chorea

(loss of motor control causing repetitive, jerking movements) combined

with dementia. Typically starting with mild twitches and stumbling in early

middle age, the disease eventually strips away the ability to walk, talk,

think and reason. Historically, the lurching madness was mistaken for pos-

session by witchcraft, and many victims were burnt at the stake, including

some of the notorious Salem witches in 1693. Despite its severity, Hunt-

ington's disease remains among the most common genetic disorders,

afflicting one in 15000 people worldwide. In some areas, such as the

villages lining the shores of Lake Maracaibo in Venezuela, the prevalence

is as high as 40 per cent. In these villages, all the cases are thought to be

descended from Maria Conception, who had 20 children early in the

nineteenth century. She is said to have had 16000 descendants (so far).

Huntington's disease is caused by a single, dominant gene. Domin-

ance means that only one copy of the gene is needed to cause the disease,

unlike most genetic diseases, which are 'recessive'; that means they only

occur when the person carries two copies of the 'bad' gene. As we saw in

Chapter 11, in diploids, the negative effects of a 'bad' gene from one par-

ent are often suppressed by a functional copy of the gene from the other

parent. A number of such recessive traits are maintained in the popula-

tion by hidden benefits. For example, the defective haemoglobin gene

responsible for sickle-cell anaemia also protects against malaria, and has

been maintained at a high frequency in regions where malaria is endemic,

such as West Africa. Each year, hundreds of thousands of children die

from sickle-cell anaemia, but the carriers, who have a single bad copy of

the gene, rarely suffer from serious anaemia. They benefit by having an

almost complete protection against malaria and its consequences. The

frequency of the gene for sickle-cell anaemia is therefore determined by

the balance of risks and benefits. Q.
 B. S. Haldane, incidentally, was the

first to suggest that there might be a link between sickle-cell anaemia and

malaria.)

The same cannot be true of Huntington's disease, where every carrier

succumbs to the disease. The difference here, as Haldane pointed out, is

the average age of onset — 35 to 40 years. For most of the history of

mankind, most people simply did not live to that age. The selection pres-
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sure to remove the Huntington mutation from the population has there-

fore been weak. Imagine, in contrast, the fate of any variant of the gene

that caused this disease at the age of 10 — it would be eliminated from the

population, as those possessing it would not have children.

In this light, ageing could be seen as the result of the accumulation of

deleterious late-acting mutations over many generations, not within an

individual lifetime. Each individual inherits the late-acting mutational

baggage of previous generations. Ageing is thus a kind of 'rubbish bin' of

bad genes. The idea of antagonistic pleiotropy is a development of this

concept. The problem with the rubbish-bin theory is that there is no

selective force causing negative late-acting mutations to accumulate:

there is no selective force that favours degeneration, other than the

general tendency towards wear and tear. George C. Williams put forward

one positive reason why genes with a detrimental effect might be selected

for in evolution. He pointed out that many genes have more than one

effect: they are pleiotropic. In the same way, we saw that vitamin C is

involved in multiple cellular processes. Similarly, a gene might have some

beneficial effects, but we can easily envisage that these benefits might be

opposed, or antagonized, by other, detrimental, effects. In the case of

vitamin C, we saw that its beneficial antioxidant properties are counter-

balanced, in some circumstances, by potentially dangerous pro-oxidant

properties. The theory of antagonistic pleiotropy posits that when genes

have both 'good' and 'bad' effects, the outcome is an optimal trade-off

between the good and the bad.

The theory of antagonistic pleiotropy assumes that rather than being

merely a rubbish bin of late-acting mutations, individual genes involved

in ageing would have beneficial actions early in life and detrimental

actions later. If the benefits outweigh the disadvantages, then the gene

will be selected for by evolution. As Medawar put it, "Even a relatively

small advantage conferred early in the life of an individual may outweigh

a catastrophic disadvantage withheld until later." Let us stay with Hunting-

ton's disease. A number of studies have suggested, tantalizingly, that the

mutations in the Huntington's gene do in fact confer a competitive

advantage in youth, although the mechanism is unknown. People with

the gene for Huntington's disease, who go on to develop the disease in

middle age, tend to have more interest in sex than the rest of us. Studies

in Wales, Canada and Australia concur that fertility is enhanced in people

who go on to develop Huntington's disease, compared with either their

unaffected siblings or the general population. The slightness of this effect
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barely 1 per cent — emphasizes the stark conclusion that tiny benefits

in youth can outweigh dreadful afflictions later in life, but only if the net

result is to leave behind more children.

For many years, the theory of antagonistic pleiotropy dominated the field

of ageing, and it is still one of the most prominent theories. There is cer-

tainly some truth in it. The theory is not at odds with the disposable soma

theory — both are trade-offs, in which an individual's genetic resources

are concentrated on reproductive prowess in youth at the expense of

health later in life. However, the similarities between the two theories

have often led one to be seen as a special case of the other. This is far from

the truth.

The disposable soma theory argues that there is a trade-off between

reproductive success and bodily maintenance. To live for longer, we must

invest more in maintenance and less in fertility. This is essentially a life

choice, a resetting of our resource allocation, over which the individual

can, in principle, have an influence. In contrast, the theory of antagon-

istic pleiotropy argues that the trade-off is between the effects of early and

late-acting genes, which, on balance, favour early vigour against later

decline. The trade-off probably involves hundreds, possibly even thou-

sands of genes. This is a critical difference. If senescence is the rubbish bin

of hundreds or thousands of deleterious late effects, then there is very

little we can do about it. To change our maximum lifespan would require

altering our entire genetic make-up, at an unknown cost to our health in

youth. For this reason, the theory of antagonistic pleiotropy has had a

baleful effect on biology. Essentially, it argues that everything that can go

wrong will go wrong. Bad genes cause disease, so we will inevitably

become mired in disease in old age.

Is this really true? Is it not possible to die of old age, free from disease?

Most people would think so, even if it only happens rarely. The 'oldest

old', the centenarians, often die of muscle wastage rather than any partic-

ular disease. The implication is that there is indeed a distinction between

ageing and age-related disease caused by late-acting genes. Perhaps the

disposable soma theory can account for ageing in general, whereas the

theory of antagonistic pleiotropy explains our susceptibility to age-related

disease with a genetic basis? Perhaps. We will return to this possibility in

Chapter 14.
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The idea that ageing is more tractable than implied by the theory of

antagonistic pleiotropy is supported by the flexibility of longevity in the

wild. If a change in longevity requires the coordinated mutation of hun-

dreds or even thousands of genes with late-acting effects, then any change

should take place over prolonged periods. We have seen that opossums

can double their lifespan in less than 5000 years — a blink of an eye in

evolutionary time. Humans have doubled the lifespan of higher primates

in a few million years, while the primates themselves quickly evolved

long lifespans by the standards of other mammals. In the laboratory, we

can double the lifespan of 
Drosophila

 in ten generations. The rapidity of

such changes suggests that lifespan can be modulated by selecting only a

handful of genes.

This hope has been confirmed by recent research. A number of genes,

so-called 
gerontogenes,

 have now been discovered, whose effects can dou-

ble or even triple the lifespan of simple animals like nematode worms. At

first sight, these genes have bemusingly diverse effects, but as we have

learned more we have come to see that they are linked by a common

factor — oxygen.

The first life-extending mutation was reported in 1988 by David Friedman

and Tom Johnson, then at the University of California, Irvine. The mutated

gene, known as 
age

 -1,
 doubled the maximum lifespan of the tiny (1 mm)

nematode worm 
Caenorhabditis elegans,

 from 22 to 46 days. The mutant

nematodes seemed normal in every other respect, except that their fer-

tility was reduced by 75 per cent. In 1993, a mutation in a related nema-

tode gene called 
daf

 -2,
 was discovered by Cynthia Kenyon and her team

at the University of California, San Francisco, which nearly tripled the

maximum lifespan of C. 
elegans,

 to 60 days — the equivalent of humans

living for nearly 300 years. It transpired that both genes had the power to

arrest the development of C. 
elegans,

 diverting it into a long-lived, stress-

resistant form known as a 'dauer' larva (from the German 
dauem,

 mean-

ing enduring).

In all, more than 30 genes are known to influence dauer formation.1


1 Other genes influence longevity in
 C. elegans,
 such as the
 clock
 genes, but do not affect dauer
 formation. They tend to have relatively small effects, in the order of 30 to 60 per cent



extensions of lifespan. The
 clock
 gene products are thought to lower the metabolic rate,
 suppressing mitochondrial function, and may contribute to the effects of restriction of the



intake of calories in nematodes.
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Dauer larvae normally form in response to extreme environmental con-

ditions: in particular, food shortage and overcrowding. The larvae wait

out the hard times in a state of dormancy. They store nutrients, freeing

them from the need to eat, and develop a thick cuticle, which helps to

protect them against environmental insults. When conditions improve,

the worms emerge from the dauer state and resume life where they left

off. The time spent as a dauer larva has no effect on their subsequent life-

span as an adult. If a worm had ten days left to live before its dauer inter-

lude, it will survive for ten days afterwards. In this sense, dauer larvae are

non-ageing, though in fact they rarely revive after about 70 days of slum-

ber. The larvae have two characteristics that might account for their

longevity: low metabolism and increased stress-resistance. In particular,

dauer larvae are resistant to oxidative stress induced by hydrogen per-

oxide or high oxygen levels.

Mutations in the genes that control the formation of dauer larvae

sometimes cause the larvae to form inappropriately, despite perfect

environmental conditions. In other cases, the worms are unable to enter

the dauer state, even in extreme conditions. But the most exciting and

significant finding is that the effect on longevity can be dissociated from

dauer formation. Given appropriate conditions, mutations in age-1
 and


daf-2
 can double the lifespan of normal adult worms, without any require-

ment to enter the dauer state. Curiously, one of the conditions required is

the correct function of a third gene, called daf-16.
 If daf-16
 is mutated so

that it does not work properly, lifespan cannot be increased by mutations

in age-1
 and daf-2.
 The implication is that age-1
 and daf-2
 normally reduce longevity by inhibiting daf-16.


Regardless of the exact mechanism, one point is clear: all these

genes interact in a regulated manner, designed to be modulated according

to circumstances. As Cynthia Kenyon put it in Nature,
 "longevity of

the dauer results from a regulated lifespan extension mechanism that

can be uncoupled from other aspects of dauer formation, daf-2
 and


daf-16
 provide entry points into understanding how lifespan can be

extended."

What do these genes actually do? The answer to this question begins

to make sense of many of the results discussed in this chapter and the

last. In the late 1990s, Heidi Tissenbaum, Gary Ruvkun and their team at

Harvard cloned the genes for age-1, daf-2
 and daf-16
 successively, in an

impressive blaze of productivity. The genes code for proteins that control

the response of cells to hormones. Each of the genes encodes a link in a
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chain of signals. The sequence is as follows. A hormone binds to its recep-

tor on the cell membrane, which is coded by daf-2.
 This receptor activates

an adjoining enzyme, coded by age-L
 When activated by the receptor, the

enzyme amplifies the message by catalysing the production of a large

number of 'second7 messengers, as if it were setting free a host of molecu-

lar gossips. The second messengers migrate to the nucleus, where their

whispering can either activate or deactivate transcription factors (proteins

that bind to DNA, controlling the activity of genes). One of the most

important of these transcription factors is coded by daf-16.
 By binding

to DNA, the daf-16
 transcription factor coordinates the cell's response to

the hormonal message, selecting a particular set of genes for trans-

cription.

Such a relay is known as signal transduction. The details of these

relays are learnt, somewhat resentfully, by all students of biochemistry

and cell biology. Signal transduction pathways are the standard cellular

communication system, allowing amplification of the original message

and elimination of 'noise'. Describing one of these relays is a little like

explaining how a telegraph network operates. The really interesting ques-

tion, in both cases, is not how
 the message is transmitted, but rather what

the content is.

The answer lies hidden in the detailed sequences of the genes them-

selves. Even though these genes are from the lowly nematode worm, they

share sequence similarities with the equivalent genes in other species. As

we saw in Chapter 8,
 sequence similarities normally imply not only inherit-

ance from a common ancestor, but also a conservation of purpose. In the

case of the age
 and daf
 genes, the gene sequences betray a deep evolution-

ary kinship that links nematode worms to flies, mice and men. All these

species have genes with strikingly similar sequences to those in the nema-

tode worm. In each case, the genes code for the components of a signal-

ling pathway. The signal comes from a small group of hormones — the

insulin family.

Insulin belongs to a group of related hormones, all of which have pro-

found effects on cellular metabolism. The exact function of each hor-

mone varies from species to species, but in broad terms insulin and its

cousins control the triangle of nutrition, reproduction and longevity.

Insulin induces a shift in metabolism towards growth. When insulin is
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present, glucose is taken up rapidly by all cells in the body and stored as

the carbohydrate glycogen. Protein and fat synthesis is stimulated, lead-

ing to a gain in weight. Breakdown of glycogen and proteins for energy is

inhibited. As glucose is used up, blood glucose levels fall. The actions of

insulin are countered by the hormone glucagon, which restores blood

glucose levels to normal. In a developmental sense, insulin is a signal of

plenty. Glucose means that food is abundant. Insulin passes on the mes-

sage: now
 is a good moment to grow, complete development, reproduce!

Seize the day!

If this message is repeated insistently enough, because glucose is

plentiful in the diet, for example, the clarion call is taken up by other hor-

mones of the insulin family, which act over longer periods. High blood

glucose stimulates the production of growth hormone, which in turn elicits

the production of insulin-like growth factors
 (IGFs). These are structurally

and functionally similar to insulin, but with even more potent effects.

The IGFs stimulate the synthesis of new proteins, promoting cell growth,

multiplication and differentiation. Critically, the IGFs also modulate the

actions of sex hormones, influencing puberty, menstrual cycles, ovu-

lation, implantation and foetal growth. Mutation of the gene for IGF-I

leads to retarded development of the primary sex organs.

Here, if anywhere, is the switch between reproduction and longevity,

which underpins the disposable soma theory of ageing. In the presence of

plentiful food, insulin and the IGFs are produced. The organism gears up

for sexual maturation and reproduction, throwing longevity to the wind.

There is a moment of choice, controlled by a genetic switch: sex or long

life. In nematodes, this switch looks very much like the transcription

factor encoded by daf-16.


If the switch is indeed the daf-16 protein, then long life works like

this. Persistently low blood glucose keeps insulin and IGF levels low. The

receptors in the cell membrane that would normally pass on the message

stand idle. The gossiping second messengers fall silent. These messengers

would normally block the action of daf-16, but in their absence daf-16

springs to life and coordinates the transcription of a number of specific

genes. The products of these genes confer longevity on nematode worms,

enabling them to wait out the lean times. Daf-16 is also activated when

the daf-2
 gene — coding for the insulin receptor in the membrane — is

mutated. In this case, the insulin signals are not passed on. Daf-16 again

springs to life and the organism behaves as if there was no insulin: it

becomes resistant
 to the presence of insulin.
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Mutation of daf-2
 thus confers insulin-resistance on worms. Interest-

ingly, the same effect can be achieved by sensory deprivation.2 If a nema-

tode thinks there is no food available, it produces less insulin and survives

for longer, even if food is in reality abundant — and even if the nematode

actually eats it. In the worm, then, longevity can be decoupled from

metabolism through the power of thought (or at least the power of delu-

sion).

These effects of insulin and IGFs on longevity are consistent in both


Drosophila
 and mice, so it seems that similar signals control ageing in

worms, insects and mammals. In 2001, David Clancy, David Gems, Linda

Partridge and their team at University College, London, described in the

journal Nature
 a mutant strain of Drosophila
 which had the same defects

in the insulin signalling system as the daf-2
 mutant nematodes. The result

was a 50 per cent increase in maximum lifespan and, again, enhanced

resistance to stress. Curiously, the long-lived mutant flies were dwarfs.

Gems drew comparison with dwarf mice, which are also long-lived and

stress resistant, and almost certainly deficient in IGF-I. There is some evi-

dence that stature influences longevity in people too. Population studies

show that small, wiry men — the human equivalent of dwarf mice — live

on average five to ten years longer than taller, heavier men. The Napoleon

complex, it seems, goes beyond abrasiveness into hardiness and longev-

ity. All the more reason not to pick a fight.

Insulin-resistance confers longevity! This is an irony that typifies the

swings and roundabouts of science. In people, resistance to insulin and

the IGFs is not at all beneficial. The outcome is type 2 diabetes and meta-

bolic disarray. In the Western world, this form of diabetes is approaching

epidemic status, and is probably the biggest health problem associated

with the Western lifestyle. Far from living longer, people with type 2

diabetes are at high risk of heart attacks, stroke, blindness, renal failure,

gangrene and limb amputation. Average lifespan is at least ten years

shorter than the general population.

Such a disappointing reversal has led many researchers to dismiss the

relevance of nematode research to human ageing. I think they are wrong.


2 C.
 
elegans

 senses its surroundings through cilia located in sensory organs in the head and
 tail. Work from Cynthia Kenyon's lab shows that mutants with defective cilia have



impaired sensory perception — and live longer.
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A question mark must inevitably hang over the relevance of animal data

to human conditions. Of course people are more complicated than nema-

todes: we should expect layers of complexity to be superimposed over the

relative simplicity of tiny worms. Yet there are good grounds for thinking

that similar processes are at work, even though the effects are very

different.

To see the parallels between worms and men, we must step back from

the small print and look at the terms of the contract in a general sense.

Insulin-resistance is clearly important in humans and affects both life-

span and fertility. Susceptibility to type 2 diabetes has a genetic basis. The

sheer number of people who are susceptible to the disease implies that the

susceptibility genes were positively selected for in our recent evolutionary

past. This idea is sustained by the startlingly high incidence of diabetes

among certain races, notably the Micronesian islanders of Nauru in the

Pacific and the native American Pima. The case of Nauru is vivid and well

known. A remote Pacific atoll, with a population of about 5000 Micro-

nesians, its rich phosphate reserves attracted American mining companies

during the 1940s. As the islanders grew wealthy, their diet and lifestyle

was Coca Colonized: nearly all their food was imported and they now live

on a typically high-energy, Westernized diet. The frequency of obesity and

type 2 diabetes, which had been virtually nonexistent, started to reach

epidemic proportions in the 1950s. By the late 1980s, half the adult popu-

lation had diabetes. The problem was not simply one of overeating: the

incidence of diabetes is far higher among Micronesians, Polynesians,

native Americans and Australian aboriginals than it is among Caucasians,

given a similar diet and lifestyle. The Indians are said to have a 'thrifty'

genotype. They are genetically geared to hoard energy during times of

plenty, and they use these big energy reserves to help them survive

extended bouts of starvation or hardship (this is true for all of us to some

extent, but is far less marked in agricultural societies, where food has been

relatively plentiful for thousands of years). In the case of the Micronesians

and Polynesians, the thrifty genotype might have helped them survive

their long ocean voyages. Unfortunately, the thrifty genetic make-up is

utterly counterproductive when the times of plenty are sustained

continuously.

Resistance to insulin is one of the central features of the thrifty geno-

type. Insulin normally stimulates the uptake of glucose from the blood-

stream, and its conversion into glycogen, proteins and fats in readiness

for mighty reproductive endeavours. In times of hardship, however, the
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body strives to maintain blood glucose at normal levels, lest the brain —

which relies on glucose for all its energy — shut down and we lose con-

sciousness. If hardship is the norm, with only occasional punctuations of

plenty, then insulin-resistance helps to maintain blood glucose at normal

levels by blocking its uptake in organs that can subsist on other fuels. As

glucose availability inside individual cells falls, the metabolic rate is sup-

pressed, preventing unnecessary energy expenditure. Insulin-resistance is

not total. There are some aspects of insulin function that are unaffected or

even strengthened. In particular, fats are still stored away. The process is

not pathological: it is a carefully orchestrated response to likely circum-

stances. Taken together, the changes prepare the body for times of

scarcity and are similar to those that take place in nematodes before they

enter the dauer larva stage of their life cycle.

Insulin-resistance in people almost certainly has other effects that are

similar to those noted in nematodes, especially increases in stress-

resistance and long-term survival. In countries where poor nutrition is

widespread, babies are often born with a low birth weight. As in all

species, runts are more likely to die than bigger, stronger babies. When

almost all babies are born with low birth weight, however, those most

likely to survive are insulin-resistant. As in nematodes, insulin-resistance

confers general stress-resistance. Children who are genetically insulin-

resistant are thus more likely to survive into adulthood, and to pass on

their genes for insulin-resistance. This only becomes a problem when a

high-carbohydrate diet is imposed on a thrifty genotype.

Resistance to insulin persuades the body that food is scarce, that we

are starving, even when we are obviously not — the equivalent of sensor)

deprivation in nematodes. The switch is the same, if grievously mis-

guided, in both cases: towards longevity and away from reproduction.

When plentiful food is superimposed over a thrifty genotype, blood glu-

cose levels can only be controlled by producing more and more insulin.

In the end, pushed past its limit for many years, the pancreas begins to

fail. Less insulin is produced. Low insulin secretion, combined with

insulin-resistance, means that blood glucose levels can no longer be con-

trolled. Loss of glucose control marks the onset of type 2 diabetes. All the

terrible afflictions of the disease are secondary to this failure to control

blood levels of glucose and lipids.

Type 2 diabetes is less common in populations of European ancestry

than in peoples whose immediate ancestors were hunter-gatherers.

Presumably the ancestors of Europeans somehow escaped the most severe
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selection pressure for the thrifty genotype. This seems to be so. The

reasons are not entirely clear, but may be linked to the origins of farming,

and especially of drinking milk. Milk is rich in lactose, a valuable source of

glucose. Lactose is broken down to release glucose by an enzyme called

lactase. Lactase is present in all breast-feeding babies, but is often lost later

in life. Loss of the enzyme accounts for lactose intolerance — the reason

many people cannot digest cheese or other milk products. Most European

and Asian peoples adapted long ago to drinking milk throughout their

lives — cattle, for example, were common throughout Europe and Asia —

but others, notably the native Americans and the Pacific Islanders, never

herded milk cattle, and remained predominantly lactose intolerant. They

were therefore denied the most plentiful source of sugar in a farming

community. Whether lactose tolerance signalled the demise of the thrifty

genotype in Europeans is unknown, but the fact is that all populations

with lactose tolerance have a low susceptibility to diabetes. Conversely, all

populations that are lactose intolerant are highly susceptible to diabetes.

There is nothing special about lactose. It is simply that when high

blood sugar levels become the norm, natural selection penalizes the

thrifty genotype. This is happening today on Nauru. The diet and lifestyle

of the islanders have not changed since the 1980s when the incidence of

diabetes was at a high point, yet even so the incidence of diabetes is

falling. Underlying this fall, genetic insulin-resistance — the thrifty geno-

type — is today present in only 9 per cent of young adults, a fall of two

thirds since the late 1980s. The decline in diabetes illustrates natural

selection in operation. It happened because mortality exceeded fertility in

people with diabetes.

In conclusion then, diabetes, rather than longevity, is the outcome of

insulin-resistance in present-day conditions because we are not starving.

The underlying mechanism offsetting reproduction against longevity is

conserved, however, in nematodes and humans. Insulin presses a genetic

switch, which makes organisms gear up for reproduction. In this light, the

fact that many people with diabetes have problems with fertility makes

more sense — diabetes is a forlorn attempt to survive by postponing

reproduction. Insulin-resistance causes the organism to store away food

and prepare to survive the coming period of abstinence. The adaptations

for survival include stress-resistance and the suppression of metabolism at

the level of individual cells — in other words, a redistribution of energy

towards dormancy and weight gain, as in nematode worms. Unlike nema-

tode worms, which pass out in a dauer state, we just keep on eating.
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Nonetheless, both the studies of human diabetes and the genetic findings

in nematodes point us to the central importance of metabolism and

stress-resistance in ageing. Here we tie in with 70 years of empirical

research from a completely different direction: oxygen and the rate of

living. In the next chapter, we shall see why a fast metabolism, coupled

with a low stress-resistance, shortens life, while a slow metabolism, coupled

with a high stress-resistance, has the reverse effect. We will also look into

the possibilities of combining a fast metabolism with a high stress-

resistance.




C H A P T E R T H I R T E E N

Gender Bender



The Rate of Living and the Need for Sexes



THE DISTINGUISHED JOHNS HOPKINS UNIVERSITY BIOLOGIST


Raymond Pearl cast a long shadow over biology from the early years

of the twentieth century. An unusually tall, overbearingly arrogant

and brilliant man. Pearl dominated his peers, publishing over 700

academic papers and 17 books, to say nothing of newspaper articles.

Although one of the founding fathers of biometry (the application of

statistics to biology and medicine), he is now chiefly remembered for the

theory of ageing that he named the 'rate-of-living' theory in a book pub-

lished in 1928. The observations underpinning his ideas related to the

effect of temperature on the fruit fly Drosophila.
 The higher the tempera-

ture, the shorter the flies' lifetimes. The relationship between temperature

and lifespan was similar to that between temperature and the rate of a

chemical reaction, implying that the biochemical reactions sustaining life

speed up at higher temperatures. Raising the temperature from 18°C to

23°C halved the lifespan of Drosophila,
 but doubled their metabolic rate,

so that they consumed twice as much oxygen in an hour. Pearl also noted

that the short lifespan of a mutant strain of Drosophila,
 the shaker mutant

(which moves relentlessly), was related to its high metabolic rate. His con-

clusion was intuitively appealing: live fast, die young. He encapsulated

his ideas in an article in 1927 for the Baltimore Sun,
 headlined "Why Lazy

People Live the Longest".
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Acceptance of Pearl's theory gained momentum from the empirical



notion that animals have a fixed quota of heartbeats. If we measure the



heart rate of a mouse and multiply it by the lifespan, we get a number that



is similar for most other mammals, whether horse, cow, cat, dog or



guinea-pig. The same is true if we measure the total volume of blood



pumped, the quantity of glucose burnt, or the weight of protein synthe-



sized, over a lifetime. Each of these parameters relates to the metabolic



rate, which is quantified as the oxygen consumption per hour. Smaller



animals generally have faster metabolic rates, to maintain their body



temperature. If we compare the metabolic rates and maximum lifespans



of different animals, the relationship is striking. A horse has a maximum



lifespan of about 35 years and a basal metabolic rate of about 0.2 litres of



oxygen per kilogram per hour. Over a lifetime, it consumes around 6 0 0 0 0



litres of oxygen per kilogram. In contrast, a squirrel lives for a maximum



of seven years, and its basal metabolic rate is five times faster: about 1 litre



of oxygen per kilogram per hour. In its lifetime, it too consumes around



6 0 0 0 0 litres of oxygen per kilogram. The correlation holds surprisingly



well for most mammals. The 'constant' is known as the
 lifetime energy



potential.



At first, the lifetime energy potential was thought of in terms of the



rate of chemical reactions. Later, a connection was made between the rate



of metabolism and the rate of free-radical production. The reasoning is as



follows. A small proportion of the oxygen consumed in cellular metabo-



lism (a few per cent) leaks out of the mitochondria in the form of super-



oxide radicals (see Chapter 6). Over a lifetime, such continuous leakage



should account for a substantial production of superoxide radicals — per-



haps as much as 2 0 0 0 litres per kilogram. If a fixed proportion of respired



oxygen escapes as free radicals, then the faster the oxygen consumption,



the faster these radicals will be produced. In principle, therefore, a small



animal that lives fast and dies young should have a high rate of free-



radical production. This seems to be generally true. Across a spectrum of



mammals, there is a strong inverse relationship between the rate of free



radical production and the lifespan — the more free radicals, the shorter



the life.1



1 I am including molecules such as hydrogen peroxide under the general umbrella of free



radicals, even though, strictly speaking, they are not (see Chapter 6).



254 - GENDER BENDER


The possibility that free radicals might play an important role in ageing

was first suggested in 1956 by Denham Harman, then a young chemist at

Berkeley. Harman had spent seven years at Shell Oil, working on the

chemical properties of free radicals, before taking a course in biology at

Stanford. He soon realized that the same reactions might underlie the

process of ageing. The terms in which he summarized his argument in

1956 were a model of clarity, and can still be used today:


Ageing and the degenerative diseases associated with it are attributed basic-



ally to the deleterious side attacks of free radicals on cell constituents and



on the connective tissues. The free radicals probably arise largely through



reactions involving molecular oxygen catalysed in the cell by oxidative



enzymes and in the connective tissues by traces of metals such as iron, cobalt,



and manganese.


The damage caused by free radicals to cell membranes, proteins and DNA

has been measured with growing refinement over half a century. There is

no question that free radicals are produced, or that they cause damage

proportional to their rate of production. The problem with the free-

radical theory, from the very beginning, was that correlations say nothing

about causality. More free radicals are produced in species that age

rapidly, but this could mean that free radicals cause ageing, or that they

are a product of ageing, or even that they are a co-variable with no direct

link to ageing. The best way of proving a causal relationship is to modu-

late it, for example by extending lifespan using antioxidants. Early experi-

ments by Harman suggested that antioxidants could slow down ageing in

mice, but these findings were not supported by later work.2 As we saw in

Chapter 9, there is still no evidence that antioxidant supplements increase

maximum lifespan. Instead, a balanced diet probably corrects for vitamin

deficiencies that might otherwise cut short our lives. Such failures have

led many to dismiss the importance of free radicals.

There is a more general difficulty with the rate-of-living theory: it

does not apply universally, even among warm-blooded vertebrates. That

is why I had to limit my remarks 'to most mammals'. Birds and bats are at

low risk of predation, as they can fly away; and they have evolved life-


2 The mice in Harman's control group (which did not receive extra antioxidants) did not



live as long as they should have done. One possible explanation is that the control mice



died early because their standard diet was deficient in antioxidants, and Harman simply



corrected for this. In fact this is quite likely because we are still uncertain about the
 
optimal




diet for most animals, either in the wild or in captivity.
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spans out of all proportion to their metabolic rate. Bats live as long as

20 years, despite a basal metabolic rate equivalent to that of mice, which

live for three or four years at most. Pigeons have a basal metabolic rate

similar to rats, but live for 35 years, nearly ten times longer than the poor

rat The most extreme examples are the hummingbirds, which have heart

rates of 300 to 1000 beats per minute and must visit thousands of flowers

a day just to stave off coma. They 'should' survive for no more than a year

or two, but can actually live for ten years or more, consuming 500000

litres of oxygen per kilogram in this time. In general, if we multiply the

oxygen consumption of birds by their longevity, we can calculate that

their exposure to oxygen free radicals ought to be ten times that of short-

lived mammals such as rats, and more than double that of humans. The

fact that birds have evolved long lifespans, despite such high meta-

bolic rates, is often cited as the death-knell of the rate-of-living theory.

However, this is to interpret the theory rather rigidly, as if all living

things really were granted a fixed number of heartbeats. In fact, the

exceptions only go to prove the rule — or at least a slightly modified

version of it.

Birds are an ideal test case for the hypothesis that it is the rate of free-

radical production, rather than some other facet of metabolism, that is

linked to longevity. If lifespan is linked to metabolism in a general sense,

then we would expect free-radical production to vary with metabolic rate

in all cases, as indeed it does in most mammals. On the other hand, if free

radicals are responsible for ageing, the fact that birds consume so much

oxygen can only mean that they have a very efficient mechanism for

cutting down free-radical production. Put another way, if the free-radical

theory is correct, birds must produce fewer free radicals than mammals,

even though they consume far more oxygen.

Gustavo Barja, a biologist at the Complutense University in Madrid,

s pent most of the 1990s examining this question, steadily refining his

measurements of hydrogen peroxide released from the mitochondria of

birds and mammals, and the amount of damage done to mitochondrial

and nuclear DNA. He found that isolated pigeon mitochondria consumed

three times as much oxygen as rat mitochondria isolated from the equiva-

lent tissues. Despite such high oxygen consumption, pigeon mitochon-

dria produced only one third as much hydrogen peroxide under the same

conditions. Barja concluded that the proportion of oxygen converted into

free radicals in pigeons is nearly 10 per cent that of rats, corresponding to
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the nearly tenfold longer lifespan of pigeons. He went on to obtain analo-

gous data from mice, canaries and parakeets; not yet formal proof, per-

haps, but if not, an uncanny coincidence (Figure 11).

Why are bird mitochondria so efficient? Presumably, flight must have

imposed a powerful selection pressure for energetic efficiency, regardless

of lifespan — the power-to-weight ratio required for flight demands an

efficient energy metabolism. The mammals have lagged far behind. Barja

found that bird mitochondria are more oxygen-tight: relatively few free

radicals leak from the mitochondria, and a correspondingly greater pro-

portion of respired oxygen is converted into water. As a result, birds

actually need fewer antioxidants to mop up the few escaping radicals.

This explains one long-standing puzzle: the poor relationship between

the antioxidant content and the lifespan of birds and mammals. The

assumption that birds should need more antioxidants to live longer is

falsified because they leak fewer free radicals in the first place. From an

anthropocentric point of view, this is a blow: it is a much tougher propo-

sition to redesign our genetically leaky mitochondria than it is to add

more of the right antioxidant. Nonetheless, there are grounds for hope.

Even if the example of the birds does not apply to us, Barja's findings do


The Rate of Living and the Need for Sexes • 257


corroborate the theory that free radicals limit lifespan. If we cannot emu-

late the birds, what can we do about free radicals?

We have seen that it is possible to extend the lifespan of nematode

worms. We do not need to select for mitochondrial efficiency over gen-

erations: only a handful of master genes, such as daf-16,
 need to be

activated, daf-16
 almost certainly controls the expression of a large

number of subsidiary genes. Most of these have yet to be identified, but

stress-resistance is a good pointer. Unable to wait for the systematic

identification of all the genes controlled by daf-16,
 a few researchers have

leapt in to measure changes in the expression of known stress proteins —

like the police checking up on the whereabouts of known criminals before

investigating the scene of the crime. We might predict, for example, that

more SOD (superoxide dismutase) would be made in stress-resistant

nematodes. True enough: in 1999, a Japanese team reported that long-

lived mutant nematodes have dramatically more mitochondrial SOD (see

Chapter 10) than normal adults. Mutations in daf-16
 blocked this rise,

implying that the gene for mitochondrial SOD is indeed among those

regulated by daf-16.
 Similarly, in 2001, a team at Manchester University

reported that in stress-resistant nematodes metallothionein (another

stress protein, also discussed in Chapter 10) reached seven times the

normal levels.

There are good grounds for thinking that stepping up resistance to

oxidative stress is a common means of slowing ageing in all animals,

although the effects may be less pronounced than in worms. I shall

outline three pieces of interlinked evidence that I
 find convincing: first,

the effects of SOD and catalase; second, the effect of DNA-repair enzymes;

and third, the apparent mechanism of calorie restriction.

In 1994, William Orr and Rajinder Sohal, at the Southern Methodist

University in Dallas, reported in Science
 the first direct evidence that

increased levels of antioxidants could slow down the rate of ageing. Orr

and Sohal genetically engineered Drosophila
 so that they produced extra

cytosolic SOD (see Chapter 10) and catalase. The genetically engineered

(transgenic) flies lived up to a third longer than normal ones. Of particu-

lar importance, neither enzyme by itself had any effect on lifespan — the

two work together and their production needs to be coordinated. When

produced together, the extension in both mean and maximum lifespan
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was linked with a greater resistance to ionizing radiation, and less oxida-

tive damage to DNA and proteins. The transgenic flies were also more

active in old age, equating to a 30 per cent increase in their lifetime

energy potential (equivalent to a greater number of heartbeats). The effect

of increasing SOD and catalase levels is therefore not simply a matter of

decreasing the rate of living: the transgenic flies lived at the same rate as

normal flies, but for longer. More recent studies have achieved lifespan

extensions of 50 per cent, using improved genetic engineering tech-

niques.3

The requirement for SOD and catalase to work together hints at the

importance of antioxidant networking; and of course SOD and catalase

do not work in isolation. Stress-resistance is the product of many fac-

tors, including efficient protein turnover and DNA repair — our second

example.

The importance of DNA repair in people is highlighted by a distress-

ing example where it is defective — Werner's syndrome. This rare genetic

disorder causes people to age at an accelerated rate. Their hair goes white

and they suffer from various symptoms of premature ageing, including

cataracts, muscle atrophy, bone loss, diabetes, atherosclerosis and cancer.

Those afflicted usually die of age-related diseases such as heart disease and

cancer by their early 40s. In the struggle to understand this intractable

syndrome, scientists had hoped to learn something about the ageing

process in general, and so help everyone; but, in fact, the spectrum of

ailments is not really representative of normal ageing, and in the end

frustrated researchers dismissed Werner's syndrome as a 'caricature of

ageing'. Then came a big step forward: in 1997, the gene responsible for

the syndrome was isolated. It encodes an unusual dual-function enzyme:

one enzymatic function unwinds the DNA double helix (a helicase action),

while the other excises and replaces any erroneous letters (an exonuclease

action). The protein thus repairs errors in DNA caused by replication,

recombination or spontaneous mutations — many of which are produced

by oxygen free radicals.

Most people suffering from Werner's syndrome appear to have a


3 In all these studies the
 cytosolic
 form of SOD was overproduced, rather than the rnitochon- •



drial form. This might be an important distinction. Mitochondrial SOD can protect both



the inside of the mitochondria and the surounding cytosol from superoxide radicals, as



most superoxide radicals escape from the mitochondria. In contrast, cytosolic SOD can only



provide partial protection to the cytoplasm. To the best of my knowledge, transgenic



Drosophila,
 engineered to overproduce mitochondrial SOD
 ami
 catalase, have not yet been
 produced. I would be surprised if they did not have even longer life extensions.
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mutation in the helicase part of the enzyme and cannot repair damaged

DNA properly. Among other things, this mutation increases vulnerability

to ultraviolet radiation, which damages DNA. Such vulnerability is the

opposite of stress-resistant organisms, which are able to withstand high

levels of ultraviolet radiation. We might predict, then, that DNA-repair

enzymes should be among those whose manufacture is increased in long-

lived mutant organisms, such as daf-2
 mutant nematodes. Although this

has not been formally demonstrated, we do know that stress-resistance

and longevity are associated with better DNA repair. If cells from animals

with varying maximal lifespans are cultured, and then exposed to ultra-

violet rays or other types of stress (such as hydrogen peroxide), we can

measure the amount of DNA repair taking place. Such studies have gener-

ally shown a positive correlation between the maximum lifespan of

animals and their ability to repair DNA.

These two examples suggest that lifespan is modulated by stress-

resistance. Stress-resistance, in turn, is mediated (at least in part) by

changes in the levels of stress proteins such as SOD, catalase, metallo-

thionein and DNA-repair enzymes. The master-switch role of daf-16


shows that the expression of these genes is coordinated in simple animals.

My third example, calorie restriction, suggests that, even in complex

animals, the stress response can be coordinated by a relatively simple

switch. The profile of the response itself, however, is not always analo-

gous to that in simple organisms.

We are only just beginning to unravel the mechanisms through which

calorie restriction (see Chapter 11, page 229) extends lifespan. The

mechanism certainly involves the number of calories, rather than a reduc-

tion in any particular source of calories, such as fats or carbohydrates. In

general, calorie-restricted diets cut the overall intake of calories by about

30-40 per cent, while maintaining a balanced diet in other respects. It is

therefore not the same as malnutrition or starvation (which for most

people would involve a calorie restriction of between 50 and 60 per cent).

Ever since the effects of calorie restriction were first noticed in the

1930s, researchers have interpreted them in terms of the rate-of-living

theory — eating less lowers the metabolic rate and oxygen consumption.

In this light, calorie restriction has always seemed inherently futile, even

though lifespan can be extended by 30 to 50 per cent in virtually all

animals: who wants 50 per cent more life if the price we must pay is not

just serious dieting, but also 50 per cent less energy? Even a couch potato
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might prefer to live fast and die young. Yet calorie restriction is turning

out to be far more interesting than anyone had imagined. For a start, it

does not necessarily reduce metabolic rate at all. When measured in terms

of the metabolic rate per kilogram of lean
 weight, oxygen consumption

may actually increase. Calorie restriction can therefore increase the life-

time energy potential — we get more heartbeats. For male rats, this

increase is in the order of 50 per cent. The effects of calorie restriction are




前言3



mediated by concerted changes in gene expression. The benefits are well

worth queuing for. In all animals studied so far, calorie restriction delays

ageing, not just the timing of death. This is true for more than 80 per cent

of the 300 indices of ageing tested in rodents, including physical activity,

behaviour, learning, immune responsiveness, enzyme activity, gene

expression, hormonal action, protein synthesis and glucose tolerance.

The net effect of calorie restriction is to increase stress-resistance.

Blood glucose levels fall, and this in turn lowers insulin levels. Metabo-

lism is switched away from sex and towards bodily maintenance. Resist-

ance to oxidative stress increases, especially in tissues where damage is

normally highest, such as the brain, heart and skeletal muscle. Exactly


how
 this effect is achieved is, curiously, an open question. Consistent

changes in antioxidant enzymes are yet to be reported. We might predict

that a spectrum of stress-related genes would be activated, including those

for SOD, catalase, metallothionein and the DNA-repair enzymes, but this

is not consistently the case.4 One is tempted to say 'who cares', if the ben-

efits apply to us; but again, we are not certain if they do. Any direct trial

would take decades to complete.

In 1987, the National Institute of Ageing in Baltimore, Maryland and

the Wisconsin Regional Primate Research Center in Madison, began two

trials in primates — 200 rhesus and squirrel monkeys. In April 2001, the

Wisconsin team, headed by Richard Weindruch, published an interim

report on the effects of calorie restriction on gene expression, and thus

the types and levels of proteins synthesized, in rhesus monkeys. To meas-

ure the effects, they determined which out of a selected sample of 7000

genes were switched on and which were switched off in the calorie-


4 Although calorie restriction does not produce an ongoing stress response in rats,



calorie-restricted rats are better able to mount a stress response to heat shock (where the



animal is subjected briefly to a higher temperature than normal) than are normal ageing



rats. In other words, in normal ageing, the ongoing stress response to mitochondrial



leakage blunts the acute response to sudden stresses (such as heat shock), whereas calorie



restriction reins back the chronic stress response and so sharpens the response to sudden



stresses.
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restricted monkeys and in a parallel group of fully fed monkeys of the

same age. Their findings were surprising and intriguing. Although stress-

resistance was increased in the calorie-restricted group, as expected, there

was hardly any difference in the level of production of stress proteins in

fully fed ageing monkeys, compared with middle-aged monkeys sub-

jected to calorie restriction. Instead, calorie restriction had three big

effects. First, it strengthened the internal structure of cells, more than

doubling the rate of synthesis of almost all structural proteins. Second, it

lowered the synthesis of proteins that promote inflammation, such as

tumour necrosis factor (TNF-a) and the enzyme nitric oxide synthase.

Third, it lowered the expression of genes responsible for oxygen respira-

tion, in particular cytochrome 
c

 (to 1/23 of normal!). This last effect is

consistent with a reduction in the metabolic rate — live slow, die old.5

Far from gearing up to combat stress, the shifts in gene expression

in calorie-restricted monkeys almost seem to skirt the issue. If anything,

the expression of stress proteins goes down rather than up. A possible

explanation is as follows. We already live twice as long as the chimp-

anzees, which in turn live longer than rhesus monkeys. The mechanism

underpinning our extra years is likely to be better stress-resistance. As we

shall see in the next chapter, age-related diseases also produce a stress

response, which draws on many of the same gene products. For example,

ageing rhesus monkeys increase the synthesis of at least 18 stress proteins,

including metallothionein and various DNA-repair enzymes. Unless

calorie restriction is started very early in life, it is hard to see how the

imposition of one stress response over another could extend our lives

much further. Instead, in rhesus monkeys at least, the changes in gene

expression brought about by calorie restriction in middle-age seem

designed to lower the level of metabolic stress imposed on the system. In

other words the important parameter is not stress-resistance per se,
 but the

degree of stress on the system. This can be lowered by improving stress-

resistance, or by lowering the level of stress imposed.


5 There is another intriguing possibility here. Release of cytochrome
 c
 from mitochondria
 initiates apoptosis, or programmed ceil death. It is conceivable that lower levels of cytochrome
 c
 in cells might cut the number of cells that undergo apoptosis in ageing organs.



Function would then be maintained for longer. This is pure speculation, but I daresay



Richard Weindruch will be looking into the possibility.
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It is time to pause and take stock. The disposable soma theory argues that

longevity is a trade-off between the resources committed to reproduction

and those committed to bodily maintenance. We maintain our bodies in

two ways — by preventing damage from happening in the first place, and

by repairing any damage actually done. The amount of damage prevented

depends, in large part, on the intrinsic rates of production and elimina-

tion of free radicals. The amount of damage repaired depends on the

rate of turnover of DNA, membranes and proteins, in which damaged

molecules are replaced new for old. The repair work can only be per-

formed efficiently if the machinery is not itself damaged. Free radicals

are undiscriminating, and damage the repair machinery, and the DNA

encoding it, as easily as anything else. In the end, then, poor prevention

leads to poor repair.

The rate of ageing is determined by the level of resources committed

to prevention and repair. These resources are programmed genetically,

but their deployment is influenced by environmental factors, such as the

availability of food or the likelihood of sex. The switch between sex and

longevity is conserved in nematodes, Drosophila,
 rats and humans, but

the genetic response to the switch varies. In nematodes, longevity is

apparently achieved by increasing production of stress proteins; in rhesus

monkeys, by suppressing oxygen metabolism, and so metabolic rate.

Given the parsimony of natural selection, the response elicited is always

likely to be the most cost-effective, and so will depend on the level of

stress-resistance already built into the system. Nematodes have low levels

of a small number of different stress proteins, and so can easily up their

levels. Rhesus monkeys, on the other hand, have much higher levels of

numerous different stress proteins. Rather than having to make more of

all of these, it is less costly to suppress metabolism instead. Regardless of

the actual mechanism, the outcome in every case is to reduce the stress on

the system, which enables animals to weather out the hard times and

breed again when conditions improve. Thus, stress can be avoided either

through the countering action of stress proteins, or by lowering the rate

of respiration and the intensity of inflammation. Either way, the secret of

a long life is low metabolic stress.

Similar mechanisms appear to have underpinned the evolution of

longevity in species freed from predation and starvation. Lifespan reflects

the rate of accumulation of damage, which varies with the metabolic rate,

the production and elimination of free radicals, and the capacity for

repair. Seen in this light, metabolic rate might even have been a factor in
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the evolution of gigantism, discussed in Chapter 5.
 Larger size permits a

lower metabolic rate, hence a longer lifespan. In modern species, high

oxygen levels reduce lifespan; in Carboniferous times, then, it is conceiv-

able that greater size might have been a means of dealing with high

atmospheric oxygen by lowering the metabolic rate. Be that as it may, the

consistent factors underpinning lifespan extension in all cases are

efficient prevention and repair of damage caused by free radicals. We can

reasonably conclude that oxygen free radicals are a primary cause of

ageing, and that ageing can be slowed down, in principle, by altering the

expression of genes responsible for bodily maintenance.

If ageing really is caused by free radicals, we need to answer two difficult

questions. First, how is ageing apparently deferred until after sexual

maturation, a period, for us, of three decades or more? Second, how do

some cells, such as bacteria, cancer cells and sex cells, avoid ageing?

Indeed, it is not just single cells that avoid ageing: some animals, such as



Hydra

 (a small, tentacled, freshwater relative of the sea anemone) appear

to escape ageing altogether. They live in shallow, oxygenated waters and

show no signs of senescence. How do they contrive to avoid the damag-

ing effects of free radicals?

The first question — how is ageing deferred — can be answered by

thinking about the peculiar nature of the mitochondria, and the way in

which they operate in the cell. Recall that mitochondria were once free-

living bacteria, which eventually evolved into the organelles responsible

for oxygen metabolism in plants and animals alike. We saw in Chapter 8

that mitochondria have retained vestiges of their independent past, in

particular their own DNA and their ancestral way of dividing, simply

splitting in two by binary fission: an asexual process. Mitochondria are

therefore asexual genetic systems that replicate themselves within a sexu-

ally reproducing organism. Their own DNA is critical to their function. If

their DNA is damaged, mitochondria cannot work: it is impossible to

build a mitochondrion from nuclear genes alone. Thus, all oxygen-

breathing animals are totally dependent on the integrity of mitochondrial

DNA. If damaged mitochondria are passed on to the next generation, the

offspring will be compromised or die.

The mitochondrial theory of ageing was first proposed by Denham

Harman, author of the free-radical theory, as a refinement of his original
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theory. His ideas were later developed by Jaime Miquel, at the Institute

of Neurosciences in Alicante, Spain, and others. Essentially, the idea is as

follows. Free radicals are formed continuously in the immediate vicinity

of mitochondrial DNA. Mitochondrial DNA is naked — it is not coated

in proteins — and so is exposed to attack. Even worse, repair of mito-

chondrial DNA is said to be rudimentary. As a result, errors accumulate

quickly. Because mitochondria very rarely indulge in 'sex' by fusing

together, these errors cannot be cleansed by recombination and so they

persist. The persistence of mutations is confirmed by the rapid mutation

rate of mitochondrial DNA, compared with nuclear DNA, over evolution-

ary time.6 We are left in an odd situation, in which the most toxic com-

partment of the cell shelters the most vulnerable DNA. A vicious circle

develops. Mutated mitochondrial genes direct the production of faulty

respiratory proteins, which leak more free radicals, causing more DNA

damage. The spiralling descent seems to lead inexorably to ageing and

death. Indeed, it is astonishing that we survive as long as we do.

In 1988, Christoph Richter, Jeen-Woo Park and Bruce Ames, at

Berkeley, measured the amount of damage to mitochondrial DNA com-

pared with nuclear DNA (which is, of course, cordoned off behind its own

membranes and wrapped in proteins, at a safe distance from the mito-

chondria). Their findings seemed to provide good support for the mito-

chondrial theory of ageing: the apparent load of oxidative damage to

mitochondrial DNA was nearly 20 times that of nuclear DNA. During the

1990s, several research teams attempted to replicate these early results.

Extrapolated from some 20 papers, the scatter of results almost defies

belief. According to Bruce Ames and Kenneth Beckman, in a refreshingly

honest reappraisal published in 1999 (it is always good to see scientists

rising above their own theories) the range of estimates of oxidative

damage spans more than 60000-fold! There is no suggestion that anyone

is fabricating data — it is simply that even the most sophisticated modern


6 Mitochondrial DNA evolves over thousands of years, but is not recombined through sex.



Thus, there is no 'mixing' of mitochondrial genes. If a Turkish woman marries a native



American,
 
all

 children born to them will have pure Turkish mitochondrial DNA. Because of
 the rate of evolution, races that diverged from each other thousands of years ago can be distinguished from each other through their mitochondrial DNA. whereas those within a



group, all of whom inherited their mitochondrial DNA down the maternal line, share simi-



lar mitochondrial DNA. This is the basis of 'mitochondrial Eve', the mythical mother of



mankind who passed her mitochondrial DNA to all those living on the planet today.



According to Bryan Sykes, a specialist in mitochondrial DNA at Oxford, and author of
 
The





Seven Daughters of Eve,

 all modern Europeans are descended from seven mythical women,
 representatives of seven different tribes who migrated into Europe at different times.
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techniques generate copious artefactual errors. Ames and Beckman con-

cluded:

In summary, despite considerable popularity and intuitive merit, the theory

that mitochondrial DNA is more heavily damaged by oxidative damage than

nuclear DNA does not stand on firm ground. Due to the variation between

competing methods of analyzing oxidative damage, it must be concluded

that the background level of oxidative damage of mitochondrial DNA is not

yet known with certainty; nor, for that matter, does there exist a firm esti-

mate of oxidative damage in nuclear DNA with which to compare it.

Do these messy experimental shenanigans signal the demise of the mito-

chondrial theory of ageing? In its original form, probably. There are a

number of biological objections too. For example, even though there are

fewer, larger, less-efficient mitochondria in ageing tissues, they are in

some sort of working order: there are few signs of the catastrophic damage

predicted by the mitochondrial theory of ageing. In relation to this,

seriously damaged mitochondria ought to destabilize cells and set off the

cell-suicide programme — apoptosis. But examination of ageing organs

suggests that apoptosis does not take place on the scale predicted by the

mitochondrial theory. So how do the leaky mitochondria maintain their

integrity? Well, they have multiple copies of their genes, which are kept

in functional clusters to ensure they have at least one working copy of

each gene. Then, it seems, mitochondria are better at repairing their DNA

than was once thought: an enzyme responsible for correcting oxidative

damage to mitochondrial DNA was isolated in 1997. Mitochondria can

also tolerate a large number of mutations — they apparently have a mech-

anism for editing erroneous RNA to make workable proteins. Finally, an

evolutionary thought: if mitochondrial DNA is really so vulnerable, why

did it persist there — why was it not all transferred to the nucleus?

Genetic studies suggest that there is no physical reason why it should not

have done, so there must be some benefit to DNA remaining in the mito-

chondria.7 In sum, these considerations suggest that the mitochondrial

theory, as originally stated, is biologically naive.


7 One possibility put forward by John Allen (who we shall meet later in the chapter) is that



mitochondrial genes allow a rapid response to sudden changes in oxygen level, nutrient



supply or the presence of respiratory poisons. The energy status of the cell is so critical thatcells need to respond swiftly and appropriately to sudden change. Having to rely on bureau-cratic nuclear genes to do this is like waiting on the government to make decisions about



the disposition of troops on the ground in a war. Mitochondrial DNA is thus a kind of front-
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And y e t . . . there is too strong a link between metabolism and ageing,

across all species, to dismiss the mitochondrial theory out of hand. Mito-

chondrial DNA sequences certainly change relatively rapidly (over gener-

ations), which implies that their DNA does suffer more mutations than

nuclear DNA. In addition, mitochondria from ageing tissues are unques-

tionably damaged to some extent, even if not catastrophically so. A more

subtle version of the mitochondrial theory must be true. I favour a model

put forward by Tom Kirkwood, working this time with the German bio-

chemist Axel Kowald, and known as the MARS model (Mitochondria,

Aberrant proteins. Radicals, Scavengers). The idea typifies Kirkwood's

contribution to ageing research. Trained originally as a mathematician,

he took a step back from the details of competing theories, and consid-

ered the broader network of interactions within cells. In particular, Kirk-

wood and Kowald asked what would happen to protein turnover if

mitochondrial function declined only slightly. They made three assump-

tions: first that free radicals would escape from the mitochondria to

damage other cellular components, such as the protein-synthesis appara-

tus; second, that prevention and repair is never 100 per cent efficient; and

third, that mildly damaged, albeit functional, mitochondria produce less

energy than their undamaged cousins, ultimately causing a cellular energy

deficit (in other words, the cell cannot produce as much energy as it

needs).

Kirkwood and Kowald built these three assumptions into a computer

model, to see how well they could simulate the pace of the changes that

occur during ageing. The detailed equations presented in their 1996 paper

are enough to make most biochemists tear their hair, but their conclu-

sions make good intuitive sense. A very slight mismatch between the rate

of free-radical production and the ability of the cell to repair that damage,

coupled with a growing energy deficit, leads to an insidious decline in

mitochondrial function. The decline unfolds over many decades, until

finally a threshold is crossed. At this point, the mitochondria probably

resemble those isolated from old tissues. The emphasis now shifts from

the mitochondria to the protein-synthesizing machinery. In a relatively


line rapid reaction unit, enabling the sensitive local control of critical gene expression andrespiratory function. Mitochondrial DNA might be called 'altruistic', in that it serves the



greater good; but in reality cells and organisms have a selective advantage if they retain



DNA in their mitochondria, and so will survive better than cells that eliminate their 'altru-



istic' DNA. This reminds us that the 'selective unit' is always the organism (even if the



organism is a single cell) and not individual genes
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short space of time, compared with the overall process, the cell's ability to

maintain its biochemical equilibrium collapses. Once the equilibrium is

lost, it is only a matter of time before the cell dies. This process matches

both the timescale and the acceleration of ageing observed in real life.

Critically, at no time does the model system actively lower the per-

formance of its maintenance systems. The cell's resources were, in fact,

insufficient from the beginning, and this allowed the gradual undermin-

ing of its integrity.

Although simultaneous equations inevitably simplify the real cell, I

agree with Kirkwood and Kowald's conclusion that the model provides a

plausible framework for understanding the process of ageing. It distin-

guishes between what is theoretically possible and what is improbable. In

the absence of convincing experimental data, they seem to be barking up

the right tree. If they are, then there is a big implication. Mitochondrial

respiration will eventually undermine the integrity of cells. The speed at

which this happens depends on the ability of cells to protect themselves,

but no cell is 100 per cent efficient, so all creatures containing mitochon-

dria should die. This returns us to the second difficult question: how do

some cells, and even some simple animals, avoid ageing?

When August Weismann first distinguished between the mortal body and

the immortal germ line at the end of the nineteenth century, he made a

remarkable prediction: that all somatic (body) cells would have a finite

lifespan. For much of the twentieth century, Weismann's prediction

remained controversial. The debate was put on a more empirical footing

in 196S by the American biologist Leonard Hayflick, who finally proved

that human fibroblasts (connective tissue cells involved in wound heal-

ing, and easily grown in culture) can divide no more than 50 to 70 times

before succumbing to 'replicative senescence' and dying. Thus, unlike

bacteria, fibroblasts cannot be cultured indefinitely: in the end, the entire

population dies out, apparently of old age. The potential number of

divisions that a single cell can make before dying (or more precisely, the

number of population doublings) became known as the Hayflick limit.

Different cell types have different Hayflick limits, but we now know that

essentially all somatic cells senesce and finally die.

There are intriguing variations on this theme. Fibroblasts taken from

short-lived species, such as mice, have a lower Hayflick limit than fibro-
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blasts from long-lived species, such as humans (about 15 cell divisions

compared with 70). This relationship is robust across all species tested.

The Hayflick limit also varies with the age of the donor. If fibroblasts are

cultured from an old donor, they divide fewer times before senescing and

dying than those taken from a young individual. Presumably, they had

already used up some part of their limit while dividing in the body, and so

had fewer divisions left to them. Cells taken from people with Werner's

syndrome, which causes accelerated ageing, also quickly curl up and die.

The implication is startling: cells can count. When they have counted up

to their limit, they die. The limit is encoded in the genes. Genetic diseases

in which ageing is accelerated have a lower limit.

Cancer cells are an exception. They behave more like bacteria. Cancer

cells somehow get around the Hayflick limit and continue to multiply

indefinitely. The most famous example is the tumour of the unfortunate

black American Henrietta Lacks, who died of cervical cancer in Baltimore

in 1951. Doctors took a sample of her tumour in the 1940s, and cultured

the cells to see what kind of a tumour it was. The cells, known as HeLa

cells, were so vigorous that they are still being grown in research centres

across the world 60 years later. They show no signs of senescence.

In total, they now weigh more than 400 times Henrietta's own body

weight.

The story of the Hayflick limit came to a head in 1990, when Cal

Harley, founder of the Californian biotechnology company Geron Corpo-

ration, made a connection between the ability of cells to count and the

length of their telomeres
 — the 'tips' at the ends of individual chromo-

somes. Telomeres are often said to resemble the ends of a shoelace — their

purpose is to prevent 'fraying'; in other words, to preserve the integrity of

the chromosome. They are also said to be the secret of eternal life. They

are not, as we shall see.

Telomeres are a characteristic biological fudge: they are needed

because our DNA replication machinery was inherited from bacterial

ancestors with circular chromosomes, whereas those of all eukaryotes are

linear. Because of the way the biochemical machinery for replicating DNA

works, it is impossible to replicate the extreme ends of a linear DNA

molecule. As a result, the chromosome gets shorter each time it is copied.

The solution? A fudge. Evolution cannot whip new DNA-replicating

machinery out of a hat, just like that, but it is easy enough to add a bit of

extra non-coding DNA to each end of the chromosome, to which the

enzymes can bind at the beginning and end of replication. The loss of this
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extra DNA does not matter, at least until its loss is complete: then the

chromosomes start to fray and the cell can divide no longer.

These extra caps of non-coding DNA, then, are the telomeres. What

Cal Harley showed was that they get steadily shorter in human fibroblasts

growing in culture. Each time a cell divides it must replicate its DNA, so a

little bit of telomere is lost with every cell division. Human fibroblasts lose

all their telomeres after a maximum of about 70 cell divisions. Thus, the

shortening telomeres function as a biological clock, which sets a limit on

the number of times a cell can divide. This limit is determined by the

original length of the telomere and the rate at which it is used up — but

in general, the longer it was at the beginning, the more cell divisions are

possible.

How do cancer cells escape? It seems they make use of an enzyme,

called telomerase,
 which regenerates the telomeres, so that their length

is not perpetually truncated. Telomerase is thought to be present in all

cancer cells. These cells do not magic the enzyme out of thin air. The gene

is present in all our cells, but is normally switched off. In our bodies, it is

usually used only by stem cells,
 unspecialized cells that can divide and

differentiate to produce new tissues, and by sex cells, whose raison d'etre
 is

reproduction. In 1997, scientists at Geron succeeded in cloning part of

the gene for telomerase. When they introduced it into cultured human

somatic cells, along with a promoter gene to make sure that the trans-

fected telomerase was active, the new gene made the cells essentially

immortal. The cell population was able to continue dividing indefinitely,

but did not behave like cancer cells, which tend to form clumps similar to

tumours, even in a petri dish. The findings were published in Science
 in

1998 and generated huge excitement — here was the secret of eternal

youth! The product of a single gene could overcome ageing, or at least

replicative senescence, in somatic cells.

The excitement over telomerase echoes the long human quest for immor-

tality. Gilgamesh would have been enraptured. The gene-centric molecu-

lar biologists who advocate programmed ageing were triumphant. If our

lifespan is set by the length of a piece of DNA, then the specific length

must have been 'programmed' in some way to ensure that our lives are

the right length, presumably for the good of the species. Evolutionary

biologists took a different view. As we saw in the last chapter, if selection

pressure falls with age, then there can be no unfolding programme for

ageing. If this is the case, the telomeres must have a different significance.


270 • G E N D E R B E N D E R


Their apparent control of senescence in cell culture must be an artefact

that is irrelevant to their role in the body.

These diametrically opposed interpretations of a central fact, which

is not itself in dispute — that telomerase confers immortality on cells

grown in culture — shows the importance of theory in science. Facts

mean little in isolation unless they can be interpreted within the wider

framework of a theory; and it is usually those needling little facts, which

resist interpretation by any theory, that bring dogmas crashing down. In

the case of telomerase, however, there is no need for a radical reinterpre-

tation. Telomerase is necessary, but not in itself sufficient, for cells with

straight chromosomes to go on replicating themselves indefinitely. It is

almost irrelevant to the ageing of our bodies.

Many cells in the adult body do not divide, and therefore do not lose

telomere length. They do not need telomerase because they do not have a


problem with shrinking telomeres. The brain, heart, major arteries and

the 'skeletal' muscles that enable us to move are composed largely of

specialized cells that have a job to do, that do not divide and are not easily

replaced. A centenarian's brain has nerve cells (neurons) that are 100

years old. Even though we do not understand the workings of the con-

scious mind, it clearly resides, in one sense or another, in the great net-

work of connections formed between neurons throughout our lives. With

the 100 billion neurons we start out with, we make some 200 million

million connections. It is hard to imagine how this fantastic web of

connections could be replicated by replacing old neurons with new ones,

which would have to reproduce the exact spatial connections of their

defunct predecessors. If they failed, our minds would change, our memor-

ies would be wiped or transfigured. Some songbirds that sing a new song

each year are thought to replace certain neurons: something similar

would surely be true for us. We might live forever, but unless we wrote it

down we'd never know. The problem, then, is that the evolved structure

of the human body is simply not compatible with eternal life, unless we

can find a way of replacing worn-out neurons — and here we enter the

realms of science fiction.

Ceils that do divide regularly, such as stem cells and the cells that

give rise to sperm, have active telomerase. They have no problem with

shrinking telomeres either. Even circulating immune cells, which do not

express telomerase when quiescent, reactivate it when stimulated to pro-

liferate by bacteria. In other words, if our immune cells need to undergo

many rounds of cell division, they have all the telomeres they need. All
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that remains are certain epithelial cell types, such as kidney cells and liver

cells, and fibroblasts, which do divide in the body, but only when needed.

These cells do not produce telomerase and potentially face the Hayflick

limit, but it is questionable whether they ever reach it. Fibroblasts taken

from elderly donors can usually still divide between 20 and 50 times

before becoming senescent and dying: clearly they never reached their

limit in the body. If they have no telomerase, it is because they do not

need it.

A few other miscellaneous facts confirm the same story. There is a

poor correlation between telomere length and the maximum lifespan of

different species. Mice have far longer telomeres than humans, even

though we live 25 times longer. Different species of mice, all with the

same maximum lifespan, have very different telomere lengths. Remark-

ably, 'knock-out' mice lacking the gene for telomerase have normal life-

spans until the third generation, when they do show signs of accelerated

ageing, the significance of which is uncertain. Finally, the number of cell

doublings needed to make a body does not relate to the subsequent rate of

ageing. The cells of an elephant must divide many more times to produce

an elephant than must those of a mouse to produce a mouse; yet

elephants live far longer. In short, it seems fair to say that, for all the

hullabaloo, telomerase does not hold the secret of eternal life. Without

the enzyme, eternal cell replication is not possible in eukaryotes, due to a

glitch in the DNA-replication machinery passed down by evolution.

Telomerase thus facilitates cell division in the same way that a light

switch facilitates lighting a room: it is technically helpful, but just as the

light switch is not the source of the light, telomerase is not the spring of

everlasting life. So why is telomerase switched off in epithelial cells? Some

argue that a limit on the possible number of cell replications might

protect against cancer, but this seems unlikely. The Hayflick limit is too

high to be relevant: it is equivalent to the Chinese government decreeing

that, to safeguard against population growth, it will impose a limit of 70

children per couple. The Hayflick limit is just as irrelevant to preventing

cancer. The most likely answer is that, like most genes in most cells of the

body, telomerase is switched off simply because it is not needed.

How is it possible, then, that normal cells can be transformed into immor-

tal cells, just by adding the gene for telomerase? How do mitochondria fit

into this story? I had my first inkling of this a few years ago, when I

started growing kidney tubule cells in culture, and wasted weeks in the
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lab. I had taken a few lessons from people growing other sorts of cell, and

had applied their methods to my own problem. Each time, my culture

plates became overgrown with spidery looking cells, which I assumed

were fibroblasts. Fibroblasts do very well in cell culture, and even a trifling

contamination can lead to them taking over the plate. I threw away my

fibroblasts and started again, more conscious this time of good technique.

The same thing happened again and again. Finally I went to see a fibro-

blast specialist, who looked at my plates and laughed — "They're not

fibroblasts", he said, "I don't know what they are, but they're absolutely

not fibroblasts. They're probably your kidney cells!"

I was shocked. I had spent hours looking at kidney sections down the

microscope, and I knew what tubule cells looked like: prolific brush

borders, providing a massive surface area for reabsorbing solutes, and

thousands of mitochondria, packed together like a Roman phalanx. My

cultured cells had no brush border, and I could see no more than a hand-

ful of mitochondria. There was nothing for it but to turn to the textbooks

and the original papers. I was in for another shock. My sad cells were

exactly what kidney tubule cells were supposed to look like in culture! I

had been planning experiments to see how vulnerable the cells would be

to oxygen, and whether they could be protected by antioxidants, but

now, after reading the small print, I
 realized that cultured kidney tubule

cells do not require oxygen at all: they live quite happily by anaerobic

respiration. In fact, the only way to get them to breathe oxygen is to

deprive them of glucose in the culture medium, and to catch them in the

act of growing, before they have completely covered the dish. I aban-

doned my experiments as irrelevant to real kidneys, chastened but a little

wiser.

This pattern is characteristic of cells grown in culture: they don't

need much energy, so they don't have many mitochondria. In fact, this is

true not just of cells grown in culture, but of any cells that have a low

energy expenditure. Perhaps surprisingly, these include actively dividing

cells, such as stem cells and cancer cells: their energy requirement is much

lower than that required for specialized metabolic work. Just think of the

brain: it accounts for 20 per cent of resting oxygen consumption, but only

2 per cent of body weight. If the oxygen supply to the brain is cut off for

more than a couple of minutes, we lose consciousness. Neurons do not

divide, and the brain's support network, the glial cells, only divide

occasionally — the brain needs all this oxygen for its normal metabolic

work. Other metabolically active body tissues have a similarly grasping
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demand for oxygen. Liver, kidney and heart-muscle cells have as many as

2000 mitochondria each, so densely packed that it can be hard to see any

cytoplasm at all. In contrast, stem cells, whose job it is to replenish cell

populations with a continuous turnover, such as skin cells, have remark-

ably few mitochondria. Similarly, immune-system cells such as lympho-

cytes, which again divide frequently once activated, are virtually devoid

of mitochondria.

In general, there is a striking relationship between the degree of cellu-

lar differentiation — the cell's commitment to a metabolic purpose — and

the number of mitochondria. Specialized differentiated cells have large

numbers of mitochondria and suffer the consequences — serious oxida-

tive stress. Stressed cells gain the most benefit from improved stress-

resistance. Recall, for example, that the protective effects of calorie restric-

tion are most marked in the long-lived cells of tissues where oxidative

stress is worst, such as the brain, heart and skeletal muscle. This, not

telomerase, is what really confers immortality on populations. To survive,

get rid of your mitochondria — throw them overboard like so much

ballast. Cancer cells do. Cancer cells become less differentiated as they

multiply, and lose their mitochondria in the process. They thrive on

anaerobic respiration. Most tumours are a dense mass of tissue with a low

requirement for oxygen. Indeed, oxygen is toxic to many tumours: radio-

therapy is three or four times more effective when the tumour is oxy-

genated. As is so often the case, the exceptions prove the rule. Some

cancer cells are rich in mitochondria. In particular, some glandular

tumours (oncocytomas) and liver tumours (Novikoff hepatomas) have

cells with huge numbers of mitochondria. In both cases, however, close

biochemical inspection suggests that the mitochondria in the tumours

are not actually functional. Thus, cells can reproduce indefinitely if they

have active telomerase and a small number of relatively inactive mito-

chondria.

There is a second factor that helps to preserve rapidly dividing cells:

their fast turnover. When a cell divides, it must reproduce its cytoplasm

and mitochondria, as well as its DNA. This means that mitochondria

replicate faster in rapidly dividing cells than in non-dividing cells, even if

the latter are packed with mitochondria. In most cells, the mitochondrial

population varies from good condition to completely shredded. Undam-

aged mitochondria replicate faster than damaged mitochondria. Each

time a cell divides, then, the new pool of mitochondria is derived from

the least-damaged survivors of the last pool, and this helps to replenish
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the population. In rapidly dividing cancer cells, then, we can predict

that there should be relatively few mitochondria in relatively good con-

dition.

In the case of non-dividing cells, where the rate of mitochondrial

replication is much slower, the rate of mitochondrial breakdown becomes

more important. In these cells, mitochondria are normally replaced every

few weeks. In non-dividing cells, partially damaged mitochondria may

be broken down more slowly than healthy mitochondria, and this dis-

crepancy can lead to a takeover by damaged mitochondria.8 The phe-

nomenon is known as the 'survival of the slowest', or SOS, and may

contribute to the demise of old differentiated cells.

We can conclude that the lifespan of a ceil depends on the activity of its

mitochondria and the efficiency of its damage-prevention and repair

systems. Damage-prevention and repair are never 100 per cent efficient,

so energetic cells will eventually accumulate defective mitochondria. In

the end, these will undermine the integrity of the cell. This situation is

exacerbated in non-dividing cells, which cannot replenish their mito-

chondrial populations by selecting for less-damaged mitochondria. We

therefore have a spectrum of potential longevity, ranging from stem cells

and cancer cells, which are virtually immortal, through to neurons, body

muscle cells and heart muscle cells, which are doomed from the moment

that they specialize in tasks that require large amounts of energy. In prin-

ciple, the lifespan of these metabolically active cells can be extended by

building up their ability to resist oxidative stress. However, all the energy

directed at cell renewal is subtracted from tasks that the cell would

normally perform. To protect neurons from free-radical attack, energy

must be diverted away from thinking or coordinating the body — obvi-

ously to the detriment of performance. Longevity and biological fitness

are therefore incompatible, and we must find an optimal trade-off. Can

we live longer? Perhaps: some tortoises can live for 200 years, but their

success does not depend on quick movement and sharp wits. Their shells

confer a different kind of protection, enabling them to be less meta-

bolically active. They have a different trade-off.


8 The idea, proposed by Aubrey de Gray at the University of Cambridge, is that damage to



mitochondrial DNA may prevent oxygen metabolism, and this would paradoxically lower



the burden of free radicals. As a result, the mitochondrial membranes would be
 less
 damaged than normal, and so their turnover would be lower. This may sound implausible, but it



is supported by empirical data.
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Two broad conclusions emerge from this analysis. First, Weismann

was wrong again: there is no fundamental distinction between germ cells

and somatic cells. Some somatic cells, such as cancer cells, achieve immor-

tality by losing mitochondria and replicating quickly. This is how the

simple, tentacled Hydra
 courts immortality: it has a large pool of stem

cells, which can develop into any one of the mature cells in its body. It

continually replaces its worn-out cells. The price for this is a simple body

plan, allowing cells to be replaced without affecting the function of whole

organs. Our own stem cells might possess similar powers of regeneration

— think only of cloning — but our body structure is fundamentally differ-

ent: as noted earlier, we cannot replace the neurons in our brain while at

the same time maintaining a sense of continuity and experience. As one

body system begins to wear out, the repercussions are felt by others. If the

ageing pituitary gland in the brain starts producing fewer hormones, the

vitality of stem cells in the skin will inevitably be affected. Until we find a

way around this problem, we will never outlive our neurons.

Second, the disposable soma theory is not just about sex. Sex steals

resources that we would otherwise use for staying alive, but then so does

being human. If we are to think, run, create, interact — anything that

makes us human — we sell ourselves a short life. Perhaps Raymond Pearl

was right after all — perhaps laziness does pay, so long as we don't eat or

drink our way to an early death. The idea is supported by a recent best-

selling book, The Okinawa Way,
 written by a Japanese cardiologist and

two American colleagues. Based on a 25-year study, the book argues that

the secret of the Okinawans (the inhabitants of a Japanese island with

more centenarians than anywhere else in the world) goes beyond genes,

diet and exercise to their relaxed lifestyle and low levels of stress. The

Okinawans have a word for it, tege,
 which means 'half-done': forget

timetables, forget finishing today things that can be done tomorrow. I

suspect they are probably right.

We are left with a final problem, which still has the power to make or

break the arguments so far. I have argued that mitochondrial respiration

will be the death of us. In killing cells, mitochondria first damage their

own integrity. But if all
 mitochondria damage themselves, how do

mitochondria-bearing organisms evade decay over generations? How is it

that babies are born young?


276 • G E N D E R B E N D E R


The situation reminds me of the decline and fall of the Byzantine

Empire. If we believe the eighteenth-century historian, Edward Gibbon,

the empire was in a state of continuous decline for 1000 years. Some

emperors succeeded in reviving its flagging fortunes temporarily, but the

"corrupting spirit" of the Greeks meant it was only ever a matter of time

before the empire fell. Gibbon's 'corrupting spirit' meets its match in

mitochondria: it should be only a matter of time before mitochondria

corrupt their hosts, even if it takes 1000 generations. Yet the fall of

Constantinople has no echo in nature: how have we avoided the corrupt-

ing spirit?

Let me define the problem. Undamaged mitochondrial DNA is neces-



sary
 for the function of any organism. Sex cells must pass on newly minted

mitochondria, so the mitochondrial DNA must somehow be rejuvenated.

The problem is that mitochondria replicate their DNA asexually. As we

have seen, sex is reinvigorating for genes, but without sex it is hard to see

how the mitochondrial genome can regenerate itself. How can it reset its

biological clock to zero in a newborn infant? Free-living asexual organ-

isms such as bacteria preserve genetic integrity over generations by com-

bining rapid reproduction with heavy natural selection. Bacterial-style

selection for mitochondria is out of the question, however. They would

have to replicate themselves at the same rate as cancer cells, and we would

turn into mitochondrial tumours. This paradox — how mitochondria

regenerate themselves without either sexual recombination or heavy

selection — is known as Muller's ratchet and seems insurmountable; but

clearly it is not. So how do they do it?

To understand the solution to this conundrum, we must think about

the fate of mitochondria following the act of sex, in particular the fate of

sperm mitochondria. Wriggling human sperm are a familiar sight to tele-

vision audiences: we all know that their power and endurance is extra-

ordinary. Surprisingly, there is some confusion about exactly how they

power their performance. There is a common misconception that sperm

are too small to contain mitochondria. In fact, sperm contain about 40 to

60 mitochondria, encased in the midpiece. The sperm's mitochondria


enter
 the fertilized egg, along with the midpiece, but may not survive

there for long. What becomes of them is uncertain, but essentially all
 our

mitochondria are inherited from our mothers. This is true not just for us,

but also for the great majority of sexual organisms, including plants.


Why
 male mitochondria are not passed on to the next generation has

taxed the minds of some of the finest biologists. The most widely accepted
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general explanation was articulated well by John Maynard Smith and Eors

Szathmary in their book The Origins of Life.
 Essentially, if mitochondria

are inherited from both parents, the stage is set for the evolution of

'selfish' organelles. The argument is as follows. When a cell divides, all its

nuclear DNA is replicated, with half going to each daughter cell: the two

daughters have identical sets of genes, so there is no unequal competi-

tion. This is not true of mitochondria, which have their own DNA and use

it to replicate independently. The overall make-up of the mitochondrial

population in a cell therefore depends on the speed at which individual

mitochondria replicate (or break down), and this makes the cell vulner-

able to abuse. Any mutation in mitochondrial
 DNA that increases the

speed of a mitochondrion's replication will lead to its progeny taking over

the entire cell and its descendants, even if the same mutation makes them

worse at oxygen respiration (indeed, especially if it makes them worse at

respiration, as they will damage themselves less). If the mutant mitochon-

drion is in a sex cell, then the entire organism will become compromised

as it grows. According to the selfishness theory, the proliferation of selfish

mitochondria is prevented by the device of uniparental inheritance,
 in

which only one parent provides all the mitochondria. Instead of mixing

unrelated mitochondria from the merger of two similar (but otherwise

unrelated) sex cells, one sex specializes in providing all the mitochondria,

while the other specializes in providing none at all. Thus, gender grew out

of an evolutionary trick to exclude selfish mitochondria.

This theory is almost certainly true in some instances, but there are

two objections to it as a general explanation. First, a mutation that causes

uniparental inheritance is only advantageous if the selfish mitochondria

are waiting in the wings to take advantage. This is improbable: any organ-

ism that harbours selfish mitochondria is less likely to survive and repro-

duce than a robustly fit organism. It is equivalent to pitting a broken old

man, with his broken mitochondria, against a heroic youth, to win the

favours of a lady. In fact, the chances are that an organism with defective

mitochondria would not even get through development. Think of the

difficulties many couples experience in getting pregnant. Some evidence

suggests that a large proportion of embryos fail to develop past the early

stages of pregnancy because of a problem with their mitochondria. Such

problems may also account for the high failure rate of cloning experi-

ments.

Second, a number of species do not rely on uniparental inheritance

at all — their mitochondria are inherited from both parents. They
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circumvent the selfishness problem somehow. As we have seen, the same

may even be true of us to a lesser extent — the fate of sperm mitochondria

is uncertain. Some researchers put their apparent disappearance down to

a simple dilution effect. This has not been ruled out. A sperm has 40 to

60 mitochondria, while a human egg cell is believed to contain more than

100000. The dilution factor is therefore at least 1000, which is in fact

below the detection limit of many techniques for detecting mitochon-

drial DNA. Some studies in mice, using more sensitive techniques, suggest

that male mitochondrial DNA is present at a frequency of between 1 in

1000 and I in 10000, relative to the maternal contribution: very close to

what one would expect from dilution alone. The issue is still unresolved,

although we shall see in a moment that recent work does suggest a solu-

tion. I


These two objections to the selfish mitochondria theory question its

validity as an explanation for the evolution of sexes; but the fact remains

that some animals go to bizarre lengths to exclude the male mitochon-

dria. A few species of Drosophila
 apparently sequester the sperm mito-

chondria in the gut of the larvae during development, and defecate them

out soon after hatching. Something peculiar is going on. At the level of

the sex cells, mitochondrial transmission is virtually the defining differ-

ence between the sexes. Why should this be? The answer, in my view, was

spelled out in 1996 by John Allen, a biologist at Lund University in

Sweden, in the Journal of Theoretical Biology
 — a journal always crammed

with impressive erudition and lofty ideas, from the sublime to the ridicu-

lous. Allen draws on the logic of the mitochondrial theory of ageing to

explain the evolution of two sexes. In essence, he argues that male mito-

chondria are not passed on to the next generation because they are time

bombs: they have been fatally damaged by oxygen, and if passed on

would cause the birth of prematurely aged babies. Breathing oxygen

dictates the need for two sexes. If so, then oxygen is the ultimate gender

bender.

Allen's fundamental idea is as follows: if mitochondria damage their

own DNA by respiring oxygen, and cannot systematically cleanse their

genome of error by either sex or binary fission, then the only way to pre-

vent mitochondria from passing on damaged DNA to the next generation

is to stop them from respiring at all. In other words, the only way of main-

taining mitochondrial integrity is to switch them off. This proposition

leads to a number of predictions, many of which are undoubtedly true,
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and all of which are testable. If these predictions each turn out to be true,

then we can use the detailed process of sexual reproduction to confirm

the validity of the mitochondrial theory of ageing.

To follow Allen's ideas through, we need to go back to one of the

fundamental problems facing sexual reproduction — how to find an

appropriate partner. The problem affects single cells as well as lonely-

hearts, and the solution is somewhat similar. To have two people search-

ing for one another is no more effective than having one person stay put

and the other doing the searching: this is the idea behind dating agencies.

For sex cells, one cell must
 move around in its quest for a suitable partner,

but the probability of meeting the cell of choice is no greater if both cells

move around. One ceil can stay put, as long as it signals its presence or

availability. In our case, and in many other animals, the sperm are motile,

while the eggs are immobile. Indeed, the word 'male' is conventionally

defined as the sex which produces a large number of small, mobile

gametes, while 'female' is defined as the sex that produces a small number

of large, immobile gametes.

Motility, of course, requires active mitochondrial respiration, and

this damages mitochondrial DNA. Since the objective is not
 to pass on

damaged mitochondria, we can predict that sperm will not pass on their

mitochondria to the next generation. If the reason that they do not is

indeed because of damage, then we can also predict that the sperm's

mitochondria should be damaged and as a result destroyed. There is some

evidence that this is the case. Peter Sutovsky and his team at Oregon

Health Sciences University, Oregon, published a paper in Nature
 in 1999

showing that in cattle the male mitochondria become tagged with the

protein ubiquitin. This tag is normally used as a marker of damaged pro-

teins, consigning them to breakdown and turnover. The implication is

that the sperm's mitochondria are spotted as defective and destroyed in

the early stages of embryonic development. Sutovsky's more recent work

confirms this mechanism, in cattle at least. Thus, discrimination between

male and female mitochondria seems to be achieved on the basis of


damage,
 as predicted by Allen's theory.9


9 This may also explain how some species can receive mitochondria from both sexes. We



might predict that
 either:
 only undamaged mitochondria survive, that is, only those not
 tagged with ubiquitin;
 or
 that there are subpopulations of mitochondria within both sex
 cells that are switched off, as discussed above. We might also guess that the motility of sex
 ceils would be limited in both cases. Pollen, for example requires little output of energy to
 fertilize a flower.
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A second prediction relates to the timing of sex-cell production.

Because the recombination of chromosomes during sex cleanses the

nuclear gene-line, and the new combinations are subjected to selection

for viability, then it should not matter exactly when
 the new sex cells are

produced. There is no obvious reason why both types of sex cell should

not be produced continuously throughout life. So why is it, then, that

sperm are
 produced through life, but eggs are only produced early in

development and then last half a lifetime? Well, think about the mito-

chondria. Sperm mitochondria are not passed on to the next generation.

It does not matter if these mitochondria are damaged, provided that they

are still functional enough to get the sperm to the egg. In our bodies, this

is the average state of mitochondria for most of our lives: damaged but

functional. Thus, there is no reason why sperm should not be produced

continuously throughout our lives. The only proviso is that the nuclear


DNA must be shielded against escaping mitochondrial free radicals by

antioxidant defences. This is indeed the case. The midpiece of sperm, con-

taining the mitochondria, is encapsulated in selenium-containing pro-

teins. Sperm contain a higher concentration of selenium than any other

cell type in the body. Dietary selenium deficiency is a common cause of

infertility in some parts of the world. One of the selenium proteins is a

form of glutathione peroxidase, which disposes of hydrogen peroxide.

Glutathione peroxidase would probably not protect the mitochondria

from damage, but would prevent hydrogen peroxide from diffusing into

the nucleus, where it could react with iron to produce hydroxyl radicals.

What about the egg? In this case the mitochondria are
 passed on to

the next generation. If the eggs are formed throughout life, then their

mitochondria will become progressively more damaged as time goes by.

Nuclear DNA can be rejuvenated by sex but mitochondrial DNA cannot.

One solution is to cordon off undamaged mitochondria very early in life,

switch them off, enclose them in an egg, and then maintain the egg in a

dormant state until it is needed. This is very close to what does happen,

and brings us to our third prediction: that the mitochondria in the egg

should be switched off.

The easiest way of switching off mitochondria is to halt the produc-

tion of respiratory proteins. Imagine a room full of dominoes standing in

line: the simplest way of preventing the whole line from toppling is to

remove a domino or two, so that a falling domino cannot touch the next

in line. So it is with the chain of respiratory proteins in the mitochondria:

if a few strategic proteins are omitted from the chain, then respiration
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cannot take place. The strategic proteins omitted are those encoded by

the mitochondrial genes, certainly in mice and the African clawed frog,


Xenopus laevis.
 In the mouse, the mitochondrial genome is largely inac-

tive in the egg and the early embryo. In Xenopus,
 DNA-binding proteins

are known to inhibit mitochondrial gene transcription. Thus, in a few

known cases at least, the mitochondria are indeed 'switched off in the

egg-

If this sort of mitochondrial inhibition turns out to be generally the

case, as we would predict, then the egg cells would be unable to provide

all their own energy by respiration. This leads to a final predication from

Allen: that the follicle cells surrounding the developing egg should pro-

vide the egg with energy in the form of ATP. Whether or not this is true is

unknown, but the morphological structure of the follicles suggests that it

may well be.

Overall, then, the facts fit the theory. Passing mitochondria from one

generation to the next is a liability that requires extraordinary7 measures

to make it possible at all. These measures probably contributed to the

evolution of two specialized types of sex cell, or anisogamy.
 Anisogamy, in

turn, is equated with the origins of sexes: once the two types of sex cell

have become mutually dependent, there is no way back, so the only path

is towards the increasing specialization of sexual traits. Breathing oxygen

is thus intimately linked with both ageing and the origins of gender.

Considering the situation from the other extreme of life, I feel that

the elaborate precautions required to reset the mitochondrial clock to

zero in a new generation confirm the main tenets of the mitochondrial

theory of ageing. If so, then we have reached a watershed conclusion:

there is indeed a process of ageing that is independent of age-related

disease. Ageing is not simply the accumulation of late-acting mutations,

as argued by the theory of antagonistic pleiotropy (see Chapter 12, page

239). Even without succumbing to genetic disease, we will eventually die

°f mitochondrial wear and tear. It is quite plausible that the time required

for mitochondrial burn-out in long-lived cells, such as neurons, heart and

skeletal muscle cells, is close to the maximum human lifespan of 115 to

120 years.

Few people live out their maximum lifespan: even in the Western

w ° r l d , most people die of some disease, usually with a genetic basis, in
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their seventies or eighties. It is no use working out how to prolong ou

maximum potential lifespan if only a handful of people live that Ion

The question for the next chapter, then, is how do age-related disease

such as cancer and heart disease, fit in with the mitochondria story? Ar

they completely unrelated, or might it be possible to postpone the onset

of such diseases by delaying the underlying process of ageing?

If it is possible to postpone the onset of particular
 diseases through a



general
 mechanism, then the present emphasis of medical research, on

pinpointing the genetic causes of disease, is wrong, With the excitement

surrounding the human genome project, and our focus as a society on

individual rights, pharmaceutical research is heading towards the individ-

ualization of treatment. Great weight is placed on tiny genetic differences

between individuals, such as single-nucleotide polymorphisms — differ-

ences of just one letter in a given stretch of DNA. I suspect we may be

losing our way in the detail. If slowing the process of ageing can postpone

the onset of age-related disease in species as diverse as nematode worms


Drosophila,
 rats, monkeys, and perhaps ourselves, then we should be look-

ing for commonalities, not particulars. In the next chapter, we shall see

that there are good grounds for thinking that the whole thrust of gene-

searching for drug treatment is misdirected.

C H A P T E R F O U R T E E N

Beyond Genes and Destiny



The Double-Agent Theory of Ageing and Disease



OEDIPUS KILLS HIS FATHER AND SLEEPS WITH HIS MOTHER. He



does all this in ignorance: he had been left for dead at birth and



raised in another land. He returns unknowingly to his homeland



and becomes a good and noble king, only to be cut down by the machina-



tions of fate. His terrible future is revealed by the old sage Tiresias: "Blind



from having sight and beggared from high fortune, with a staff in stranger



lands he shall feel forth his way; Shown living with the children of his



loins, their brother and their sire, and to the womb that bare him, hus-



band-son, and, to his father, parricide and co-rival."



When I first read Sophocles' great tragedy, I was amazed at how un-



Freudian the story was. When he discovers the true nature of his actions,



Oedipus tears out his eyes and condemns himself to a wandering exile,



thus fulfilling the prophecy; hardly the action of one who desires his own



Mother. Curiously, his wife-mother, Jocasta, is more ambiguous. She is



l b e first to grasp what has happened, and she tries to prevent the truth



from emerging. Only when she sees that Oedipus is set on the truth does



she damn him and hang herself. One wonders if she would have contin-



ued as before, had the truth not been revealed; but if Sophocles intended



a subplot here, he paid little attention to it. The most striking element of



King Oedipus,
 and indeed so much of Greek tragedy, is the implacable role



°f fate. The characters, for all their eloquence, are just puppets. Motive
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scarcely matters. Jocasta's attempt to turn a blind eye to the workings of

fate merely illustrates the impossibility of her task, and the penalty for

anyone who tries.

Today, millions of people enjoy reading astrology columns in daily

newspapers, and some no doubt believe them, but the sense of ineluct-

able fate went out with Christianity. When Adam and Eve ate of the apple

of knowledge, humanity was freed to suffer or prosper of their own free

will. The concept of sin is a foundation of Christianity, yet must have

been alien to the ancient Greeks — how can Oedipus be said to have

sinned, he who was condemned by an oracle before his own birth? For

Christians, sin is a choice, and we are judged on the choices we make. The

difference is clear in tragedy. The Greek sense of tragedy is quite unlike

Shakespeare's. Hamlet is faced with choices throughout the play, notably

the ultimate question, "To be or not to be?" The terrible final scene is the

outcome of a series of contingencies. The tragedy of Hamlet lies in the fact

that it could all have been averted. One can imagine a satirical reworking,

in which a peace-broker brings the two sides together to mediate a solu-

tion. The mediator would have failed with Oedipus. Indeed, there was a

mediator, Jocasta, and she did fail. What a tragic breed we are! The

tragedy of Oedipus lies in its inevitability, the tragedy of Hamlet in its

evitability. After two millennia of Christian choices, it is the inevitability

of Greek tragedy that shocks us today.

For the first time since the ancients, a sense of implacable fate is

returning. The certainties of Greek theatre have been superseded by the

certainties of modern genetics, which at times seem just as disturbing. We

read about genes 'for' heart disease, cancer or Alzheimer's disease. Few

people, even the scientists working on them, have a clear idea of exactly

what these genes do, but we eye them with mistrust. We resist the intru-

sion of insurance companies who wish to pry into our genetic makeup

to read our oracles — yet our resistance owes more to a sense of personal

infringement than a questioning of the veracity of genetics. We seem to

accept that if we have the gene 'for' multiple sclerosis, then we will go on

to develop the disease. We accept the inevitability of genetics in the same

way that the Greeks accepted the inevitability of fate. The analogy is

sharpened by our powerlessness to alter the course of many diseases.

Many people prefer not to know what they cannot change. Tiresias put it

well 2500 years ago: "Ah! How terrible is knowledge to the man whom

knowledge profits not."
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Many writers have riled against the idea of genes 'for' diseases. No gene is

'for' a disease any more than an aeroplane is 'for' crashing. Genes, how-

ever, like aeroplanes, do go wrong. Historically, the attitude of medicine

has been that this is a mischance, a part of the human lot. The human

body is tremendously complex, so there are many ways in which it can go

wrong. Genes are one of these ways. A gene goes 'wrong' and the result is

havoc. Cancer is the classic example. A handful of chance mutations lead

to that most terrible of human fates. These mutations only need to happen

in one cell out of 15 million million. There is no 'reason', beyond such

unsatisfying explanations as mischance, environmental toxicity or genetic

susceptibility.

The spirit guiding the human genome project is the apotheosis of

this view: genes go wrong and cause disease. Therefore, to cure the dis-

ease, find the gene and put it right. Today this might not be possible, but

in the future we will no doubt perfect gene therapy. All we need to do is

excise the faulty gene and replace it with a nice new one: replace the

carburettor and the engine will work again. Many single-gene disorders,

such as haemophilia or muscular dystrophy, are in principle amenable to

this approach. In the case of haemophilia, the gene that codes for a blood-

clotting protein, factor VIII, is mutated, so the protein is absent. The pro-

tein can be replaced by transfusion, or ultimately the gene can be fixed

by gene therapy. There are many practical obstacles to overcome, but in

conceptual terms the only subtlety is to ensure that the right amount of

factor VIII is present at the right time.

The trouble is that single-gene disorders are rare. For the vast major-

ity of diseases, especially the diseases of old age, a whole assortment of

genes increase our susceptibility to disease. There is typically no genetic

'defect' as such. The word is too black and white — there are as many

shades of grey between a working gene and a broken gene as there are

between good and evil. Consider: a gene codes for a protein. If the

sequence of the gene changes in the course of evolution, the structure of

the protein changes. Sometimes the new protein may not work at all — in

which case, if it is important, it will be eliminated by natural selection

along with its bearer. Sometimes the change will have no effect on the

function of the protein: it will simply be slightly different.1 Then there


1 The sequence of the same gene in different species may vary in almost every letter, withoutaffecting function. The differences are due to 'evolutionary drift', in which mutations that



do not affect the function of the protein are passed on and species drift apart over time (seeChapter 8). The evolutionary relationship is often betrayed by conservation of purpose.
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may be several other versions that work to some degree or other.. Given a

particular set of environmental conditions, one of these may work best —

but that is not to say that the others are 'broken'. Change the conditions

and a different form may well work better. In the same way, a tractor is

not really cut out for the city, but comes into its own in the countryside. I#

you move with your tractor from the countryside to the city, and cannot

afford to buy a car, you may not be as well adapted as before, but you are

still better off than if you had to walk. The tractor is not broken.

The different working versions of a gene are known as polymorphic



alleles.
 It is hard to overstate their importance: they are the molecular

units of variation and adaptation, the very essence of the individual. The

genetic differences between people do not lie in different genes but in

ever-so-slightly different versions of the same genes. On average, our DNA

has between one and ten variant letters in every thousand, which are

known as single-nucleotide polymorphisms, or SNPs (pronounced 'snips').

These are being catalogued exhaustively, although we have a long way to

go: there are expected to be a million SNPs in the human genome. When

they are shuffled and recombined in sex, these SNPs account for our end-

less genetic variety. For exactly the same reasons, they also influence our

susceptibility to both diseases and treatments.

Some polymorphic genes — particular SNP configurations — may

come to predominate within a population as a result of evolutionary

selective pressures. Selective pressures can blur the distinction between a

pathological process and an evolutionary trade-off. Our genes must make

the best of a bad job. In previous chapters we have noted several examples

of diseases that are not really pathological. Insulin-resistance in diabetes,

for instance, is a genetic response to hard times, selected for over many

generations. It is only pathological if a high-energy Western diet is super-

imposed over a 'thrifty' genotype. Similarly, sickle-cell anaemia and the

thalassaemias protect against malaria through small changes in the struc-

ture of haemoglobin. These anaemias are maintained at a high frequency

in areas where malaria is endemic because the carriers do not suffer from

anaemia, but are protected against malaria. How many other human dis-

eases are maintained in the gene pool because they offer a hidden benefit

is anybody's guess.


shown by the three-dimensional structure of the protein and the preservation of particular



amino acids near the active site. The proteins may work equally well despite these differ-



ences. I suppose it would be possible to find a million different working versions of the samegene in a million different species.
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We are left with a curious situation, in which our genes are held

responsible for disease, even though there is nothing actually wrong with

them. They are simply variable. To treat a disease on the basis of genetic

polymorphism is to say that all individuals are different and should be

treated as such. This is very close to what leading figures in the pharma-

ceutical industry are
 actually saying. There is a revolution in healthcare,

we are told by commentators as distinguished as Sir Richard Sykes, the ex-

chairman of Glaxo Wellcome. We are misguided if we think there is such

a thing as Alzheimer's disease: in reality it is a kaleidoscope of deceptive

conditions, a hall of mirrors, caused by unique combinations of poly-

morphic genes. These combinations produce a spectrum of diseases that

'look' superficially similar — they look like Alzheimer's disease — but are

in fact quite different, and may respond differently to treatment. This, we

are told, is why we have had so little success in curing the disease: we

dilute successful responses with less successful responses, in people whose

genes were inappropriate for that particular treatment. We used to search

for particular genes that predisposed us to disease, now we must consider

whole genotypes. Treatments will become ever more specialized as we

understand and begin to target individual genotypes. Blockbuster drugs

will give way to genetic therapies tailored to individuals.

This is the rising field of phartnacogenomics
 and woe betide anyone

who says it is misguided. It is, though. Particular genes, or even whole

genotypes, may predispose us to the common diseases of old age, but in a

wider sense this is irrelevant. Imagine you are crossing a road. You have a

chance of being knocked over and lulled. Your behaviour influences your

chance of survival: if you step out into a busy road, without pausing to

look, you have a far better chance of dying than if you wait patiently at a

zebra crossing for the traffic to stop. We can whittle away at the statistics

of deaths on the roads by introducing speed limits, sleeping policemen

and better road markings, or by building bridges and subways, or by edu-

cating the public, or by clamping down on drink driving. If all these small

changes were controlled by genes, then targeting each gene would have a

small but incremental effect on the number of traffic accidents. However,

we would only have a significant impact on mortality if we targeted all

the 'genes' simultaneously; and even then we could be sure there would

still be people killed. Ultimately, the only way to prevent traffic accidents

altogether is to ban cars, impractical as this may be. Similarly, in the case

of diseases, we can fiddle with predisposing genes, and change our risk

profile slightly, but in the end the only way of preventing the diseases of
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old age is to prevent old age.
 Is this aim as ludicrous as banning cars, or can

it be done?

With this question, we return to the link between ageing and age-

related disease. We saw in the last chapter that there almost certainly is

a process of ageing, which is independent of age-related disease: mito-

chondrial respiration undermines the integrity of cells and organs regardless

of whether we suffer a disease or not. We saw that mitochondrial respira-

tion may set an upper limit on our lifespan of perhaps 115 to 120 years;

but what about the reverse case? If ageing is independent of age-related

diseases, are these diseases necessarily independent of ageing? In other

words, would we suffer from dementia or heart disease if we did not age?

Is there something inherent about being old that increases our risk of

disease? The idea sounds intuitively reasonable, but the implications are

far-reaching. Banish ageing and we banish many diseases, regardless of

whether we carry susceptibility genes or not.

If our risk of disease increases with our age, then the question we should

ask is not why
 does a particular variant of a gene predispose us to

Alzheimer's disease, but why are its effects delayed until old age?
 This ques-

tion is rarely addressed in medicine, which must try to cure people who

are already riddled with specific ailments, but has been answered by the

evolutionary biologists. As we get older, our risk of accidental death accu-

mulates, so there is less evolutionary pressure to maintain physiological

function in an older person than in a younger person. Thus natural

selection cannot eliminate a gene that causes Alzheimer's disease at 140,

because none of us lives to that age. Selection pressure has fallen to zero.

The consensus is that age-related diseases are caused by the detrimental

late effects of genes that are maintained in the gene pool because their

late effects are counterbalanced by beneficial effects earlier in life. There is

a trade-off between early advantages and late disadvantages. This is the

idea of antagonistic pleiotropy, which we met in Chapter 12. We parked

the idea there, noting that it was not a good explanation of ageing

(because it could not account for the swift and flexible changes in lifespan

observed in nature) but that it was potentially a good explanation of age-

related diseases.

A common view of antagonistic pleiotropy is that our genes are out

of step with our lifestyle. We spent half a million years evolving as hunter-

gatherers. Restless wandering was combined with an ability to subsist on a

meagre diet for weeks or months at a time. Then, a few thousand years
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ago, we became farmers. Food was plentiful, but the staple diets were far

less varied, and courted malnutrition. Rice, for instance, is a good source

of carbohydrates and some proteins, but a poor source of other proteins

and a number of vitamins. Health deteriorated. Skeletal remains show

that the first farmers were less healthy than their hunter-gatherer fore-

bears. Even so, the sheer quantity of food could support much larger

populations. People lived together in towns and cities. Contagious dis-

eases became rife. Entire cities were wiped out by plagues. For the next few

thousand years, infections became the strongest selection pressure on the

human genome. The genotypes of peoples living across whole continents

were shaped by diseases such as malaria. The high incidence of sickle-cell

anaemia in Africa and Asia is a direct result. Perhaps fewer people starved

in the age of farming, but many died young from infections instead.

In the past few hundred years, all this has begun to change. Better

hygiene, better nutrition and advances in medicine have created a brave

new world, in which most of us can expect to live out our three score

years and ten, and more. Two hundred years is just ten generations — pre-

sumably too short to adapt to our cushy new lives. We sit around and

overeat. Our genes adapted to meagreness for half a million years, and

infection for a few thousand, but are caught reeling by this new onslaught.

We are genetically geared to extract as much as possible from an impover-

ished environment, and have been transplanted into the midst of riches.

In our youth, we have no problem. As we age, the abuse catches up with

us. The theory of antagonistic pleiotropy says this is too bad: selection

pressure is low once we are past 40 or 50. Until conditions such as obesity

begin to shape the reproductive population, there is next to no selective

pressure for change. Thus, our genes condemn us to rot in a world of

plenty. What a depressing scenario.

There is more than a grain of truth in this pessimistic view of disease,

but also some problems with it. For a start, age-related diseases have

always been with us, among the lucky few who survived to old age: they

did not just appear in the past couple of centuries or even millennia. More

important, they are also found in ageing animals — and not just in captive

animals, which might be overfed, but also in wild animals shielded from

predation. Old mice suffer from the same sort of ailments as old people.

Their joints stiffen, their skin wrinkles, they lose their ability to remember

and learn, their immune system degenerates, and they have a rising inci-

dence of heart disease and cancer If we take a single parameter, such as

the number of cross-links between collagen fibres in the skin (which cause
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wrinkles) there is little difference between old mice and old men. In each

respect, the way that we age is strikingly similar. The difference lies in the

rate. Mice and rats pass through the sequence of age-related changes in

four years, we take 70.

Similar patterns apply to other animals: the spectrum of age-related

changes is analogous, but the rate of ageing is different. Tiny nematode

worms live just a few weeks, yet still age in a way that we can recognize —

they move and feed more slowly, they become infertile, their outer cuticle

becomes wrinkled, and they accumulate the fluorescent age pigment

lipofuscin, just as we do in our neurons and muscle cells. At the other

extreme, many birds, some of which live for well over a hundred years,

also suffer equivalent degenerative conditions to mammals, including

stiffening joints, congestive heart failure, atherosclerosis, cataracts and a

variety of cancers. The entire animal world cannot be out of step with its

environment! There must be more to age-related disease than just a mis-

match between genes and environment.

We do not have to be out of step with our environment, of course, to

suffer from the effects of antagonistic pleiotropy. In Chapter 12, we noted

that genetic conditions such as Huntington's disease are examples of

pleiotropy in action: a barely measurable increase in fecundity in youth is

enough to offset the most dreadful stripping away of faculties later in life.

Diet is irrelevant: the effect is written in a single gene. If we carry the gene

for Huntington's disease, we will get the disease whatever we eat. Some-

thing similar may be true of other diseases. Some variants of polymorphic

genes, such as the ApoE4
 allele of the ApoE
 gene, increase our suscept-

ibility to Alzheimer's disease.2 A quarter of the population inherits a single

copy of the ApoE4
 gene, increasing the risk of dementia fourfold. Two per

cent of the population inherits a double dose, increasing the risk of

dementia eightfold. For a gene to be this frequent in the population, we

might suspect a hidden benefit earlier in life. What this putative benefit

might be in the case of ApoE4
 is unknown. The point is that the extra

risk of dementia is not enough to rid us of the ApoE4
 allele. One may

well wonder how many other diseases of old age, almost all of which have


2 There are three common
 ApoE
 alleles in the population —
 ApoE2, ApoE3
 and
 ApoE4.
 They
 code for different versions of a protein called apolipoprotein E, which helps deliver lipids



and cholesterol to cells around the body. For this reason the
 ApoE
 genes also affect our risk
 of heart disease and stroke. How they are involved in Alzheimer's disease is a mystery,



although apolipoprotein E is thought to assist neuronal repair in some way. The
 ApoE4



product seems to exacerbate the deposition of amyloid, the main component of senile



plaques found in the brains of people with Alzheimer's disease.
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a genetic component, are similar to Alzheimer's disease in this respect.

But wait a moment. Earlier in this chapter I made a strong assertion:

targeting susceptibility genes is not the way to cure Alzheimer's disease, or

any other age-related disease. Instead, we must try to slow the whole age-

ing process. The secret to this lies in the theory of antagonistic pleiotropy.

The idea of antagonistic pleiotropy sounds simple enough, but there is a

quandary at its heart: when
 is a late effect? At what point in our lives do

genes start to have a negative effect instead of a positive effect? Should we

measure this 'time to negative effect' in years, or in some other kind of

unit? If the units are years, then the effect of antagonistic pleiotropy is as

defined as the fate of Oedipus. If we have two copies of the ApoE4
 gene,

we shall succumb to dementia at the hour of our appointed fate, and have

little more chance of stopping it than we do of stopping time. But if the

effects are dependent on age,
 not on time, then the tragedy of Alzheimer's

disease is contingent on being old,
 on having crossed an age threshold,

rather than the time that elapsed before we reached the threshold. Like

Hamlet, our fate is then a matter of historical contingency, of having

crossed the threshold, not an Oedipal certainty.

In the case of Alzheimer's disease, an age threshold may account for

the wide variation seen in the age of onset. ApoE4
 shifts the risk of

Alzheimer's disease to a younger age, so that people with two ApoE4
 genes

are more likely to succumb to Alzheimer's disease by the age of 65. Yet

having two copies of ApoE4
 does not exacerbate the severity of dementia,

or noticeably change its pathology, or speed up the clinical course. The

disease is similar in every respect, except that it happens earlier. In this

sense, ApoE4
 does not 'cause' the disease so much as shift a condition that

would happen anyway into an earlier time frame. This implies that there

is a threshold: the disease develops in the same way once the threshold

has been crossed, regardless of which ApoE
 allele you have. The chrono-

logical age at which the threshold is crossed may vary between 60 and

140.3 As Einstein said, time is relative; but in the case of ageing, relative to

what?

We all know people who have aged well and others who have aged

badly. There may be a discrepancy between our biological age and our

chronological age. The average life expectancy of 75 years conceals a huge

amount of variation. It is not uncommon for people in their 50s to die of


3 Sir Richard Sykes. in answer to a question about risk factors for Alzheimer's disease, drew alaugh from his audience when he said that people at lowest risk of dementia — people with



two
 ApoE2
 alleles — would still get dementia by the age of 140.
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an age-related disease, such as a heart attack or cancer, nor is it uncom-

mon these days to live until over 100. It is questionable whether age in

years is as useful an indicator of life expectancy as biological age. There

are numerous ways of thinking about biological age, but a reliable way of

quantifying it is in terms of the oxidative damage
 accruing to individual

cells and organs. People who reach the age of 100 in good health often

have a similar accumulation of damage to their DNA, lipids and proteins

as people in poor health at the age of 50.

To visualize the difference in simple terms, consider a population of

cells exposed to radiation. Imagine that an average cell dies after it has

taken 100 'hits'. If we now double the radiation intensity, the cells will

accumulate 100 hits in half the time. They 'age7 at twice the rate. Time is

not an appropriate measurement of their age: the number of hits is far

more relevant. In this instance, the number of hits reflects the biological

age.

In this chapter, I will argue that biological age is central to our risk of

disease. Our biological age equates to the number of 'hits' we have taken.

This in turn depends on how we handle oxygen, or, more particularly,

oxidative stress. In other words, old age is not a function of time, but a

function of oxidative stress, which tends to rise over time. Thus, we ought

to be able to prevent degenerative diseases if we can prevent oxidative

stress. To find a cure for dementia, we should forget about the genes that

increase our susceptibility to dementia, and look instead for genes — or

other factors — that can protect us against oxidative stress. In so doing,

we stand not only to prevent dementia, but at the same time to ward off

other age-related diseases such as cancer and diabetes.

In an age of healthcare rationing, governments and pharmaceutical

companies are spending billions of pounds a year on research and develop-

ment, to create designer drugs tailored to individuals. We are in danger of

becoming obsessed with details and dismissive of important platitudes:

we are all getting older in a rather similar way. The challenge of slowing

ageing need be no more intractable than that of curing dementia, and

there are some good reasons to think it may be more tractable.

The idea that age-related diseases are linked with being old rather than

the number of years lived — with crossing an age threshold rather than a

length of time — is sustained by a wide range of observations. We have
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already noted that different species age at completely different rates, but

still suffer from the same diseases. Similar but smaller variations take

place within a single species. Radiation poisoning or smoking speeds up

the rate of ageing, as well as our likelihood of suffering from age-related

diseases such as cancer. Accelerated ageing syndromes, such as Werner's

syndrome, are associated with an early deterioration, including cataracts,

muscle atrophy, bone loss, diabetes, atherosclerosis and cancer. Those

afflicted usually die of age-related diseases, such as heart disease and can-

cer, by their early 40s. Conversely, for most people, a healthy diet lowers

the risk of many age-related diseases, including heart disease, cancer and

dementia. So too does calorie restriction, which we have seen slows the

decline, in rodents at least, in physical activity, behaviour, learning,

immune response, enzyme activity, gene transcription, hormone action,

protein synthesis and glucose tolerance. We also saw that increasing pro-

duction of enzymes such as SOD (superoxide dismutase) and catalase

slows ageing in Drosophila,
 improving the insects' activity in old age.

There are two critical points to take home from this. First, age-related

diseases are connected with being old, regardless of how much time has

elapsed. Second, factors that change the underlying rate of ageing affect


when
 we suffer from disease. If ageing is slowed down, age-related diseases

are postponed; if ageing is sped up, the diseases are upon us in middle age.

In other words, the diseases are similar in all cases, but the time taken to

succumb to them varies. Going a step further, it seems to be easier, from

an evolutionary point of view, to change the underlying rate of ageing

than it is to rid ourselves of age-related diseases altogether: animals have

different lifespans but similar diseases. This view is the antithesis of

modern medical research. The distinction was highlighted by Tom Kirk-

wood in his final BBC Reith lecture of 2001:


The
 idea that
 science should aim to
 postpone disabling conditions like

Alzheimer's disease, without necessarily extending life itself, has become

something of a
 mantra. It is a
 mantra that
 goes by the name of
 'compression of
 morbidity'. The
 aim is to squeeze the
 bad things that happen to us at
 the end of
 life into as
 short a
 period as
 possible Another way of
 putting this is that we want to
 extend the health span, while leaving the
 life span as
 it is. On
 the whole, people seem to
 find this more reassuring than that scientists want

to make us
 live longer. The trouble is, however, that compression of morbid-

ity makes assumptions about the extent to which we
 can decouple ageing

and disease.
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If we accept that ageing and age-related diseases go hand in hand in

nature, then we begin to see why it is proving so dishearteningly difficult

to decouple them in medicine. It is like trying to separate the squeal from

the pig, or the mind from the brain. Having said that, it is not enough just

to denounce the mantra as wrong. If our attempt to extend the 'health

span' while maintaining the lifespan is misguided, what might we offer

instead that is practical and likely to succeed? After all, if nothing else, we

know that some genes increase our susceptibility to age-related diseases.

We have had some sort of success in postponing conditions like Alz-

heimer's disease, diabetes and cancer by a few years. If we drop this

approach, what should we replace it with?

The answer is concealed in an ever-growing pile of data. Three large

bodies of work provide the clues, and we have touched on all three in

earlier chapters. The problem is that these three fields are largely independ-

ent. Few researchers are comfortable in crossing the boundaries of their

own field. As medical research grows ever more specialized, it becomes at

once less acceptable and more necessary to transgress the limits of per-

sonal expertise. Perhaps this is the most valuable role of the science

writer: writers must transgress their own expertise as a matter of routine,

and flights of fancy can at least be brought down to earth by experts. In

my own case, everything I have to say is based on the work of others, but

1 cannot find a synthesis in the literature that straddles the three fields.

I shall therefore run the risk of error or inadvertent plagiarism and put

forward my own ideas.

The first clue comes from the mitochondrial theory of ageing: oxidat-

ive stress rises gradually through our lives, especially in the mitochondria,

and this rise is the causal
 basis of ageing (if not of age-related diseases).

There are two objections to this claim. First, the rise in oxidative stress is

hard to measure in practice, and some researchers dispute that it happens

at all. I hope I convinced you in Chapter 13 that mitochondria alone do

cause a rise in oxidative stress, and that this is the causal basis of ageing.

We have yet to establish whether mitochondria can also cause age-related

diseases. The second objection is more treacherous: we have had little

success in blocking the putative rise in oxidative stress using antioxidant

supplements. This failure is often taken as evidence that there is no rise in

oxidative stress, or that the rise is inconsequential. This is facile logic. It

might simply be that dietary antioxidants are not up to the job — indeed


cannot
 be up to the job. In the last pages of Chapter 101 noted that dietary

antioxidants are far from a panacea. Antioxidants may even be counter-
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productive in that they can suppress
 the powerful genetic response to

oxidative stress that is produced by proteins such as haem oxygenase and

metallothionein. Thus, clue 1 is double: oxidative stress rises as we get

older, but we can only gain limited protection from dietary antioxidants.

Clue 2 actually derives from the failure of antioxidant supplements

to extend life, and comes from the field of cellular signalling. Signals are

as critical to the behaviour of cells as electronic communications are to

modern society. Chemical signals control the expression of genes —

switching them on or off — in the same way that information constrains

our decisions as individuals in society. Whether cells divide or mature

into neurons, die or become cancerous, secrete hormones or absorb salt,

does not depend on their genes. All our cells have the same genes. The

behaviour of a cell depends on which
 genes are active at any one time, and

this depends on the signals it has received. The signals are converted into

an appropriate response through the action of transcription factors, regu-

latory proteins that bind to DNA and direct the transcription of particular

genes into proteins. We saw in Chapter 10 that the activity of several

important transcription factors depends on their oxidation state. Many

types of physiological stress, such as infection, radiation poisoning and

inflammation, cause an increase in oxidative stress.
 Transcription factors

such as N F K B
 and Nrf-2 become oxidized and migrate to the nucleus,

where they bind to DNA and coordinate the transcription of 'stress'

genes.4 The products of these genes muster resistance to the threat. Thus,

clue 2 stands opposed to clue 1: some sort of oxidative stress is a necessary


signal for cells to marshal their genetic response to physiological stress. If

we block oxidative stress, we may make ourselves more vulnerable to

infection. Seen in this light, it is quite conceivable that we are 'refractory'

to large doses of dietary antioxidants because they interfere with our

response to stress.

Clue 3 comes from the evolutionary theory of antagonistic pleio-

tropy — the idea of a trade-off between the detrimental effects of genes in

old age and their beneficial effects in youth. The theory was first proposed

by George C. Williams in 1957, and has since been accepted by most

evolutionary biologists, though it is not in common currency in medical


4 The migration of N F K B to the nucleus requires its oxidation. Once in the nucleus, however,it must be restored to its unoxidized state before it can bind to D N A . Thus, the action of
 N F K B is carefully stage-managed, and it only exerts an effect if the cell retains control of the
 oxidation state of the nucleus. If both nucleus and cytoplasm are oxidized, it is more likely
 that the cell will fail to muster a response, and will die instead.
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science. The role of pleiotropy in the diseases of old age was discussed by

Williams and the physician Randolph Nesse in an enlightening book on

the "new science of Darwinian Medicine", Evolution and Healing,
 first pub-

lished in 1994. Much of this book is packed with vivid examples, but 1


found the section on pleiotropy disappointing. We are offered the examples

of Alzheimer's disease and haemochromatosis (in which heavy iron

absorption overcomes the risk of anaemia in youth, but courts misfortune

in middle age; see Chapter 10), and one or two others. Tantalizingly, they

cite Paul Turke, an evolutionary anthropologist and physician who argues

that the whole immune system is age-biased, in that the noxious oxidants

released by immune cells to kill invading microbes can also damage the

body; but Turke, though quite right, did not close the circle. Such a theory

cannot, in itself, explain why mice, which have elaborate immune sys-

tems of their own, should die of age-related diseases after four years while

we take 70. In a more recent textbook on evolutionary medicine, based on

a conference in Switzerland in 1997, the concluding discussion notes

tersely that "At this time, few examples of tradeoffs have been estab-

lished." Thus, clue 3 is that, despite its theoretical utility, few concrete

examples of pleiotropic trade-offs have ever been described. Could some-

thing be missing from the equation?

I suggest that there is a trade-off between oxidative stress as a signalling

pathway that musters our defences against infection, and oxidative stress

as a cause of ageing. In effect, the diseases of old age are the price we pay

for the way in which we are set up to handle infections and other forms of

stress in our youth. In both cases, the shadowy agent pulling the strings is

oxidative stress. The outcomes are diametrically opposed: resistance to

disease in youth and vulnerability to disease in old age. The duplicitous

role of oxidative stress is central to both, in what I shall call the 'double-



agent'
 theory of ageing and disease (Figure 12).

The problem is that oxidative stress is a necessary
 part of our response

to infection: without it, we are unable to mount a genetic defence against

pathogens. Oxidative stress activates transcription factors such as N F K B ,


which coordinate the broader genetic response promoting inflammation

and stress resistance.5 Unfortunately, the rise in oxidative stress during

ageing also activates N F K B
 . The pressure to eliminate infection in youth is


S N F K B is not the only transcription factor that responds to oxidative stress; Nrf~2, AP-1 . Rel-1,P53 and several others do too. However, in medical circles NFKB has become virtually



synonymous with the stress response, so I shall focus on it here.
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far higher than the pressure to eliminate inflammation in old age. We

cannot get rid of N F K B
 (we would succumb to infection) and yet its effects

in promoting inflammation change the whole balance of the body as we

get older. It is this shift in balance, rather than the time that has elapsed,

that is responsible for the negative pleiotropic effects of other genes.

Exactly 
why

 infections should produce a rise in oxidative stress is

uncertain, but it does seem to be the case that they do. In many cases.
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oxidative stress is exacerbated by activated immune cells, such as neutro-

phils (which produce potent oxidants to kill the pathogen); but cell-

culture experiments in the absence of immune cells suggest that the mech-

anism is more subtle and fundamental than this. This is a critical point:

infections increase oxidative stress regardless of whether the immune

system is involved. In the case of influenza, for example, Heike Pahl and

Patrick Baeuerle, at the University of Freiburg in Germany, have shown

that a single viral protein — haemagglutinin — induces oxidative stress in

cultured cells.6 Pahl and Baeuerle showed that this rise in oxidative stress

activated N F K B
 , which in turn coordinated the genetic response of the

organism to the infection. Conversely, if the oxidative stress was abolished

using an antioxidant such as dithiothreitol, neither N F K B
 nor its subordin-

ate genes were activated. A
 similar dependency on oxidative stress, and

abolition by antioxidants, has been demonstrated in infections with many

other viruses, including human immunodeficiency virus 1 (HIV-1), hepat-

itis B and herpes simplex, as well as by components of the bacterial cell

wall such as endotoxin and lipopolysaccharide. In each case, the infection

produces oxidative stress, which activates NFKB
 , which orchestrates the

transcription of numerous other genes. The entire response can be short-

circuited by blocking the rise in oxidative stress using antioxidants.

The response to N F K B
 is generally two-pronged: a bolstering of resist-

ance to inflammation — a stress response — coupled with an inflamma-

tory attack on the invading microbe.7 The inflammatory attack can be

severe: fever is part of the host's reaction to infection; it helps us clear the

infection. Yet fever is obviously detrimental to our long-term health,

insofar as it is disabling. We cannot expect to persist in this state for a pro-

longed period. Similarly, our response to endotoxin or malaria can be too

violent — if we have a serious infection, the ferocity of our own immune

response may push us over the brink into septic shock or cerebral malaria,

which might well kill us. Some pathogens have learned to modulate the

inflammatory response, or even take advantage of it. (For example, HIV

has several defensive genes that are activated by N F K B
 , and it uses inflam-


6 Pahl and Baeuerle suggest that the mechanism may depend on the sheer volume of viral



protein accumulating in the cell's export pathway, the endoplasmic reticulum. Overload of



the endoplasmic reticulum releases calcium, which in turn activates enzymes such as cyclo-



oxygenase and lipoxygenase, which increase the production of oxygen free radicals.



7 There are, in fact, at least seven related forms of NFKB , which are activated in slightly different ways, and which activate different selections of genes. One form, for example, increases



stress-resistance but does not promote inflammation. When I talk about NFKB here I mean



the most common, pro-inflammatory form.
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mation as a signal for proliferation.) In general, though, inflammation is a

positive force that has been selected for by evolution because it helps to


resolve
 infections. Once the infection has been resolved, the inflammatory

attack dissipates and we regain health. In other words, once the pathogen

has gone, oxidative stress falls and N F K B
 is switched off. As a result, the

genes controlling the stress and inflammatory responses are switched off.

Normal housekeeping genes are switched back on. The body reverts to its

'peace-time' routine. The whole process is reversible.

Now think what happens during ageing. Our mitochondria leak free

radicals, bringing about an insidious rise in oxidative stress as we get

older. There comes a point when the oxidative stress is severe enough to

activate transcription factors like N F K B
 . We begin to go through a low-

grade stress response and inflammation. Virtually all diseases of old age

are characterized by a chronic activation of stress proteins and persistent

inflammation. Because broken mitochondria cannot be repaired, the

situation is self-perpetuating — or worse, self-exacerbating. Inflammation

damages cells and bodily structures, and so gives the jittery immune

system a 'real' target. Proteins that are normally hidden inside cells, or

behind barriers such as the blood-brain barrier, are exposed to immune

surveillance and attack. Any concomitant conditions are exacerbated. We

might be able to dampen this attack by using anti-inflammatory drugs,

but, unlike infection, we cannot remove the primary cause: we cannot

mend broken mitochondria. Nor can dietary antioxidants prevent the

mitochondrial leak, so they too cannot counter the oxidation of the cell.

On the contrary, as we have seen, antioxidants may even weaken the stress

response — which is, after all, a response to genuine physiological stress.

No gene is an island, any more than a man is an island. If a gene

becomes more or less active, the effects are felt by other genes. The activ-

ity of all genes depends on their immediate environment, in other words,

the chemical balance inside cells. Oxidative stress shifts the spectrum of

active genes, regardless of the exact cause of the stress. The rise in oxida-

tive stress over a lifetime means that many genes that are active when we

are 20 are less active when we are 70, and vice versa. Other genes keep

working throughout our lives, but their effects shift because their environ-

ment changes. In the same way, a song accompanied by solo violin in

an intimate setting differs from the same song chanted in a football

stadium with a backing rock band. As we age, a pleiotropic gene exerts its

negative effects because its environment has become oxidized and pro-

inflammatory, not because a particular period of time has elapsed. If we
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wish to overcome the negative effects of pleiotropy, we must therefore

prevent the oxidation of cells and tissues with age.

Before we consider some particular examples, we should ask if there

is any empirical evidence for concerted changes in gene expression with

age. Do cells and tissues really become more oxidized? If so, does this

really change the pattern of genes that are switched on? If rhesus monkeys

are anything to go by (which share 9 5 - 9 8 per cent of their genes with

humans), the answer is almost certainly yes.
 In Chapter 13, we discussed a

study of rhesus monkeys, carried out by Richard Weindruch and his team

at the Wisconsin Regional Primate Center, Madison, and published in

2001. In one arm of the study, the team compared the activity of 7000

genes in young animals (aged 8 years) with that of the same genes in age-

ing animals (aged 26 years; the maximum lifespan of rhesus monkeys is

40 years). The similarities and differences were striking. Of the 7000

genes, about 6 per cent changed their activity by twofold or more in the

course of 18 years, some becoming more active (300 genes) and others less

active (149 genes).8 Many of the genes that became more
 active with age

were concerned with inflammation and oxidative stress (including a rise

in the activity of the N F K B
 gene). The genes that became less
 active with

age were concerned mostly with mitochondrial respiration and cell growth.

Weindruch and his colleagues argued that the shift in gene expres-

sion was caused
 by a rise in oxidative stress from damaged mitochondria.

Although the changes measured were correlative — so a causal relation-

ship was not proved — the notion that mitochondria were damaged was

supported by the declining activity of respiratory genes (presumably they

are not transcribed if they are not needed) and by high levels of oxidative

damage to mitochondrial DNA, proteins and lipids. The level of oxidative

damage correlated with the activity of pro-inflammatory and stress genes.

Again, a causal relationship was not proved; but the most reasonable

conclusion is that failing mitochondria brought about a rise in oxidative

stress, which altered the spectrum of genes switched on. If so, then oxida-

tive stress does indeed shift the genetic balance in old age towards

stress-resistance and inflammation, as predicted.

Thus, our argument — the double-agent theory — is as follows. Infec-

tious diseases cause a rise in oxidative stress, which is largely responsible



8 Lest these numbers seem small, we should remember that a change in activity of this mag-



nitude in a single gene, such as that for haem oxygenase, can mean the difference between



life and death while fighting off an infectious disease. Changes of this magnitude in 450



genes, therefore, are presumably serious.
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for coordinating our genetic response to the infection. As we age, mito-

chondrial respiration also causes a rise in oxidative stress, which activates

essentially the same genes through a common mechanism that involves

transcription factors like N F K B
 . Unlike infections, however, ageing is not

easily reversed: mitochondrial damage accumulates continuously. The

stress response and inflammation therefore persist, and this creates a

harsh environment for the expression of 'normal' genes. The expression

of normal genes in an oxidized environment is the basis of their negative

pleiotropic effects in old age (Figure 12).


We are faced with two components to oxidative stress in the cell:

mitochondrial leakage and non-mitochondrial factors such as infection.

Let us assume that the overall degree of oxidative stress is additive. If the

stress from old mitochondria is added to the stress from infection, the

combination might easily be overwhelming — perhaps this helps to

explain why old people are more prone to die from infectious diseases

such as influenza and pneumonia. Earlier in life, the stress from mito-

chondrial leakage is less serious, but other factors may 'top up' the overall

stress to a higher level. In the case of infections, the rise in oxidative stress

is normally constrained and reversible, but other factors, such as smoking

or high blood glucose, may be more persistent. Any factor that brings

about a general rise in oxidative stress should exert similar effects through

the same genes. If oxidative stress is persistent, it might have the effect

of simulating old age, at least in some tissues or organs. Factors that cause

a 'premature' rise in oxidative stress would thus be expected to cause

premature ageing, and a greater risk of other diseases.

In the rest of this chapter we will look at how this works out in prac-

tice, using the example of Alzheimer's disease. Dementia illustrates many

of the points we have discussed, such as misleadingly complex genetics.

There are several well-established genes that increase the risk of Alz-

heimer's disease, which seem to have no association with oxidative stress.

This disease is therefore a good example of how susceptibility genes that

seem unrelated to oxygen are in fact influenced by mitochondria, oxidat-

ive stress, and inflammation.

Why do some people with no genetic susceptibility still get Alzheimer's

disease? This question should be as revealing as the opposing question —

why do some genetic mutations increase the risk of dementia? After all,
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more than half of the people who develop Alzheimer's disease have no

known genetic risk factors. Following the simplistic nature-nurture inter-

pretation, if the reason is not genetic, it must be environmental. For 30

years, researchers have looked in vain for evidence that aluminium or

mercury provoke Alzheimer's disease, but unequivocal links have never

been proved; if there are links, they must be very weak. What about a

virus? Many people are infected with the herpes simplex virus (the virus

that causes cold sores), which typically localizes in the brain to the same

regions that degenerate in Alzheimer's disease. There is a link, as we shall

see; but still, only half the people who are infected with herpes simplex

get dementia, so this cannot be the only answer. In recent years, most

serious research interest has centred on genetic factors, if only because the

clues seem to lead somewhere. The fact that the clues do not
 point to most

people who get Alzheimer's disease is held in abeyance until our under-

standing improves. Surely they must be linked in some way!

The pathology of Alzheimer's disease is characterized by two striking

features, which were originally described by Alois Alzheimer himself in

1906: tangles and plaques. The tangles consist of twisted fibrils of a pro-

tein called tau.
 These fibrils are remnants of the extensive network of

tubules that normally maintains the structure and function of neurons.

As the tangles form, the neurons die off around them, finally exposing


the tangled fibrils like bones in an excavated graveyard. In contrast, the

plaques are formed outside the neurons. They consist of dense deposits of

a protein fragment called amyloid,
 mixed up with inflammatory cells

(some types of glial cell and invading white blood cells) and detritus. In

the venerable tradition of scientific controversy, the plaques and tangles

have each attracted a dedicated tribe of researchers, convinced that their

preferred pathology is the primary cause of dementia; and ne'er the twain

shall meet. Most researchers, though, are open-minded enough to admit

that there are problems relating the two features together. The premise

that one of them must come first, and somehow produce the other, is dif-

ficult to verify. Biopsies of brain tissue can only be taken at autopsy, so

most pathological data relate to the late stages of the disease. Animal

models offer a potential escape from this problem, but so far no animal

model of Alzheimer's disease parallels the human syndrome in all its

details.

The theory that amyloid toxicity is central to Alzheimer's disease

gained ground in the mid 1990s as virtually all the mutations that make

us prone to the disease promote the deposition of amyloid. Amyloid is a
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fragment of a larger protein called the amyloid precursor protein
 (APP),

which straddles the external membrane of neurons. In healthy brains,

APP is cleaved to produce the soluble fragment, amyloid, which then cir-

culates in the cerebrospinal fluid. What it does there is uncertain, but

some evidence suggests that it is necessary for normal neuronal function.

Amyloid only becomes toxic when precipitated into dense clumps. The

first clue to this came from people who had inherited very rare mutations

in the APP
 gene, which cause dementia in early middle age (familial

Alzheimer's disease). The mutations shift the cleavage point of the

amyloid precursor protein, so that the amyloid fragments are longer and

'stickier'. The sticky fragments clump together to form plaques more

easily. In 1995, two further genes were discovered, presenilin 1
 and presenilin



2,
 which also cause dementia in middle age when mutated. The presenilin

genes code for proteins that are thought to help in processing APP. Again,

people with these mutations generate long, sticky amyloid fragments,

which precipitate readily. Apolipoprotein E4, the protein product of the


ApoE4
 allele, also exacerbates amyloid deposition, but exactly how is not

clear — we will return to this. Regardless of the exact mechanisms

involved, all established genetic factors point to amyloid deposition as

the primary pathology in Alzheimer's disease.

There are two problems with this interpretation of the disease. First,

tangles are often formed before
 the amyloid plaques, and indeed some peo-

ple with classic symptoms of Alzheimer's disease never develop amyloid

plaques. In general, the onset of dementia corresponds to the loss of neu-

rons, rather than the quantity of amyloid in the brain. Second, transgenic

mice with mutations in the APP
 or the presenilin
 genes produce amyloid

plaques, but only form tangles in old animals. Once the tangles have

formed, the senile mice begin to lose neurons, and show signs of dementia,

insofar as that can be measured in mice. Something similar is true of rhesus

monkeys injected with amyloid — they develop tangles and lose neurons


only
 in old age. Amyloid alone, it seems, is insufficient to produce

Alzheimer's disease, despite the fact that all known genetic mutations

point to it as the prime suspect. Perhaps this should not be entirely surpris-

ing. After all, even people with APP
 or presenilin
 mutations do not develop

Alzheimer's disease until middle age — well past their childhood, and

therefore unlike other single-gene disorders such as haemophilia. Some-

thing seems to be missing from the equation: might this be the same some-

thing that produces dementia in people with no genetic susceptibility?
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The secret of plaques and tangles is not to be found in genetics, but in

chemistry. Let us think about amyloid first. People with no genetic sus-

ceptibility to amyloid deposition still deposit amyloid in their brains. This

is because the deposition of normal amyloid (and perhaps even the sticky

variety) depends on its oxidation: it clumps together when oxidized. In

the dense amyloid plaques, amyloid is invariably oxidized. Amyloid is

more likely to become oxidized later in life, as oxidative stress in the brain

rises. As we have seen, oxidative stress rises in everyone in the end, regard-

less of their genetic make-up, because mitochondrial respiration inevit-

ably damages neurons. But does oxidative stress rise first and then 
cause



amyloid deposition? We do not know for sure, but the question can be

recast more practically: if oxidative stress occurs earlier in life for some

reason, does it bring about a correspondingly early deposition of amyloid

and onset of Alzheimer's disease?

One clue to the relationship between oxidative stress and dementia is

provided by people with Down syndrome, who often get Alzheimer's dis-

ease in early middle age. Again, the disease almost seems to have 'moved

forward' to an earlier time slot. We saw in Chapter 10 that people with

Down syndrome suffer from oxidative stress, as a result of an imbalance

in antioxidant enzymes.9 Could a rise in oxidative stress underlie the

early onset of dementia in people with Down syndrome? Quite probably,

according to pathologists George Perry and Mark Smith, and their team at

Case Western Reserve University, Cleveland, in a study published in 2000.

This team measured the oxidation of proteins and DNA in people with

Down syndrome, and found that a marked rise in oxidative stress always

preceded the deposition of amyloid. Oxidized proteins and DNA began to

build up in their late teens and 20s, with amyloid deposition occurring by

their 30s. Thus, it seems that a rise in oxidative stress 
does

 foreshadow an

increased risk of Alzheimer's disease, regardless of age.

What about the tau protein, the chief component of the tangles, the

other pathological trait of Alzheimer's disease? In a 1995 study, Olaf

Schweers and his colleagues at the Max Planck Unit for Structural Molec-

ular Biology in Hamburg showed that the tau protein only
 coagulates when


9 People with Down syndrome inherit an extra copy of chromosome 21, which includes the



gene for SOD among others. SOD eliminates superoxide radicals, but in doing this produces



hydrogen peroxide. Unless the hydrogen peroxide is eliminated by catalase, the extra SOD



increases
 oxidative stress. Other genes on chromosome 21 include the
 APP
 gene, so people
 with Down syndrome also overexpress the amyloid precursor protein and presumably amyloid; however, the amyloid fragment is normal, not the long, sticky version.
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oxidized. Conversely, if oxidation is prevented by antioxidants, tau will

not coagulate.10 In other words, tangles, like plaques, usually form under

conditions of oxidative stress. This is presumably why tangles do not

form in transgenic mice or rhesus monkeys, despite extensive amyloid

deposition: the pathology must 'wait' for a more general rise in oxidative

stress.

Thus, for most people with Alzheimer's disease, oxidative stress is the

earliest pathological change, and is responsible for producing both main

features, the tangles and the plaques. This idea is borne out by the effects

of apolipoprotein E. Recall that the ApoE
 gene is polymorphic, which

means that there are several different versions of the same gene. None of

these versions is a mutant, in the sense that none is broken: all have been

maintained by evolution, so all must have positive benefits. One of these

benefits seems to be some degree of antioxidant activity. In old age,

though, we have seen that ApoE4
 raises our susceptibility to Alzheimer's

disease. The phrase 'raises susceptibility' is misleading. If ApoE4
 is bene-

ficial earlier in life, then it makes more sense to see it as beneficial later on

too — but perhaps less so than its cousins. In other words, rather than

raising risk, it might be less effective at suppressing risk. Why this should

be is not known, but the ApoE4
 protein is
 known to be more sensitive to

free-radical attack than its cousins: it is therefore plausible that the ApoE4


protein is 'lost' preferentially with age. Early in life, when selection pres-

sure is high, this difference is not felt because oxidative stress is low. Later

in life, as oxidative stress rises, the benefits of ApoE4
 (whether antioxidant

effects or more general effects on cholesterol transport) are gradually lost,

as more and more ApoE4
 proteins are disabled by free radicals.

If this reading is correct, then the loss of ApoE4
 proteins with rising

oxidative stress accounts for two findings that otherwise resist interpreta-

tion. First, we noted that infection with herpes simplex virus increases the

risk of Alzheimer's disease. This effect is marked in people with two ApoE4


genes, but barely noticeable in people with ApoE3
 or ApoE2.
 Activation of

herpes simplex in the brain produces oxidative stress and inflammation.

As the ApoE4
 protein is sensitive to raised oxidative stress, its beneficial


,0The most obvious alteration in tau is its reaction with phosphate: it becomes abnormally



highly phosphorylated in Alzheimer's disease. Researchers had tacitly assumed that phos-



phorylation was necessary for the tau fibrils to coagulate into tangles. Schweers and his colleagues contradicted this view: phosphorylation is
 
not

 necessary for tau deposition, and tau
 fibrils can form even in the complete absence of phosphate. More recent studies have confirmed their findings.
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effects are lost preferentially in people who have both ApoE4
 and herpes

simplex. In other words, people with ApoE4
 are sensitive to oxidative

stress anyway, and if they happen to harbour the herpes simplex virus,

they are more likely to develop oxidative stress. They are therefore more

likely to succumb to Alzheimer's disease.

Second, and on the brighter side, people with two ApoE4
 genes gain

most from antioxidant therapies. This is demonstrably the case in all con-

ditions for which ApoE4
 is a risk factor, including dementia, heart disease

and stroke. In one sense, this is a puzzle: as we have seen, antioxidants

have little effect on mitochondrial respiration, and by suppressing the

genetic stress response might even exacerbate oxidative stress inside cells.

However, they can
 help protect the ApoE4
 protein from free-radical attack

outside cells, as the external fluids are at once more accessible to anti-

oxidants and less tightly controlled by gene activity than the insides of

cells. Antioxidants may therefore shield the ApoE4
 protein from oxida-

tion, or supplement its own failing antioxidant actions. This in turn post-

pones the onset, or slows the progression, of dementia. One antioxidant

proved to delay the onset of Alzheimer's disease is vitamin E. If you know

you have two ApoE4
 genes ask your doctor about taking vitamin E supple-

ments. If you have other ApoE
 genes, you may not gain much from taking

extra vitamin E; but neither will you lose much (as long as you don't

overdo it).

Once formed, the tangles and plaques exacerbate oxidative stress both

directly and indirectly. Direct amyloid toxicity is dependent on the bind-

ing of metal ions, such as iron and copper, which can catalyse the forma-

tion of free radicals. Such metals undoubtedly bind to amyloid plaques in

the brains of people with Alzheimer's disease. If amyloid is added to cells

grown in culture, its toxicity depends on free-radical formation in this way.

Conversely, amyloid toxicity is abolished, in the same simple system, by

free-radical scavengers or metal chelators (which block the action of iron

or copper). Thus, amyloid plaques are formed
 through the action of free

radicals on amyloid, and then exert
 their toxic effects by producing more

free radicals. They are free-radical amplifiers. In the brain, it seems likely

that amyloid damages the neurons surrounding the plaques in this way,

though it is unlikely to injure more distant neurons.

The indirect toxicity of both tangles and plaques almost certainly

results from inflammation. Plaques and tangles are recognized as alien by

the brain's resident inflammatory cells, the microglial cells, which attempt
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to engulf the 'invaders' and attack them with chemicals, including free

radicals. The plaques, especially, are indigestible and fester away. The

jumpy microglial cells pump out inflammatory messengers that recruit

and activate immune cells from elsewhere in the brain, as well as the

blood stream. The entire brain is put on perpetual red alert. The chemical

balance of the brain shifts inexorably towards oxidative stress, and sus-

ceptible neurons begin to die off. The most vulnerable neurones often die

of 'excito-toxicity', in which they are provoked into a frenzy of electrical

firing, and finally sink exhausted into an early grave. Thus, brain inflam-

mation promotes the formation of more and more tangles and plaques,

and finally the loss of neurons on a huge scale. By the time that Alz-

heimer's disease can be diagnosed by standard clinical criteria, a quarter

of the brain's neurons — 25 billion of them — are dead. This vicious circle

of inflammation is so important that the Canadian researchers Patrick

and Edith McGeer have described Alzheimer's disease as arthritis of the

brain.

Inflammation again! We may be sure that N F K B
 , the inflammatory

transcription factor, will be involved, and indeed it is. N F K B
 is a source of

anguish among researchers. The chemistry of life is so appallingly com-

plex that researchers are quick to regress into a childlike sense of good and

evil, pitting the 'good guys' against the 'bad guys'. This naive view of

molecules is willingly embraced by the pharmaceutical industry, which

strives to target the 'bad guys' — a molecule that is good and bad by turns

is a dreadfully shifting target for a drug. This is unfortunate. As we saw in

Chapter 9, even icons of goodness such as vitamin C can exert an unpre-

dictable mixture of 'good' and 'bad' effects. Applying a simplistic moral

order — are you with us or against us — invariably results in a 'paradox', a

massively overused word in academic journals. A quick search for the

word 'paradox' on Medline (the main database of medical abstracts) yields

nearly 4000 articles in which it is a key term: 'Another Calcium Paradox';

'The Paradox of Antioxidants and Cancer' or 'Beta-Carotene: Friend or

Foe?' One might think that biochemists were fond of solving paradoxes,

but few are solved in these articles. Instead, the weight of evidence for and

against is stacked into heaps and left for posterity to judge. For all the

detailed scientific analysis of data, confusion radiates from many articles.

My own favourite is the title 'Does Growth Hormone Prevent or Acceler-

ate Ageing?' It is hard to avoid the impression that, for all the astonishing

advances in medicine, some fundamental questions remain unanswered

even in outline.
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The trouble stems from the traditional approach of medical research,

which takes a snapshot in time — sometimes a fraction of a second, before

quenching a biochemical reaction — and then tries to piece together the

frozen relationship between molecules. This approach is analogous to

forensics, which scrutinizes clues scientifically to solve a murder mystery,

but omits to consider motive. For all the science in the world, a proper

understanding will only come from motive. Motive is often rooted in his-

torical accident, such as a humiliating experience years before. The same

is true of the way in which our bodies are built, right down to the molec-

ular level. Our bodies are historical accidents of evolution and ultimately

can only be understood from an evolutionary perspective: how things got

to be the way they are. From this point of view, a good guys-bad guys

philosophy is a woefully inadequate way of thinking about molecules as

complex as N F K B
 . Even so, this is the norm. N F K B
 is usually portrayed as Janus-faced, capable of abrupt swings from the good to the bad and the

ugly. Sometimes it destroys neurons, sometimes it protects them. It is

important, but profoundly unreliable as a drug target.

Seen in the light of infections, though, the behaviour of N F K B
 is con-

sistency itself. Activation of N F K B
 in Alzheimer's disease, as in an infec-

tion, has two complementary effects: it fans the fires of inflammation,

and at the same time shields our healthy cells from the same flames. In

infections, the rationale is obvious: the immune system attacks the

invader with free radicals that might just as easily harm our own cells. To

prevent damage to our own cells, their genetic resistance to oxidative

stress is tuned up. A shock that might normally kill our body's cells, or

make them commit suicide (apoptosis) is now weathered out until the

storm is over. Some cells are stimulated to divide, to repopulate tissues

that were less prepared for the storm, and which suffered accordingly.

The difference in Alzheimer's disease is that the storm is never-end-

ing, albeit less violent. The inflammatory glial cells in the brain are

incited by chemical messengers to attack the plaques and tangles, but

healthy neurons are threatened with collateral damage. They respond by

stepping up their own resistance to the onslaught. Powerful protectors,

such as haem oxygenase and SOD, are produced like so many sandbags

(see Chapter 10) to bulwark the neurons. Yet even such powerful protec-

tors cannot help indefinitely. They impose a curfew on the cell and, like

real curfews during a continuous bombardment, there is a limit to how

long cells can bear the strain. This is not a paradox: it is a clockwork

response to oxidative stress, which is strained by its own duration.
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If N F K B
 is 'switched off, healthy neurons are more
 vulnerable to dam-

age — of course, they no longer have their sandbags to protect them —

but then the inflammation may at least come to an end, so there is less

need of protection. The balance is delicate and unpredictable. A practical

solution is to block the activation of N F K B
 only in inflammatory cells. To

some extent this can be achieved using aspirin or non-steroidal anti-

inflammatory drugs (NSAIDs).11 Several studies have shown that people

prescribed aspirin or NSAIDs over a number of years to control rheumatic

pain have less than half
 the risk of dementia, compared with their con-

temporaries. Conversely, people who have other sources of brain inflam-

mation, such as a stroke, traumatic brain injury and viral infections, have

several times the risk of dementia. I imagine that such vulnerable groups

would benefit most from aspirin or antioxidants, though I am not aware

of any systematic studies to prove the point.

Before drawing this chapter to a close with some parallels in other

age-related diseases, what have we learnt from Alzheimer's disease? First,

the known genetic mutations affect a small fraction of people with

Alzheimer's disease and their effects are delayed until middle age. This

delay implies that, as in mice and monkeys, oxidative stress must cross a

threshold before neurons die en masse
 and dementia can be diagnosed

clinically. Second, all other known risk factors for Alzheimer's disease,

including Down syndrome, ApoE4
 and herpes simplex infection, are

associated with a rise in oxidative stress. Third, oxidative stress alone

is sufficient to cause dementia in old age in people with no known risk

factors (about half the people who succumb to dementia in old age).

Fourth, factors that lower oxidative stress, such as aspirin and vitamin E,

can postpone the onset of dementia by a few years, if not indefinitely.


"High or continuous doses of aspirin and NSAIDs can cause gastrointestinal bleeding and



ulcers, and thousands of people are hospitalized for side-effects each year (although about



97 per cent of people can tolerate moderate doses of aspirin without problems, the other 3



per cent totals many thousands) New, more specific versions of aspirin, known as COX 2



inhibitors, are now on the market and hold the prospect of similar potency with fewer side-



effects. At low doses, however, COX-2 inhibitors and aspirin inhibit the enzyme cyclo-oxy



genase, and so have only a limited effect on other proteins whose production is controlled



by NFKB, such as tumour necrosis factor or nitric oxide synthase. At high doses, aspirin (butnot the COX-2 inhibitors) inhibits NFKB. which might account for some of its previously



unexplained effects—a startling finding published in
 Science
 in 1994 by Elizabeth Kopp and
 Sankar Ghosh at Yale University. Glucocorticoids suppress the activity of NFKB even more



strongly, accounting for their potent immunosuppressant effects. When taken in medicinal



doses, however, glucocorticoids have many unpleasant side-effects, including weight gain,



chronic infections, bone loss and glandular atrophy.
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In conclusion, Alzheimer's disease is linked with age because age is a



function of oxidative stress.
 Factors that exacerbate oxidative stress early in

life accelerate the onset of dementia, while factors that alleviate oxidative

stress postpone dementia. However, unless we abolish oxidative stress we

can never get rid of Alzheimer's disease. The difficulty is that we cannot

abolish oxidative stress, because it is necessary to coordinate our resist-

ance to infections and other physical stresses; but we can probably modu-

late it with a little more subtlety. At the beginning of this section on

Alzheimer's disease, I posed a question: why do people without known

risk factors still get dementia? I believe we have answered the question.

They still get oxidative stress. Another permutation of the same question

may throw a more practical light on the prevention of dementia. Why do

some people with
 known genetic risk factors (such as ApoE4) not
 get

Alzheimer's disease? What do they have that is protecting them? These

are questions we will touch on in the final chapter.

I have argued that ageing and age-related diseases are degenerative con-

ditions brought about by the combination of mitochondrial leakage,

oxidative stress and chronic inflammation. Some genes, infections and

environmental factors exacerbate oxidative stress at an earlier age, and

this speeds up the ageing process, in some organs at least. We have seen

that amyloid deposition, apolipoprotein E4, Down syndrome and react-

ivation of latent viral infections all exacerbate oxidative stress. So too do

smoking, high blood glucose and various environmental toxins.

Nicotine is blamed for many things but, although addictive, it is not

responsible for the deadly diseases caused by smoking. This is why nico-

tine gums and patches offer a safe way of quitting smoking. Cigarette


smoke
 is dangerous because it is the most dastardly free-radical generator

known (I enjoy smoking, though I intend to quit when I finish this book).

Many chemicals in cigarette smoke, including semiquinones, polyphe-

nols and carbonyl sulphide, react with oxygen to form superoxide radi-

cals, hydroxyl radicals and hydrogen peroxide, as well as nitric oxide and

peroxynitrite. A single puff of cigarette smoke is said to contain 1 0 1 5 (a

million billion) free radicals. The mind boggles. If this were not enough,

cigarette smoke activates inflammatory cells, which add their own toxins

to the brew. The result is oxidative stress, especially in the lungs and the

walls of blood vessels. Cellular glutathione levels are suppressed (quitting
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smoking raises blood glutathione levels by 20 per cent in three weeks) and

this activates transcription factors like N F K B
 . Smokers 'turn over' anti-

oxidants such as vitamin C much faster, and so should take more dietary

antioxidants to counter the threat. Most do not. Smoking thus provokes

inflammation, and this is the chief reason for the high risk of both heart

disease and cancer.

Too much glucose is another modern killer, for surprisingly similar

reasons. Poor control of blood glucose levels is the hallmark of diabetes

(see Chapter 12), and in diabetics glucose may reach very high levels after

meals. Glucose reacts in a complex manner with proteins to form brown-

ish caramels that accumulate with age, known as advanced glycation end-



products,
 or AGEs (this is also why meat browns when it is cooked). Such

caramels account for the clouding of the lens of the eye in a cataract.

Caramelization of proteins is accelerated by oxygen, and most AGEs

are really oxidation products. Not surprisingly, caramelization blocks

the function of proteins, but worse follows. AGEs, like amyloid, are free-

radical amplifiers: they are mostly formed by free radicals and then exert

their toxic effects by producing more free radicals, causing oxidative stress

and so inflammation. Because glucose is delivered to cells via the blood

stream, the vessel walls are worst affected. In diabetes, small blood vessels

in the eyes, kidneys and limbs become damaged and blocked, causing

blindness and kidney failure, and all too often necessitating amputations.

This whole process is speeded up in diabetes, but it happens at a slower

speed in everyone, as AGEs accumulate with age as a result of mito-

chondrial leakage in all tissues. For this reason, diabetes is often referred

to as a form of accelerated ageing; it is really an accelerated form of oxi-

dative stress.

Inflammation of blood vessel walls induces cellular proliferation, oxi-

dation and deposition of cholesterol, and the development of athero-

sclerosis. These are ideal culture conditions for some tough bacteria, such

as Chlamydia pneumoniae,
 which infect damaged arterial walls, and from

their safe haven antagonize immune cells. Up to 80 per cent of people

with cardiovascular disease are infected with Chlamydia,
 but whether this

is a cause or an effect of heart disease is still disputed. It is simplest to

say it could be both: the cause
 of atherosclerosis is oxidative stress, and

the process can be started, or perpetuated, by smoking, AGEs, oxidized

cholesterol, ApoE4,
 infections, or just old age. Any one of these factors

makes the others more likely. All are united by oxidative stress, and con-

verted into the common currency of inflammation by N F K B
 and its kin.
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Because many of these factors are 'external7 (not produced within our

own cells by mitochondrial leakage) they are more responsive to anti-

oxidant therapies than is mitochondrial ageing, which cannot be easily

reversed. This is why a healthy diet, or possibly antioxidant supplements,

can postpone the onset or progression of heart disease, but do not ulti-

mately prevent ageing.

Cancer is also provoked by oxidative stress and inflammation. We

have seen that the effects of radiation are mediated by the production of

oxygen free radicals from water (see Chapter 6), which then attack DNA,

proteins and lipids. Because oxygen itself produces the same radicals, it is

in fact a carcinogen (or more technically, a pro-carcinogen). The more air

we breathe, the more likely we are to get cancer, hence the strong asso-

ciation between cancer and age. Many carcinogens, including benzene,

quinones, imines and metals, also act by generating free radicals. The

importance of oxygen radicals in this process is borne out by tell-tale

chemical signatures of hydroxyl radical attack on DNA, such as 8-hydroxy-

deoxyguanosine (8-OHdG; see Chapter 6, page 124), which are excreted

in the urine. Smoking can increase the excretion of 8-OHdG by 35-50 per

cent. For the most part, the oxidized fragments are excised from the DNA

and replaced with new, correct, letters; but mismatches do occur (for

example, guanine (G) is replaced with thymine (T)). When cells divide,

the mistakes are passed on in the genetic code as mutations. Both oxida-

tive damage and mutations accumulate with age. By the time a rat is old

(two years) it has about a million lesions in DNA per cell, twice as many as

a young rat.

The frequent mutations in cancer cells are usually considered to be

the cause of cancer, but in fact it is not known whether such mutations

occur first, and then stimulate cancer cells to proliferate, or whether the

mutations accumulate in cancer cells that are already proliferating. Cer-

tainly, tumours 'evolve' and accumulate more mutations over time. There

is good evidence to suggest that oxidative stress and inflammation create

an environment conducive to cell division in the first place. Apart from

the oxidative stress associated with irradiation, smoking, carcinogens and

ageing, a third of cancers worldwide (notably in the developing world)

are caused by chronic infections, such as hepatitis B and C and schisto-

somiasis. Not surprisingly, given the ubiquity of oxidative stress, N F K B
 is

involved. High levels of activated N F K B
 are found in most cancers and

may be necessary for the transformation of a normal cell into a cancer

cell. Why should this be? Again, the normal response to infection pro-
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vides the clue. First, N F K B
 strengthens the cell's resistance to oxidative

stress: it makes cancer cells tough. Second, N F K B
 stimulates cell prolifera-

tion. In an infection, the rationale is to replace damaged tissue with new

cells, but in cancer, activation of N F K B
 simply makes proliferation more

likely. Thus, perpetual activation of N F K B
 toughens cancer cells and stimu-

lates their proliferation. Apart from anything else, this makes tumours

more resistant to treatments such as chemotherapy and radiotherapy.

Switching off N F K B
 , if possible, makes tumours more sensitive to treat-

ment, and is a promising line of cancer drug development.12

There are hundreds of diseases in which oxidative stress is known to

play a role. I hope these few examples are enough to establish my general

point, the 'double-agent' theory of ageing: oxidative stress rises with age

and activates the genes responsible for fighting off infections by way of

transcription factors such as N F K B
 . These genes were never intended to be

switched on for months or years at a time: their purpose is to improve our

chance of surviving infection in youth, so that we may recover, go forth

and multiply. In terms of selective pressure, or pleiotropic trade-offs, the

importance of this task outweighs the personal misfortune of ageing and

age-related disease. Even so, the message of this chapter is positive. We are

not the victims of a thousand random genetic muggers, intent on 'doing

us in'. Quite the contrary. The behaviour of our genes depends on oxygen

and oxidative stress. When we learn how to modulate oxidative stress

with more finesse, then, and only then, can we go beyond our genes and

destiny.


In cancer, the gene for NFKB is often mutated to be continuously active. One possible prob-



lem with blocking the activity of NFKB is that this causes immune suppression. Immuno-



suppression makes the progression of cancer more likely, as the immune system normally



targets and eliminates cancer cells. Such involuted links are painfully difficult if not



intractable-





C H A P T E R F I F T E E N

Life, Death and Oxygen



Lessons From Evolution on the Future of Ageing



W, HICH CAME FIRST, THE CHICKEN OR THE EGG?
 This question

symbolizes our fascination with cause-and-effect problems. It

might be rephrased, did the egg 'cause* the chicken, or did the

chicken 'cause' the egg? Given that the one follows the other in an appar-

ently endless succession, the question seems impossible to answer: it is the

kind of infinite regression that philosophers love. Some people see such

regressions as evidence of a prime mover, who created both the chicken

and egg simultaneously. Then there are the pedants, who insist on answer-

ing the question. The tiresome truth of it is that the pedants are right:

there is an answer. We will look into this answer briefly, because it throws

light on the more important problems of life, death and oxygen.

The answer is not logical but historical: we confuse an infinite regres-

sion with an incomprehensibly long time and the contingencies of his-

tory. There were not always chickens and eggs: they evolved. More than

this, they evolved in a particular way, by sex and natural selection. In a

sexual species, the tiny changes in genes, which accumulate generation

after generation, are only passed on through the sex cells. The genes in

the sex cells are largely unchanged by the experience of the organism: we

can mutate them by smoking or irradiation, but if we develop large

muscles through working out in the gym, we cannot pass them on to our

children (though we may pass on our frame or propensity for working
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out). This is the distinction between the competing theories of Darwin

and the French naturalist Jean Baptiste Pierre Antoine de Monet, better

known as the chevalier de Lamarck. Lamarck believed in the inheritance

of acquired traits, a theory that was popular in the Soviet Union during

the Stalin years. Guided by the Marxist pseudoscience of Lysenko, Stalin

hoped that imposing communism for a few generations would imprint

the 'genes' for communism on the Russian people.

If Lamarck had been right, then a bird could become more like a

chicken as it grew, just as a Russian might become a better communist.

The bird would then pass on its newly fledged chicken-genes to its off-

spring. If this were the case, the chicken would come before the egg. There

is nothing illogical about this scenario — it is in fact what bacteria do.

Bacteria do not generate sex cells. When they divide, they pass on any

new traits they have acquired to both daughter cells. As it happens, this is

not how sexual species pass on their genes. In sex, the body is thrown

away as a genetic dead end, while the sex cells contain all the inheritable

genes. The genetic changes that led to the evolution of a chicken there-

fore took place in one or other of the sex cells — or both — and came

together in the egg on fertilization. This means the first chicken must

have hatched from an egg laid by a bird that was not a chicken. Clearly

the egg came first.

The first chicken, of course, did not appear suddenly: there was a

gradual transition from non-chickens (actually, the red jungle fowl Callus



gallus)
 to domestic chickens. The eggs of earlier birds therefore evolved

before chickens. Eggs with hard shells were in fact invented by the rep-

tiles, around 250 million years ago. After the Carboniferous, the climate

grew cooler and drier, and the great coal swamps dried up. The first rep-

tiles developed scales and shelled eggs to escape the constraints suffered

by amphibians, which depended on water. Eggs with shells could be laid

on land and did not dry out. This was beginning of the 'age of reptiles',

which lasted until the demise of the dinosaurs, 65 million years ago. As a

related historical accident, the hard shell made copulation necessary. The

shell forms before the egg is laid, so fertilization has to take place inter-

nally. Thus, all reptiles copulate, and passed on this trait to their descend-

ants — the birds and mammals. A little understanding of the history of

life, then, tells us that both copulation and eggs came before chickens —

and the historical narrative makes the idea of infinite regression seem

absurd.
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The role of oxygen and free radicals in ageing and disease presents a simi-

lar problem: which comes first, the radicals or the disease? In the 1950s,

Rebeca Gerschman, Daniel Gilbert and Denham Harman argued that the

reactive intermediates of oxygen respiration caused
 ageing and disease.

Such big claims have not been proved experimentally even today. Even

so, many people, including some eminent researchers, cling to the belief

that antioxidants are a miracle cure. Most researchers in the field, though,

would concur with the characteristically trenchant view of John Gutteridge

and Barry Halliwell: "By the 1990s it was clear that antioxidants are not a

panacea for ageing and disease, and only fringe medicine still peddles this

notion."

Few scientific fields hold a greater promise of fame — a cure for age-

ing! — than the free-radical field, and none has suffered so many

reversals. Much of the excitement that followed the discovery of super-

oxide dismutase (SOD) in the late 1970s (see Chapter 10) dissipated as

pharmaceutical drugs failed to deliver the anticipated miracle. High doses

of dietary antioxidants likewise failed to impress. The field too easily

became a forum for bad science, in which claims were unsupported by

hard evidence. We examined an instance of this in Chapter 9: the claim

that plasma levels of vitamin C correlate inversely with mortality. They

do, it is true, but the unspoken implication — the reason this study was

published in The Lancet
 — is that if we eat more vitamin C we will be less

likely to die. Perhaps this too is true, but the study came nowhere near

proof, as the authors themselves were first to admit: if anything, it proved

the contrary, as people taking vitamin C supplements gained no extra

benefit. The claim is equivalent to saying that the number of hours we

spend on our feet correlates inversely with mortality, so if we stand up

more often we will live longer.

Not surprisingly, other fields of medicine have become suspicious of

the boy who cried wolf too many times. This feeling was conveyed well by

one of the reviewers of my proposal for this book:

I confess to some prejudice against the free-radical field, which is complex

and messy and seems at the same time to attract messianic types, who think

that free radicals explain all diseases, not to mention ageing. (So
 if we eat

enough free-radical scavengers we shall all live forever.) Of course this is not

to say that free radicals are unimportant or
 uninteresting, only that it is diffi-

cult to separate the science from the hype.
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Apart from the hype, there are some genuine scientific difficulties here. I

wonder if it is even possible, using direct experimental methods, to prove

that free radicals cause
 disease. The problem is that most free radicals are

present at tiny concentrations and for fleeting periods: no sooner are they

formed than they transform into something else. The only known way of

measuring free radicals directly is a technique called electron spin reson-

ance (ESR), which can detect tiny magnetic signals deriving from the spins

of unpaired electrons in free radicals (see Chapter 6). Unfortunately, these

transient signals are easily lost against background noise, and the method

is not sensitive enough to detect radicals as reactive as the hydroxyl radi-

cal, which disappear in billionths of a second. There are ways around this

difficulty, but they generate their own problems of interpretation.

The easiest way to skirt these issues is to measure free radicals indi-

rectly, by quantifying the build-up or excretion of their end-products —

in particular, oxidized DNA, proteins and lipids. Now the problem is one

of attribution: do the oxidized products really reflect free-radical attack in

the body? For example, one oxidized breakdown product of DNA is 8-

hydroxydeoxyguanosine (8-OHdG). We have seen that 8-OHdG is formed

when hydroxyl radicals attack DNA, but some 8-OHdG is formed as an

artefact, and some may be formed by enzymes. Estimates of total DNA

oxidation by hydroxyl radicals are in reality a best guess. While it would

be perverse to ignore the large body of evidence which suggests
 that free

radicals actually cause disease, definitive claims are no more than hype.

The same applies to other measures of free-radical formation, including

standard tests for the products of lipid and protein oxidation. We cannot

infer the definite involvement of free radicals from such tests any more

than we can infer deliberate arson from the smoking remains of a build-

ing. If we accept that oxidized proteins, DNA and lipids are
 the tell-tale

footprints of free radicals, we still do not know whether free radicals cause

disease. We have little idea about timing or causality. The signs of oxida-

tion are often concomitant with the signs of disease, but this is not to say

that one causes the other. The simplest way to prove that free radicals do


cause disease is to block their action using antioxidants. As we have seen,

antioxidants rarely cure diseases, let alone ageing. Of the many possible

explanations for this — perhaps they are not potent enough, or do not get

to the right place in the right amount at the right time — the most inher-

ently believable is that free radicals are only part of the problem. Even

when antioxidants do help, it is not easy to prove that they do so by

working as an antioxidant. In the case of vitamin C, many of its actions
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have nothing to do with antioxidant activity: it may act by stimulating

the synthesis of carnitine, or the production of peptide hormones and

neurotransmitters. Short of a methodological breakthrough, it is difficult

to progress beyond this point with present experimental techniques.1

Set against the potential dead end of experimental research is the

intuitive explanatory power of free radicals as a cause of ageing and dis-

ease. The fact is that free radicals are
 detected in virtually every disease

known to man, and that in principle they can
 explain the progression of

ageing and the rising incidence of age-related diseases. The massive accu-

mulation of data is at least suggestive that free radicals have a causal
 role

in many conditions. Many other facts line up with this interpretation. To

take just one example: if free radicals are produced by mitochondria, we

would expect DNA in the mitochondria to be damaged more than DNA in

the nucleus. In Chapter 13, we saw that there are practical problems in

measuring this predicted difference — estimates vary by a factor of 60000.

However, a high rate of damage should lead to a high mutation rate, and

the mutation rate of mitochondrial genes is
 higher than the mutation rate

of nuclear genes by an order of magnitude. The free-radical explanation is

therefore supported by evidence from other quarters.

I think that we can best understand the importance of oxygen free

radicals by looking at their place in a bigger picture. We cannot prove

experimentally that free radicals cause disease any more than we can

prove logically that eggs cause chickens, but we can
 see how far free radi-

cals fit into an evolutionary framework by telling the story of oxygen. The

story we have pieced together in this book goes some way towards

answering intractable experimental questions. The answers hold signifi-

cant implications for the future of medicine. Before we peer into future

possible worlds, let me recap the story, bringing out the elements most

important to our own lives and deaths.

In the beginning there was no oxygen, but there was ultraviolet radiation

and water. Without an ozone layer, the intensity of ultraviolet radiation


1 One such breakthrough has already happened: the advent of 'knock-out' mice, in which



the genes for enzymes like SOD are disabled so that the protein is not produced. Such



experiments are valuable, and illustrate the importance of SOD in newborn mice; but the



fact that SOD is necessary in baby mice does not mean it is important in ageing people. The



extension of lifespan in
 Drosophita
 by the overproduction of SOD and catalase is more
 revealing, but limited, so far, to
 Drosophita.
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in the air and surface oceans was at least 30 times greater than today. Radi-

ation splits water to produce the same reactive oxygen intermediates that

we generate when we breathe — hydroxyl radicals, superoxide radicals and

hydrogen peroxide. These unstable intermediates reacted together, and

with water, to generate hydrogen and oxygen. Hydrogen was light enough

to seep away into space. Oxygen reacted with iron in the rocks and with

sulphurous gases emanating from volcanoes, and was trapped in the crust.

In the thin, dry air of Mars, the oxygen intermediates were petrified, liter-

ally, as the red iron oxides that lend the planet its colour today.

On Earth, something different happened. Life adapted to the surface

oceans. LUCA, the Last Universal Common Ancestor (Chapter 8), had

already evolved antioxidant enzymes that could protect her against the

reactive oxygen intermediates derived from radiation. Genetic studies sug-

gest that LUCA possessed antioxidant enzymes, including SOD, catalase

and peroxiredoxins. More than this, LUCA had a sophisticated metabol-

ism. She could trap oxygen using a form of haemoglobin, and generate

energy from it, using the enzyme cytochrome oxidase — the grand ances-

tor of the enzyme that continues to do the same job for us. LUCA could

do all this as long as 3.85 billion years ago, soon after the end of the mete-

orite bombardment that cratered the Moon and the Earth. Even though

free oxygen had not yet accumulated in the air, the earliest ancestor that

we know about was already generating energy from oxygen respiration,

and was resistant to oxidative stress.

The oxygen intermediates formed by radiation reacted with dissolved

iron salts and hydrogen sulphide, gradually depleting these substances

from the shallow seas and lakes. Both were early raw materials for photo-

synthesis, so their depletion raised the selective pressure to find an altern-

ative. In such sheltered environments hydrogen peroxide was relatively

abundant, and it was a practical alternative as it could be split by the

antioxidant enzyme catalase. Catalase thus doubled as a photosynthetic

enzyme. As multiple enzymes clustered around the photosynthetic reac-

tion centres, two catalase units became lashed together to form an 'oxygen-

evolving complex'. This complex could harness the energy of sunlight to

split water and release oxygen. Water-splitting, oxygen-producing photo-

synthesis evolved only once
 on Earth. In a thought-provoking quirk of

fate, all
 life on Earth that uses water as a raw material for photosynthesis

has inherited a water-splitting complex based on catalase units. This

could never have happened if life had not learnt how to tolerate radiation

first. Perhaps it would never have happened without catalase; and it
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almost certainly never did happen on Mars. The ostensible sterility of

Mars might be put down to this detail alone.

On Earth, photosynthetic cyanobacteria injected oxygen into the air,

and fast:
 faster than the volcanoes could spew out sulphurous gases, faster

than erosion could expose virgin rocks to the air. The crust oxidized, but

still there was some oxygen left over. When radiation split water, the

hydrogen could no longer escape into outer space: instead it reacted with

the excess oxygen to form water again. As oxygen built up, an ozone layer

formed, which blocked the penetration of ultraviolet radiation into the

lower atmosphere. The loss of oceans slowed to a trickle on Earth but con-

tinued apace on Mars and Venus, where no oxygen buffer had formed.

Loss of water in this way may have cost Mars and Venus their oceans.

Water retention was the first gift of photosynthesis. The second was

oxygen itself. At several times in the long Precambrian era, catastrophic

geological upheavals — snowball glaciations and bouts of mountain

building — overturned the lengthy periods of evolutionary stasis, and

buried so much organic matter that excess oxygen was injected into the

air. Each time, life leapt forward. In the first injection, 2.7 billion years

ago, our own ancestors, the eukaryotes, made their first wispy appearance,

leaving behind tell-tale molecular fingerprints — sterols similar to choles-

terol. In the next, larger, injection, which followed the snowball Earth

and mountain-building episodes around 2.3 to 2.2 billion years ago, the

eukaryotes made their first robust appearance in the fossil record. Soon

after, the fossil record began to show signs of multicellular algae; but little

else happened in the next billion years. Then came the greatest of all geo-

logical roller-coaster rides: a succession of at least two snowball Earths, in

which ice shrouded the Earth episodically over a 160 million-year period

and finally pushed atmospheric oxygen up to modern levels.

Afterwards, as the ice retreated and the dust settled, the first large

animals floated on-stage — jellyfish-like bags of protoplasm, the vegan

Vendobionts. With their bulk they had guts and made faeces. Their heavy

faecal pellets sank and were buried in the ocean depths, depleting the

organic matter in the ocean. Not only this, but faecal burial prevented the

breakdown of organic matter by respiration (and therefore the consump-

tion of oxygen), and so contributed to the oxygenation of the overlying

oceans. The bacteria were forced to retreat, taking their stinking, sulphur-

ous underworld with them. A new, oxygenated, ecosystem yawned open,

a vast blank canvas awaiting the hand of nature. With oxygen came a

fourfold leap in organisms' ability to extract energy from their food, and
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with that came predation. Now, for the first time, it really paid to eat, and

extended food chains became possible. Life burst into the vacant eco-

space in the Cambrian explosion, 543 million years ago. The oceans filled

up with scampering, armour-plated monsters, the hunters and the hunted.

With predation came evolutionary arms races, in which hunters and

hunted competed for size (which depended on oxygen for energy and to

build structural support). With size came the complex adaptations that

enabled the colonization of the land.

Behind the scenes, oxygen was puppeteer. The first single-celled

eukaryotes were degenerates, scavengers in a world of assiduous bacteria.

They had lost the metabolic prowess of LUCA and scraped a living by

fermenting organic remains or engulfing bacteria. They needed oxygen to

make their membranes, but couldn't bear too much of it. Then one day a

eukaryotic cell happened to swallow an oxygen-guzzling purple bac-

terium. Suddenly it could swim with apparent impunity through the

shallow seas, protected from oxygen by its internal vacuum cleaner. The

insider deal blossomed into a Mephistophelean pact: as the purple bac-

teria turned into modern mitochondria, they exchanged their surplus

energy for a life spent dicing with death. Oxygen mutated DNA, forcing

genes to change and evolve. It must have been one of the factors that

drove the evolution of the most efficient of all genetic cleansing mechan-

isms, sexual recombination. But mitochondria presented a unique and

profound problem of their own: they retained some genes that were

necessary for the function of the eukaryotic cell as a whole. Stranded in

the belly of the furnace, and prevented by their host cell from dividing as

fast as bacteria, mitochondrial genes could not be rejuvenated by sex nor

by bacterial-style selection. They could only degenerate. The solution was

not sex but sexes. Given two sex cells that would combine to form the

next generation, one cell could be powered by mitochondria destined for

disposal, like the fuel tanks of a rocket, while the other could maintain its

mitochondrial population in a dormant state, like hibernating astronauts,

ready for duty on arrival in the next body. Early in embryonic develop-

ment, the pool of sleeping mitochondria would be siphoned off and kept

'on ice' for the next generation.

With sex and gender came redundancy. When only some genes are passed

down to the next generation, all other attributes are subsidiary to the

transmission of these genes. Redundancy allows the specialization of sup-

port cells and ultimately of whole bodies. Bodies fundamentally became
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redundant machines for passing genes from one generation to the next.2

The body protects the sex cells from injury, starvation and mutation, or

from being eaten or infected, and advertises the quality of its genes by

parading the protein products in public: a survival machine and display

counter. How much the genes invest in bodily maintenance depends on

their own likelihood of transmission — and this in turn depends on two

main factors: fecundity (the number of offspring produced per unit time)

and the time available.

The balance between sex and survival, between passing genes on to

the next generation and surviving long enough to do so, underlies the

evolution of an optimal lifespan. Reproduction must fit into the time

window available before death becomes a statistical likelihood. It may pay

to reproduce slowly and raise our children if we have 70 years at our dis-

posal, but if we are guaranteed fodder for a sabre-toothed tiger within ten

years of birth, we will not survive as a species unless we compress our

reproductive cycle into the ten years available. For opossums, death by

predation is likely within three years, and so this is how long they live. If

the threat of predation is lifted, opossums can evolve to live longer. They

commit more resources to survival — to keeping the body going for

longer — and divert resources away from sex. Litter sizes and fecundity

fall. Even so, the new-age opossums continue to produce litters for longer

— their fecundity falls on a unit-time basis, not over a lifetime (they com-

mit fewer resources at any one moment but have more moments).

In all animals studied, senescence is postponed by shifting resources

away from sex, towards the prevention and repair of damage at a molec-

ular level. This shift may take place over generations (in which case the

changes are inherited as fixed differences in lifespan) or within a single

lifetime (in which case the expression of existing genes is altered). Either

way, the genes that prolong lifespan are similar: their effect is always to

restrict molecular damage. The extent to which they do so depends on

their mobilization and efficiency rather than their nature, just as a stand-

ing army and a conscript army differ in training and discipline rather

than in methods.

The allocation of resources within a lifetime is controlled by a hor-

monal switch — insulin and the insulin-like growth factors — which


2 This is a restatement of Richard Dawkins' 'selfish gene' theory. Most biologists do not seethe concept as a radical idea but as a helpful way of viewing natural selection. Of course our
 bodies are more than gene machines, as Dawkins is the first to admit; but many harsh facts



of life, such as illness, ageing and death, can best be understood rationally in these terms.
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responds to the availability of food and the possibility of sex. The choice

is simple: sex now, or defer and survive in the meantime. Calorie restric-

tion simulates the physiological response to famine — survive now, sex

later — and extends maximum lifespan in species as diverse as nematode

worms and rats. Calorie restriction works at the genetic level, by changing

the expression of genes responsible for maintaining the integrity of the

body. The overall effect of these genetic changes is to reduce metabolic



stress
 (the threat to the health of the cell caused by leakage of free radicals

from mitochondria) for the duration of the famine.

Long-lived species can restrict metabolic stress throughout their lives,

not just in periods of environmental hardship. The importance of meta-

bolic stress to lifespan is borne out by comparisons between species. In

many cases, lifespan varies simply with metabolic rate — the slower the

metabolic rate, the longer the life. This idea is often criticized for being

riddled with exceptions, but in fact the exceptions prove the rule. The

metabolic rate is a proxy for free-radical production by mitochondria.

The more free radicals that escape to react with cellular components, the

sooner we will die. Lifespan therefore varies according to the rate of free-

radical production and the degree of protection against their effects.3

Birds have high metabolic rates, but live a long time because they leak

relatively few free radicals from their mitochondria (good primary prevention)


and have good repair systems. We also live a long time, despite leaking

more free radicals than birds, because we have invested more in anti-

oxidant defences (good secondary prevention)
 and, like birds, have good

repair systems. Rats live a short time because they have a high metabolic

rate, leaky mitochondria, poor antioxidant defences, and rudimentary

repair systems.

Secondary defences are less effective than primary defences because

the defences themselves can be damaged by free radicals. In the same

way, in society, it is better to prevent an outbreak of violence before it

happens than have to forcibly restrain a riot already in full swing. Even

so, our secondary defences should be sufficient to help us live out our

maximal lifespan of about 120 years. The fact that most of us do not, and


3 Think of this in terms of radiation poisoning. The greater the intensity of radiation, the



more likely we are to die. If we are shielded from the full intensity of radiation by a screen,then we are less likely to die, even though the radiation intensity is not altered. Our chances
 of death vary with the intensity of 'external' radiation (which equates to the metabolic rate)
 and the thickness of the screen (which equates to antioxidant protection); or more simply,



with the intensity of penetrating radiation.
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die of age-related diseases rather than old age. betrays a fundamental

tension at the heart of life itself, a tension between the two cardinal prop-

erties of living things — reproduction and metabolism. If we want to rid

ourselves of ageing and diseases, we must come to terms with this most

ancient of tensions.

Imagine you are LUCA, floating in shallow seas under the boiling Sun.

You need energy and you need to reproduce. If you don't reproduce, you

will be torn to pieces one day — no physical matter can survive indefin-

itely without replication. But if you do replicate, if you succeed in cloning

yourself, then you will survive in one sense or another. To clone yourself

you need energy and you need a template. The best source of energy is the

Sun. Even in the beginning, in the shallow seas, sunlight is splitting water

and you are catching oxygen. In just a few hundred million years, your

descendants will mimic this trick in photosynthesis, and release masses of

oxygen into the air. Other descendants will become living machines that

suck up this oxygen to fuel a spectacular leap in the potential of life: size,

movement, strength, predation, consciousness, and mind.

The important point is this. From the very beginning, LUCA was

using sunlight as an energy source. This had a downside: solar radiation

produces a flux of free radicals, and the more energy, the more free radi-

cals. Free radicals can destroy the all-important DNA template. Somehow,

LUCA had to venture as close as she could to the sunlight for energy,

without getting so close that her DNA template was jeopardized by free-

radical attack. The health of the first cells must
 have depended on getting

this balance just right. This, in turn, must
 have meant detecting free radi-

cals and responding somehow if too many (or too few) were present. How

could this have been done? Detection and response might have been

coordinated by means of proteins that change their function when

oxidized by free radicals. Certainly, representatives of all three domains

of life have proteins that respond to oxidation. In Chapter 10 we met

haemoglobin, SoxRS, OxyR, N F K B
 , Nrf-2, AP-1 and P53, and more are

being recognized all the time. Today, when these proteins become

oxidized, the cell responds by correcting the free-radical balance, either

by swimming away from the source of danger, or by stepping up the anti-

oxidant defences and repair mechanisms.

Free radicals are therefore dynamic indicators of the energy levels
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and general 'health' of the cell. They should have been among the earliest

and most important indicators of cellular health, as they are a unique

chemical bridge between the most basic traits of life — metabolism and

reproduction. The 'right' number of free radicals indicates the 'right' bal-

ance between energy and replication (Figure 13). This is a critical point.

Evolution works by building on existing systems in the same way that the

Spanish conquistadors built baroque cathedrals on the solid Inca walls of

Cuzco. In biology, older foundations are rarely obliterated completely.

If it is true that the earliest 'health-sensor' of living cells operated by

detecting free radicals, we would expect this system to underpin more

recent innovations, such as the immune system. I think that it does. I

have often wondered why oxidative stress should be a common denom-

inator of stressful physiological states, from radiation and heavy-metal

poisoning to infection and ageing, but from this perspective the parallels


Sea level
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begin to make sense. While our responses to different kinds of threat have

become more sophisticated and autonomous as they evolved, all depend

on oxidative stress in the same way that the emergency services depend

on a 999 operator to verify that it 
is

 an emergency, and route the caller to

the appropriate service. To see how this works in the body, think of the

immune system, a bafflingly complex system, capable of recognizing and

destroying a billion different antigens, most of which represent hypo-

thetical microbes that our immune system will never meet. Yet simple

drugs can suppress this entire network, making operations like organ

transplantation feasible. They do so by interfering with the free-radical

'health-sensors' — the 999 operators — that still underpin the immune

system. Blocking the activity of one sensor, N F K B
 , with glucocorticoids or

cyclosporin hinders the rejection of transplanted organs — a profound

stress for the body — for months or years.4

These ideas underlie what I called the 'double-agent' theory of ageing

in the last chapter. Far from being simply a pathological state, oxidative

stress is a vital signalling mechanism that underpins the cell's genetic

response to all kinds of injury, in particular, oxidative stress marshals our

resistance to infection. This takes the form of an aggressive inflammatory

attack (which eliminates the invader) combined with a stress response

(which bolsters our own cells against the attack). The importance of this

mechanism to our chances of sexual success — we have a good chance of

recovery when young — outweighs the downside, which is postponed

until old age and so has little impact on our reproductive success. In old

age, oxidative stress rises as our mitochondria leak free radicals into the

cell. The body perceives this as a threat and responds accordingly. Unlike

infections, however, the new threat cannot be eliminated: there is no cure

for broken mitochondria. Instead, the chronic inflammatory response is

perpetuated indefinitely and contributes to our physical and mental

demise.

Guided by this evolutionary perspective, we can conclude that oxy-

gen free radicals are
 an underlying cause of both ageing and age-related

diseases. The 'double-agent' theory may explain why antioxidant supple-


4 Glucocorticoids, such as prednisolone, block NFK B by stimulating the synthesis of its naturalinhibitor, IKB. At high doses, prednisolone has such a potent and general immunosuppressive effect that many early transplant recipients died from infections and cancers.



Cyclosporin, the drug that led to a breakthrough in transplant medicine in the 1980s, is



more selective for T lymphocytes, and so has a less catastrophic effect on overall health. Itinhibits the enzyme calcineurin, which among other things blocks the activity of NFKB in T



lymphocytes, but not in most other immune cells.
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ments have had so little effect on lifespan: they cannot halt mitochon-

drial leakage, and cells are refractory to overloading with antioxidants,

lest they smother the powerful genetic response to injury. Thus, oxidative

stress rises to cause age-related diseases, and antioxidants cannot reverse

this rise, although they may slow it to some extent.

Is there anything we can do to prevent the diseases of old age?

Targeting 'susceptibility' genes is misguided, as there is nothing wrong

with them: their negative effects are unveiled by oxidative stress, and in

principle the best way of restoring their positive function is to alleviate

oxidative stress. Despite the problems with antioxidants, this ought to be

possible. Lifespan is flexible in nature. In Carboniferous times, life gave

every sign of coping with higher oxygen levels (which must have

increased oxidative stress). Healthy centenarians show that disease is not

an inevitable feature of human ageing. How do they escape from age-

related disease? If the double-agent theory is correct, there are two places

we might look for help: infectious diseases, and the mitochondria them-

selves.

Malaria illustrates both the possibilities and the drawbacks of infectious

disease as a solution to the problems of old age. To our shame, given the

lack of real political will to eradicate it, malaria still affects half a billion

people every year. The most feared complication, cerebral malaria, is

caused by inflammation of the tiny blood vessels in the brain, which leads

to fever, convulsions, coma and death in more than a million people each

year. As we have seen, inflammation and fever are part of the reaction of

the host
 to infection. If someone dies of cerebral malaria, they die more

through the violence of their own immune system's counter-attack than

through the virulence of the parasite.

The selection pressure exerted by malaria is strong enough to main-

tain sickle-cell anaemia and the thalassaemias at a high frequency in

populations across Africa and Asia. These conditions are not isolated

curiosities, but part of a spectrum of adaptations that enable people to

survive in areas where malaria is endemic. Among the most important of

these adaptations is malarial tolerance.
 Tolerance develops after infections

in early childhood and lasts a lifetime. It is not the result of a heightened

ability to kill parasites (as in vaccination) but the triumph of realpolitik —



3 2 8 • LIFE, DEATH A N D OXYGEN


a live-and-let-live policy in which the immune system is suppressed
 so that

its attacks on the parasite do not damage the body. People who are toler-

ant to malaria sometimes harbour massive numbers of parasites in their

blood — enough to kill ordinary people — yet show few or no symptoms

of illness.

We know from the experience of transplantation and AIDS that

immunosuppression has very serious side-effects: if the immune system is

crippled we are far more susceptible to other infections, which may kill

us, and are at high risk of some (but not all) cancers. Even today, trans-

plant recipients have nearly 5 per cent chance of developing cancer

within a few years of their operation, a 100-fold increase in risk over the

general population. On the other hand, transplant immunosuppression

has improved over the past 20 years and will no doubt continue to do so,

while in AIDS, HIV infects the immune cells themselves, and so induces

a purely pathological change in the immune system. In contrast, in

malarial tolerance the immune system is regulated in a physiological

manner, which has a lasting effect on susceptibility to malaria and pre-

sumably other aspects of health.

In 1968, Brian Greenwood, now at the School of Hygiene and Tro-

pical Medicine in London, drew attention to the rarity of autoimmune

diseases (such as multiple sclerosis, rheumatoid arthritis and lupus) in

tropical Africa, but not in Africans living in North America. He suggested

that the difference might relate to the frequency of parasitic infections in

childhood, notably malaria. Over the following three decades, mounting

evidence has confirmed that the low incidence of autoimmune diseases in

Africa is indeed related to malarial tolerance.

I wonder how far we can take Greenwood's ideas. Where should we

draw the line between an autoimmune disease and other forms of illness?

An autoimmune disease is a condition in which our own immune system

mistakenly attacks components of our own body. If ageing is essentially a

chronic inflammatory response to oxidative stress, in which immune cells

attack components of our own body, should we define the diseases of old

age as autoimmune diseases? Not in a conventional sense, perhaps, but it

is constructive to think of Alzheimer's disease as an autoimmune disease.

If so, for example, we would expect the incidence of Alzheimer's disease

to be low in tropical Africa; and dementia is
 rare in Africa. This is not just

because more Africans die from infections before they reach old age, or

because social pressures lead to the real incidence being concealed by rela-
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tives. In 2001, Hugh Hendrie and his colleagues at Indiana University in

the United States and the University of Ibadan in Nigeria, reported the

results of a five-year study of dementia in Nigeria and the United States.

They tracked the fortunes of nearly 5000 Nigerian Africans and African

Americans, living in the towns of Ibadan (an area where malaria is

endemic) and Indianapolis. All were 65 or over, and none had overt

dementia at the start of the study. After five years, the proportion of the

study population diagnosed with dementia was significantly lower in

Ibadan than in Indianapolis: 1.35 per cent compared with 3.24 per cent,

or somewhat less than half the risk.

The report attracted interest, and Lindsay Farrer, at Boston Uni-

versity, wrote an editorial in the same issue of the Journal of the American



Medical Association,
 in which she advocated a "global approach to bad

gene hunting". Both articles discussed a curious finding: in Ibadan, there

was no
 association between ApoE4
 alleles and the risk of Alzheimer's dis-

ease. Various possible genetic and environmental reasons were explored,

in particular high blood pressure and other vascular risk factors for

dementia; but rather surprisingly, neither article mentioned malarial

immunosuppression in Africa. This seems to me the most probable

explanation. We noted in the last chapter that ApoE4
 proteins are easily

damaged by oxidative stress, and that this probably explains the link with

Alzheimer's disease. We also saw that people with two ApoE4
 alleles gain

more from antioxidants and anti-inflammatory drugs. In Ibadan, it is

plausible that malarial immunosuppression blunted the severity of cere-

bral inflammation and so lowered the risk of Alzheimer's disease.

The Indianapolis-Ibadan Dementia Project also demonstrated the

reverse side of the coin, and this too was passed off with little comment:

the mortality rate in the African cohort was nearly double that of the

American cohort, despite their better cardiovascular health. What they

died of is not stated. I imagine many must have died from infections or

cancers. Studies in Tanzania, where malaria is also endemic, showed that

the death rate fell substantially in regions where malaria had been con-

trolled by draining swamps. The scale of this effect was larger than could

be attributed directly to malaria, and prompted research into the 'hidden

morbidity of malaria'. This research has confirmed the suspicions: immuno-

suppression in areas where malaria is endemic perpetuates opportunistic

infections, leading to the spread of diseases such as tuberculosis. In

addition, cancers such as Burkitt's lymphoma (a malignant cancer of B

cells) are common and linked with malarial immunosuppression, probably
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through infections in childhood with the Epstein-Barr virus, which are

not properly cleared and persist.

Immunosuppression clearly influences health in old age, but at a poten-

tially serious cost. Even so, there are grounds for hope, particularly if we

gain the upper hand in the battle against infectious disease: we know that

it is possible
 to lower the probability of age-related diseases by modulating

the immune system. Whether or not this is a practical goal depends on

exactly how it is done.

The mechanism of malarial immunosuppression is not well under-

stood, and there are various competing theories. Scientists are people, and

bring their own expertise, experience and biases to research problems.

This is a far cry from how philosophers tell us that science 'should' work,

but the idea of the scientific method as an inductive procedure in which

facts emerge from accumulating data is as misguided as can be. In reality,

experiments are conceived and interpreted in terms of particular hypo-

theses, so data are generated on particular aspects of a problem rather

than the whole problem. I will therefore put forward the ideas I think are

the most intriguing and perhaps the most likely to be right.

In terms of malarial immunosuppression, I am struck by a paper in


Laboratory Investigation
 in 2000, by Donatella Taramelli and her colleagues

at the University of Milan, in which they studied the behaviour of iso-

lated immune cells. Feeding malarial pigment to the immune cells brought

about a rise in oxidative stress, which stimulated a fivefold rise in activity

of the stress protein haem oxygenase. When the same immune cells were

challenged for a second time, they did not respond normally, by pumping

out inflammatory messengers, but instead had a 'depressing' effect on

neighbouring cells, which became glum and unresponsive. Extrapolating

to people, Taramelli argued that frequent malarial infections in childhood

might produce a swing in the behaviour of the whole immune system,

from activation to depression, by means of a continuous activation of

haem oxygenase.

Let me try to put Taramelli's findings in a broader medical context. If

we grow up in an area where malaria is endemic, we can expect to be

infected regularly in childhood. For the first few times, we will become ill,

and we might die of cerebral malaria. If we survive, however, we adapt, or

at least our immune system adapts. Instead of responding vigorously to

infection, the immune system is restrained to some degree. The molecular

detail is far from clear, but it seems probable that a new balance is estab-
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lished, in which N F K B
 is inhibited, and stress or antioxidant genes

such as haem oxygenase are activated (probably via the counterbalancing

transcription factor Nrf-2). The continuous activation of haem oxygenase

prevents the immune system from causing too much collateral damage to

our own body. If true, this scenario is all the more important because the

mechanism is not unique to malaria: haem oxygenase and other stress

proteins seem to underpin tolerance to common bacterial infections, and

can provide almost complete protection against septic shock.5 It is there-

fore plausible that frequent childhood infections could bring about a per-

sistent immunosuppression later in life. As with malaria, toning down our

immune reaction to infections should make us at once more vulnerable to

infections, and less vulnerable to autoimmune diseases and the diseases

of old age.

There are three considerations that make me think this is true. First,

haem oxygenase appears to be necessary for our normal health, even

though it is a stress protein and supposedly 'switched off in normal

circumstances. Recall from Chapter 10 that an unfortunate six-year-old

boy diagnosed with haem oxygenase deficiency suffered from vascular

inflammation, severe growth retardation, abnormal blood coagulation,

haemolytic anaemia and serious renal injury. He died at the age of seven.

Clearly, a regular dosing with haem oxygenase is necessary to temper

inflammation. This idea is corroborated by studies of knock-out mice, in

which the genes for haem oxygenase are mutated so that the protein is

not produced. We saw that these mice have symptoms similar to those

of people with chronic inflammatory diseases like haemochromatosis,

including liver fibrosis, joint inflammation, restricted movement, weight

loss, shrunken gonads and early death. Thus, haem oxygenase deficiency

causes chronic inflammation and a short lifespan in both mice and men,

whereas additional haem oxygenase suppresses the immune system and

might potentially prolong lifespan.


5 Haem oxygenase has a powerful immunosuppressive effect. Overproduction can block the



rejection of hearts transplanted from mice into rats, and even graft-versus-host disease in



mice injected with spleen cells from a different species. Whether haem oxygenase directly



inhibits NFKB activation is not known, but the broader stress response
 does
 block the activation of NFKB and haem oxygenase is one of the most prominent players in the stress



response. Hector Wong and his colleagues at the University of Cincinnati have shown that



stress elicits a rise in IKB, the natural inhibitor of NF-KB, which suppresses the activation ofNFKB. They also found that previous stress protects against a subsequent septic shock. Incidentally, psychological stress, which is well known to induce immunosuppression, may



also operate through a stress response involving haem oxygenase.
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Second, the incidence of autoimmune diseases, such as insulin-

dependent diabetes, Crohn's disease and rheumatoid arthritis, is rising

throughout the world, especially in Westernized countries. In Europe and

the United States, the incidence of insulin-dependent diabetes has risen

by an estimated 3-5 per cent a year in the past two decades. Hypersensit-

ivity reactions, in which the immune system correctly recognizes foreign

antigens, but then over-reacts to them, are also on the increase. The inci-

dence of asthma and allergies has doubled in the last decade. Of the vari-

ous possible reasons for this rise, one theory is gaining ground — the

'hygiene hypothesis'. Simply put, too much cleanliness in childhood is

bad: we need regular infections for our immune systems to develop prop-

erly, just as we must use our eyes to develop a visual understanding of the

world.

A number of studies have shown that frequent infections in child-

hood are linked with a lower incidence of allergies and autoimmune dis-

eases later in life, and vice versa. The assumption is that the immune

system needs 'house training' in infancy, and if deprived of appropriate

stimuli behaves like a bull in a china shop at the slightest provocation.

However, it is also plausible that regular infections in childhood could

produce a persistent immunosuppressive effect, as in malaria. I am not

aware of any clinical data to support this interpretation, but one animal

study is intriguing: mice that are deficient in the transcription factor Nrf-

2, and thus in haem oxygenase and other stress proteins, go on to develop

an autoimmune disease similar to lupus, leading to kidney failure. In

other words, if the balance skews to inflammation, and away from

immunosuppression, there is a higher risk of autoimmune disease.

My final consideration supports the relationship between infections

in childhood and lifespan, and is based on the work of the cell biologist

Giovanna De Benedictis at the University of Calabria in Italy, and her col-

laborators, including the demographer Anatoli Yashin at the Max Planck

Institute for Demographic Research in Rostock, Germany. Yashin and De

Benedictis spent the 1990s searching for 'longevity' genes in centen-

arians. Their basic idea is simple: some genes raise our chances of reaching

a ripe old age, while others have a negative or neutral effect. The genes

that prolong survival are most likely to be found in the people who did

survive, so the best place to look for them is in centenarians. We imagine

that the genes which prolong survival should make us 'more robust' in

some sense. This is certainly true of some genes (which we will come to

shortly), but Yashin and De Benedictis found that the situation is in real-
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ity more complex. A surprising number of 'longevity' genes turned

out to be linked with frailty
 (or susceptibility to disease) earlier in life. In

other words, people who are ill a lot in their youth are more likely than

most to survive to a ripe old age, as long as they don't die first. Yashin and

De Benedictis attributed this durability of the weak to adaptation, or as

Nietzsche put it, what doesn't kill us makes us stronger. So long as we

avoid really serious illness, a weak disposition might perhaps lend itself to

persistent immunosuppression, which reaps its reward in old age.

What can we conclude from infectious diseases? We will probably

learn how to modulate the immune system with more subtlety than we

know at present, and this should improve our health in old age. I suspect

that stress proteins like haem oxygenase will hold the key, and we might

even be able to modulate their levels by diet. Plants produce toxins to

safeguard them against being eaten. Spices such as curcumin are known

to stimulate the activity of haem oxygenase and other stress proteins (and

show potential as anti-cancer agents). The trouble with curcumin is its

bioavailability: when we eat it, very little is absorbed into the blood

stream. How many other plant toxins, with better bioavailability, might

stimulate the activity of stress proteins is anybody's guess. As I suggested

in Chapter 10, it is feasible that the benefits of a diet rich in fruit and vege-

tables go beyond their antioxidant content. Plant toxins, if palatable (and

we have adapted to many over evolution), are likely to have beneficial

effects on our immune system. I think this may help to explain why

plants are clearly beneficial to our health, while antioxidant supplements

are much less so.6

Even so, there is a dilemma at the heart of immune modulation,

however refined it is: the benefits are always part of a trade-off between

susceptibility to infections, on the one hand, and to age-related diseases

on the other. Any benefits will depend on a delicate balancing act in

which genes, diet, environment, behaviour and luck all have a role. I can

see no systematic way of delaying ageing or preventing age-related dis-

eases here. The only way this might be done 'scientifically' is to prevent


6 Curiously, a study by Chris Bulpitt and his colleagues at Imperial College, London (pub-



lished in the
 Postgraduate Medical Journal
 in 2001) found that women who looked older than
 they really were had low levels of bilirubin in their blood stream, and vice versa. Bilirubin is
 an end-product of haem oxygenase. The implication is that high haem oxygenase activity



makes women iook' younger. In men, the strongest connection was with high levels of



haemoglobin (which is, of course, broken down by haem oxygenase). Again, the implica-



tion is that high haem oxygenase activity makes men 'look' younger.
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the root cause of inflammation by targeting the mitochondria, so block-

ing the rise in oxidative stress in the first place.

The question is, how can we be more like birds? Mankind has always

envied birds their power of flight, but now it seems we should envy them

their mitochondria too. Bird mitochondria hardly leak any free radicals.

Why? The simple answer is that we don't know, though there are some

clues that might point us in the right direction. But before we speculate

on these clues, are there people with 'bird-like' mitochondria, and do they

live for longer? Again, the place to look is the centenarians.

The answer is hidden in a short research letter published in The



Lancet
 in 1998 by Masashi Tanaka and his colleagues at the Gifu Inter-

national Institute of Biotechnology in Gifu, Japan. In less than two

columns, the Japanese group laid out a formidable series of studies on

mitochondrial DNA in hundreds of centenarians, healthy volunteers and

hospital patients. Their results injected new life into longevity-gene hunt-

ing the world over. What Tanaka and his colleagues found was that more

people with one particular variant of a mitochondrial gene survived

into old age: 62 per cent of centenarians carried the variant, known as

Mt5178A, compared with 45 per cent of a random sample of healthy

blood donors. Equally important, in a separate group of inpatients and

outpatients at Nagoya University Hospital, only one third of patients

older than 45 had the variant gene, whereas two thirds had the normal

version. In other words, more older people with the 'normal' gene ended

up in hospital, presumably because they were more susceptible to age-

related diseases. This discrepancy did not apply to younger patients, who

shared both versions in roughly equal measure. The implication is that

the normal gene does not affect health earlier in life, so the spectrum of

younger people in hospital reflects the genetic mix of the population as

a whole. Taken together, these results suggest that people with the

Mt5178A variant are more likely to survive to a hundred and less likely to

suffer from age-related diseases than people with the normal version.

There are two points I want to make about this study. First, nearly

half the random sample of healthy blood donors in Japan carried the

mitochondrial variant Mt5178A. Elsewhere in the world, this variant is

much rarer. In one study, for example, only five Asians and one European

carried the variant out of 147 samples. Thus, the majority of Japanese
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centenarians who carry the mitochondrial variant are the select survivors

of a population in which it is already common. The frequency of the

Mt5178A variant in the population as a whole may help to explain the

long life expectancy of the Japanese: currently 84 at birth for women, and

77 for men. The less fortunate slight majority of the Japanese population

who do not have the variant are nearly twice as likely
 to end up in hospital

with age-related diseases. There could hardly be a clearer link between

mitochondrial health and general health in old age.

The second point I want to make concerns the variant itself: it is a

single-letter substitution in a mitochondrial gene (a C is replaced with an

A). On what a slender thread hangs fate! We have about 35 000 genes, of

which a mere 13 protein-coding genes are in the mitochondria instead of

the nucleus. Of these 13 genes, a single-letter change in one of them is

enough to halve
 our risk of getting any age-related disease, and virtually

double our chance of living to a hundred. What on earth does this change

in letter do? Well, at an arcane level, it causes a change of one amino acid

in the protein encoded by the gene: a leucine is replaced with methion-

ine. Why this should make a difference is not known, but I suspect the

real significance lies in the protein itself. The protein is a component of

the respiratory chain, the long chain of proteins responsible for passing

electrons to oxygen to generate energy. It is not just any component, but

part of the first functional complex of the chain, complex 1
 (NADH dehydro-

genase). Complex 1 is a notoriously weak point in the chain, and the

source of almost all escaping oxygen free radicals. I know of no studies to

prove the point, but would be surprised if the single-letter change did not

have an inordinately large effect on free-radical leakage from mitochon-

dria. I will go further: this is exactly the kind of evolutionary change we

would expect to find in bird mitochondria, making them more leak-

proof. The pressure to select such changes in birds is much higher than in

people, because flight itself demands very efficient energy production per

gram body weight (the flight muscle needs to be lightweight and powerful

— efficient — to enable flight at all).

Mt5178A is not the only mitochondrial variant to be linked with age-

ing and disease in people. Several others have been identified, although

their effects are less pervasive. We get a sense of their overall importance

from a looser relationship: the maternal inheritance of longevity. Mito-

chondria, as we have seen, are only passed on in the egg, so all 13 mito-

chondrial genes come from our mothers. If these genes really do influence

lifespan, and we can only inherit them from our mothers, then our own
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lifespan should reflect that of our mothers but not our fathers. This seems

to be the case, despite the many other factors that impinge on survival,

and was recognized as long ago as the nineteenth century by the Amer-

ican physician, poet and humorist, Oliver Wendell Holmes. In one of his

famous 'breakfast-table' essays, Holmes wrote that to achieve longevity

one should not only choose one's parents wisely, but "especially let the

mother come from a race in which octogenarians and nonagenarians are

very common phenomena."

All this is very well, but what can we do about it? A few researchers talk

glibly of transplanting foetal mitochondria into adult cells (or more tech-

nically 'gene therapy by mitochondrial transfer') but the idea is absurd as

a 'cure' for ageing. We have an average of 100 mitochondria in each cell,

so each of us harbours around 1.5 million billion mitochondria. I find it

hard to imagine that we could make a real difference to such a large popu-

lation simply by injecting a few new mitochondria. On the other hand, it

is quite feasible to inject mitochondria into an egg cell. This has already

been done as a fertility treatment, by injecting the contents of an egg

from a fertile woman, along with a donor sperm, into the egg of an infer-

tile woman — a procedure known as ooplasmic transfer. At least 30 babies

have already been born using this technique, of whom the eldest cele-

brated his fourth birthday in June 2001. Even given the personal happi-

ness that fertility treatments can bring, however, I find it hard to welcome

'reprogenetic technologies to shape future children', let alone to shape

the elderly.

Setting aside the ethical objections to ooplasmic transfer there are

still some difficult technical considerations. Egg cells are subject to natural

selection. Of the 7 million eggs that develop in the female foetus, only a

few hundred ever come close to ovulation in sexual maturity: one in

2 0 0 0 0 . The basis of this selection is shrouded in mystery, but there seems

to be a sophisticated cross-talk between the nucleus and the mitochon-

dria, which is even influenced by the spatial distribution of mitochondria

within the egg. Essentially, if the mitochondria aren't right, the egg never

makes it.

If an egg is forced to develop artificially, the offspring frequently

suffer from bioenergetic diseases. This problem may go some way towards

explaining the disturbingly high failure rate of cloning, in which an alien

nucleus is inserted into an egg from which the nucleus has been removed,

and development is stimulated by an electric shock. John Allen, whom
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we met in Chapter 13, and his wife Carol develop this argument. They

attribute the premature ageing of cloned animals like Dolly the sheep to

a contamination of the egg cell with mitochondria. Dolly was cloned by

fusing a whole somatic cell, including its mitochondria, with an enucleate

egg. According to this argument, Dolly is ageing prematurely (she de-

veloped arthritis, for example, by the age of five) because many of her

mitochondria came from a cell taken from a sheep that was already six

years old. Dolly is therefore mutton dressed as lamb. Her biological age is

probably closer to 11 than to 5. The Aliens spelled out many practical ways

of testing this theory in a paper published in 1999 (see Further Reading).

The amazing fact is that oopiasmic transfer and cloning ever work at

all. No doubt many of the technical problems can be ironed out in time,

although as far as preventing ageing is concerned we must ask ourselves,

as a society, whether we would even wish to try. But turning away from

such genetic manipulations, what else can
 we do? We are learning all the

time about how mitochondria differ between species, and how our own

mitochondria change in the course of our lives. Such differences are con-

trolled not just by genes, but also by diet, activity and hormones.

One difference between species that correlates well with longevity is the

lipid composition of mitochondrial membranes. All biological mem-

branes are composed of a lipid bilayer, in which the water-hating tails of

the lipid molecules in both layers point to the inside of the membrane.

The bilayer is studded with proteins, which float like islands of pumice

in a fatty sea. The inner mitochondrial membrane is especially rich in

proteins — these make up the hundreds of respiratory chains that gener-

ate energy for the cell. Sixty per cent of the mitochondrial membrane is

made of protein. As in an engine, the function of the respiratory chains

depends on their 'lubrication'. This is provided by the lipid components

of the membrane. The exact composition of these lipids has a profound

effect on the function of mitochondria, just as the oil alters the behaviour

of an engine. If the lubricant is not effective, the mitochondria leak more

free radicals and generate less energy, which contributes to cell damage

and metabolic insufficiency. In mitochondria, the lubricant of choice is

called cardiolipin.


Each cardiolipin molecule incorporates four fatty acids, which can be

unsaturated (containing double bonds) or saturated (not containing

double bonds). Unsaturated fats keep the membrane fluid (in the same

way that unsaturated oils are more fluid than saturated lards). This is
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because the double bonds kink the fatty-acid chains, which prevents them

from lining up in neat arrays (making it harder for them to set). There is a

price for fluidity, however: double bonds are easily oxidized. Some sort of

compromise is necessary. The best compromise varies according to the

kind of performance required. For example, a high metabolic rate requires

a fluid membrane, while a long life demands resistance to oxidation.

With this in mind, Reinald Pamplona, Gustavo Barja, and their

colleagues at the University of Lleida, in Spain, compared the fatty acid

composition of mitochondria from different species, from rats to horses

and pigeons to parakeets. They found a striking relationship. Animals with

long lifespans had low levels of highly unsaturated fatty acids, such as

docosahexanoic acid (with six double bonds) and arachidonic acid (with

four double bonds) but much higher levels of slightly unsaturated fatty

acids with two or three double bonds, such as linoleic acid. In other words,

the longer the lifespan, the lower the level of unsaturation. The exact lipid

composition varies somewhat with diet, but is largely refractory to change:

animals convert one fatty acid into another to meet the requirements of

their mitochondria. For example, the staple diet of laboratory mice con-

tains no docosahexanoic acid (it is easily oxidized), yet their mitochondria

contain 8 per cent. In contrast, horse fodder is rich in the precursors of

docosahexanoic acid, but horse mitochondria contain only 0.4 per cent.

We are left with a problem: the composition of mitochondria affects their

function and our lifespan, but is not easy to alter by diet.

Worse follows. Animals get 'more unsaturated' as they age. Old rats

double their content of highly unsaturated fatty acids, while the propor-

tion of less-unsaturated fatty acids falls correspondingly. As a result, mito-

chondria become more vulnerable to oxidation with age, and lose their

lubricant, cardiolipin. The cardiolipin content of rat mitochondria halves

by old age. Similar changes probably take place in us. Thus, for a long life

we must restrict the proportion of highly unsaturated lipids in our mito-

chondria, yet as we get older the proportion, contrarily, increases. If diet

can only help a little, is there anything else we can do about it?

The answer is almost certainly yes. The composition of mitochondria

is only partly influenced by diet, but equally, the changes that take place

as we age are only partly controlled by changes in our genes. By this, I

mean that the sequence
 of genes often remains inviolate, but their activity

— whether or not they are expressed, or how much they are expressed —

almost invariably changes. To reverse the changes that take place as we age,

we need to reverse the changes in gene expression, and this is much easier
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than altering the sequence of the genes themselves. In rats, for example,

calorie restriction can reverse the age-related changes in mitochondrial

composition and function, making mitochondria less vulnerable to oxida-

tion. In other words, the inexorable decline in mitochondrial function

with age is partly physiological, and not purely pathological. Whether

calorie restriction can orchestrate similar changes in people is unknown,

but I see no reason why not.

Intriguingly, carnitine may exert similar effects. We met carnitine in

Chapter 9 in relation to vitamin C. We need it to shuttle fats into the

mitochondria for use as fuel, and to remove the left-over organic acids.

We can synthesize carnitine ourselves, using vitamin C, but we also eat

some in our food. One of the symptoms of scurvy is general lassitude,

which may be explained by carnitine deficiency. Carnitine supplements

have been used for many years (with regulatory approval) as energy-

boosters, and to protect against heart weakness and muscle wasting. Its

effects go beyond a shuttle-bus service: carnitine alters the lipid composi-

tion of mitochondrial membranes, restoring the cardiolipin content to

youthful levels. These effects are not just cosmetic: old rats gain energy

and are twice as active when fed carnitine.

Carnitine is no panacea, however: it also increases free-radical leak-

age and oxidative stress. This may help explain its disappointing record in

age-related diseases such as Alzheimer's disease. Even so, the pro-oxidant

effects can be suppressed using antioxidants such as lipoic acid, and this

particular combination holds promise. In a series of papers published in

the Proceedings of the National Academy of Sciences of the USA
 in February

2002, Bruce Ames and his colleagues at the University of California,

Berkeley, reported that carnitine, given together with lipoic acid, improved

the mitochondrial function and integrity of old rats, and boosted their

energy levels. As Bruce Ames put it, "These old rats got up and did the

Macarena." The rats also performed better in various tests of memory and

intelligence. How much benefit we might gain from carnitine is another

open question, but is at least beginning to attract serious research interest,

and clinical trials are now underway. Presumably, high-dose vitamin C

might boost carnitine synthesis in old age too, although surprisingly little

is known about this: perhaps we have focused too tightly on its anti-

oxidant properties.

Exercise itself benefits mitochondria. We saw in Chapter 13 that the

health of a population of mitochondria reflects the rates of replication

and breakdown. Damaged mitochondria are broken down more slowly
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than healthy mitochondria in old tissues. Because the rate of mitochon-

drial replication is very slow in such tissues, the damaged mitochondria

ultimately take over. This vicious circle can be broken by gentle exercise.

When we exercise, the higher demand for energy stimulates mitochon-

drial replication. The healthiest mitochondria now replicate fastest, and

this regenerates the stock of viable mitochondria. As usual, there is a

catch: vigorous exercise often causes more oxidative damage than it cures,

and it is hard to know at what point we begin to do harm; gentle aerobic

exercise, like walking or swimming, is probably about right. I wonder

whether something similar applies to mental exercise. Education and

mental activity tend to protect against Alzheimer's disease; why
 is unknown.

It is feasible that intellectual exercise might keep the brain's mitochon-

drial population turning over, rejuvenating stock.

Mitochondrial medicine is a dynamic field set to expand in the com-

ing years, and the tangible excitement is offset only by the humbling

experience of antioxidant interventions in the past. We have learned a

hard lesson: it is not good enough just to 'throw in' an antioxidant and

hope for the best. We need to find a way of targeting the mitochondrial

membranes, whether it be through metabolic boosters such as carnitine,

antioxidants such as lipoic acid or coenzyme Q, hormones such as mela-

tonin or thyroxine, or some factor I cannot even begin to imagine. It will

almost certainly require an integrated physiological approach. We have a

lot to learn about the way in which mitochondria work, and must expect

setbacks, but I believe that here we are finally getting close to the heart of

the problem. If we ever succeed in extending our lifespan to a healthy

130,1 would be surprised if the big strides forward had not begun in mito-

chondrial medicine.

Viewing evolution through the prism of oxygen gives us some surprising

perspectives on our own lives and deaths. If water is the foundation of

life, then oxygen is its engine. Without oxygen, life on Earth would never

have got beyond a slime in the oceans, and the Earth would probably

have ended its days in the sterility of Mars or Venus. With oxygen, life has

flourished in all its wonderful variety: animals, plants, sex, sexes, con-

sciousness itself. With it, too, came the evolution of ageing and death.

We cannot hope to understand the complex degenerative diseases of

old age unless we have an evolutionary grasp of their cause. Evolutionary
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theory can take us so far, but will fail unless backed by empirical evidence-

In the same way, the sixteenth-century scientist Francis Bacon famously

argued that philosophy could never answer the great questions of life and

death without the guiding light of experiments. We should not forget

that science was born from philosophy, in other words from a system

of ideas about the world. Experiments allow us to weigh the value of com-

peting ideas that cannot be discriminated on a logical basis; but for

science to be meaningful, experiments must be conducted within the frame-

work of an idea — a hypothesis — about how the world works. Science

does not work by induction — by trawling piles of miscellaneous data in

the hope of finding patterns or facts — but by hypothesis and refutation.

Today, medical research is in danger of becoming too empirical, of accu-

mulating tremendous piles of data without giving them due thought.

There is an uncomfortable gap between the hundreds of crazy theories

about ageing and disease, which are rarely supported by coherent data,

and the headlong rush of medical research, which rarely finds time to

interpret new findings in a wider context. In this age of excessive health-

care spending and failing healthcare systems we need to ask whether

medical research is taking us in the right direction.

Genetic research has transformed our understanding of biology,

health and disease. Many of the ideas in this book would have been

unthinkable without the great advances in molecular genetics. But we

should not mistake the tool for the solution. Insofar as there is any guid-

ing philosophy behind medical research, it is that genes go wrong and

cause disease. We celebrate completion of the human genome project

because it tells us far more about which genes might go wrong. The time

and money spent chasing defective genes for particular diseases dwarfs

research into the underlying processes of ageing itself: there are thou-

sands of specialized disciplinary journals, but just a handful devoted to

the science of ageing. We get frustrated with the slow pace of research — a

'breakthrough' now may come to fruition in 20 years — but accept that

this is so because the effects of genes are complex and intractable: we

must just wait. Will the promises ever come to fruition, or are we being

sold a line? The only way we can hazard a guess is by thinking in evolu-

tionary terms, and this has the added bonus of giving us a clearer idea of

what kind of approach might actually work.

The idea that oxygen might accelerate ageing is not new: it was

implicit in Joseph Priestley's suggestion that we might 'burn out' faster,

like a candle, if we breathed his pure oxygen. On the basis of experiments
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alone, we might reasonably claim that oxygen free radicals contribute to

ageing and to some diseases, and are perhaps a consequence of others.

From an empirical point of view, the failure of antioxidants to extend life

or cure diseases suggests that the role of free radicals is limited, just one

factor among many. An evolutionary perspective opens up quite a different

vista. We see that life has learned to cope with oxygen through a myriad of

adaptations, from behaviour to size to sex. The logic of the evolutionary

view can be tested in unexpected ways, through predictions about the

evolution of two sexes and the development of egg cells in the follicle, to

the failure of cloning experiments or the impact of malaria on the dis-

eases of old age. I hope I have convinced you, from this perspective, that

oxygen is not just the engine of evolution and life, but also the single

most important cause of ageing and age-related disease.

The crispness of this view is satisfying and helps us to see our place in

nature. It is hopeful, as it shows us that ageing is neither programmed nor

inevitable, even if it cannot easily be put off. It is corrective, for it shows

us the fallacy of chasing 'susceptibility' genes for the diseases of old age. It

is constructive, in that it points us to the fields of research that might best

tackle the problem of ageing — immune modulation and mitochondrial

medicine. And it is practical, for it offers us a rational guide to good health

in old age: eat widely, but not too much, don't be obsessively clean or get

overly stressed, don't smoke, take regular exercise, and keep an active

mind. Start now! If all the advances of biology and medicine can do no

more than explain the wisdom of our grandparents, may that restore

some lost dignity to wise old age.
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chlorophyll plant pigment that captures the



oxygen free radicals elicit the inflammatory



energy of the Sun in photosynthesis, con-



response to infection, so resolving the infec-



verting it into chemical energy.



tion; in ageing, free radical leakage from mito-



chloroplasl specialized subcellular 'organelle'



chondria activates the same inflammatory



containing chlorophyll, which is the site of



response, but because mitochondrial leakage



photosynthesis in algae and plants. Chloro-



is irresolvable, inflammation persists, leading



plasts originally derived from cyanobacteria.



to chronic diseases of old age.



chromosome strand of DNA encoding a number



Ediacaran fauna ancient fossils of primitive



of genes and wrapped in proteins.



animals from the Vendian period (about 570



chronic inflammation continuous, unresolved



million years ago), first discovered in the



inflammation.



Ediacara Hills in Australia.



cofactor molecule required for the proper func-



electromagnetic radiation spectrum of wave-par-



tion of an enzyme.



ticles of defined energy (depending on the



conjugation bacterial equivalent of sex, in which



wavelength), including visible light, infrared



spare genes (usually on small circular chromo-



rays, and ultraviolet rays.



somes called plasmids) are passed from one



electron subatomic wave-particle with negative



bacterium to another.



charge.



cyanobacteria blue-green photosynthetic bacteria



electron donor molecule with chemical tendency



(once called blue-green algae). They have been



to give up one or more electrons to other mol-



the most important producers of oxygen in



ecules (also called a reductant).



the air over evolutionary time.



epithelial cell cell from layer covering internal or



cytochrome oxidase critical enzyme in oxygen-



external surfaces in the body.



requiring respiration, which receives electrons



eukaryote organism with cells having a 'true



and protons (hydrogen atoms) derived from



nucleus'. Eukaryotes comprise one of the



sugars or fats, and combines them with



three domains of life. Animals, plants, fungi,



oxygen to form water.



algae and protozoa are eukaryotes.



cytoplasm part of the cell outside the nucleus,



euxinic stagnant water saturated with hydrogen



encompassing both the watery cytosol and



sulphide, as in the deep waters of the Black Sea



the membrane-enclosed structures such as



(ancient name, the Euxine).



mitochondria.



fatty acid molecule with a hydrophilic head and



cylosol watery base solution of the cytoplasm.



a long hydrophobic hydrocarbon tail. Fatty



cytosolic SOD iron-zinc superoxide dismutase,



acids are components of fats, oils and mem-



found in the cytosol of eukaryotic cells.



brane lipids.



daf-16 gene that when mutated prolongs the



Fenton reaction reaction of iron with hydrogen



lifespan of nematode worms.



peroxide to form hydroxyl radicals.



daf-2 gene that when mutated prolongs the



fermentation form of anaerobic (oxygen-free)



lifespan of nematode worms.



respiration used by yeasts, which produces



dehydroascorbate oxidized form of vitamin C.



ethanol as an end-product.



d ifferentiation specialization of a cell for a



ferritin cage-like protein that locks away iron



particular task, such as contraction in muscle



within cells.



cells or electrical transmission in neurons.



fibroblast connective-tissue cell, found in skin



diploid containing two equivalent sets of



and bodily organs, and important in healing



chromosomes.



wounds.



disposable soma theory literally the 'throwaway



free radical atom or molecule with an unpaired



body' theory. It argues that ageing is the out-



electron. In this book, the term mostly refers



come of a trade-off between resources com-



to reactive forms of oxygen, such as super-



mitted to sex and those committed to bodily



oxide radicals and hydroxyl radicals.



maintenance.



free-radical scavenger molecule that 'scavenges'



DNA (deoxyribonucleic acid) genetic material of all



(reacts with) free radicals to neutralize them.



cells, twisted into the famous double helix.



free-radical theory of ageing theory arguing that



The sequence of four 'letters', A (adenine), T



continuous production of oxygen free radicals



(thymine), C (cytosine), and G (guanine)



during oxygen respiration is the root cause of



encodes the order of amino-acid building



ageing.



blocks in proteins.



gamete sex cell, with half the number of chromo-



dominance power of one gene in a pair of



somes of a somatic (body) cell.



equivalent genes (one inherited from each



gene unit of DNA comprising the coding



parent) to make its own effects felt at the



sequence for a single protein (or RNA mol-



expense of the 'weaker* (recessive) gene.



ecule).



double-agent theory theory arguing that oxygen



gene expression active production of the protein



plays a duplicitous role in health. In youth.



or RNA encoded by a gene.


Glossary


AGE (advanced glycation end-producl) caramel-like



bacteriochlorophyll form of chlorophyll found in



material formed by the reaction of a protein



the most ancient photosynthetic bacteria,



with glucose and oxygen.



which do not generate oxygen.



age-1 gene that when mutated extends the life-



banded-iron formation rock formation comprising



span of nematode worms.



bands of ironstone (such as magnetite or



allele one of (usually) several variants of the



haematite) alternating with quartz or flint.



same gene.



binary fission bacterial method of cell division by



alpha tocopherol chemical name for the most



doubling cellular material, then splitting in



common form of vitamin E.



two.



amino acids the building blocks that are linked in



biomarker biochemical 'fingerprint' that could



chains to form proteins in all living things.



only have been produced by a particular form



Twenty different types are found in proteins;



of life.



the order in which they are linked together is



calorie restriction balanced diet with beneficial



specified by the DNA code,



effects on health and longevity in animals, in



amyloid protein fragment found in senile plaques



which free (unrestricted) calorie intake is



in Alzheimer's disease,



restricted by 30 to 40 per cent.



anaerobic pertaining to organisms that do not



Cambrian geological period from about 543 to



use oxygen for respiration.



500 million years ago.



anoxygenic photosynthesis ancient form of photo*



Cambrian explosion sudden proliferation of many



synthesis, which uses sunlight to split hydro-



different types of complex animals around the



gen sulphide or iron salts (instead of water)



beginning of the Cambrian period (543



without generating oxygen.



million years ago),



antagonistic pleiotropy trade-off between oppos-



cap carbonates thick belts of limestone capping



ing (antagonistic) effects of a gene that has



glacial deposits laid down in the immediate



more than one effect (pleiotropy).



aftermath of global glaciations.



antigen bacterial protein or other 'foreign' par-



carbon burial burial of organic matter as coal, oil



ticle recognized by antibodies or cells of the



or natural gas, as well as barely noticeable



immune system.



carbon deposits in rocks such as sandstone,



antioxidant chemical that hinders the oxidation



carbon signature imbalance in carbon-isotope



of other molecules, such as fats or proteins.



ratios in rocks, betraying the activity of life,



ApoE4 a gene variant associated with a greater



carbonate rocks limestone rocks composed mostly



risk of Alzheimer's disease.



of calcium and magnesium carbonates.



apoptosis programmed cell death, as opposed to



Carboniferous geological period from about 360



necrosis (unplanned or 'violent' cell death).



to 286 million years ago.



Archaea one of the three great domains of life.



cardiolipin lubricating lipid found at high levels



In many respects, archaea are intermediary



in mitochondrial membranes, especially in



between eukaryotes (cells with nuclei) and



physiologically active tissues such as heart



bacteria.



muscle.



ascorbate chemical name for vitamin C.



carnitine a molecular 'shuttle' responsible for



ascorbyl radical poorly reactive free radical,



transferring fatty acids into mitochondria for



formed when vitamin C is partially oxidized.



respiration, and left-over organic acids out



ATP (adenosine triphosphate) energy 'currency' of



again for disposal.



cells, generated by all forms of aerobic and



catalase enzyme responsible for breaking down



anaerobic respiration, as well as photo-



hydrogen peroxide to oxygen and water.



synthesis.



catalyst molecule that speeds up a chemical



autoimmune disease disease in which the immune



reaction without being altered permanently



system mistakenly attacks components of the



itself.



body rather than bacteria or other 'foreign'



chain-breaking antioxidant chemical that blocks



particles.



free-radical chain reactions.
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genome the complete set of genes of an organ-



inflammation general defensive reaction to infec-



ism.



tion or injury, characterized by heat, redness,



genotype the particular variant of a gene or genes



swelling, and pain. Low-grade, chronic



carried by an individual, which can be used to



inflammation is almost universal in diseases



distinguish one individual from another at



of old age.



the genetic level-



inflammatory cell a cell involved in propagating



germ line the cells responsible for passing genes



inflammation, such as a macrophage or



on to the next generation.



neutrophil.



glutathione small sulphur-containing antioxidant



inflammatory messenger chemical signal produced



that 'polices' the oxidation state of ceils.



by inflammatory cells to recruit and activate



glycolysis form of anaerobic (oxygen-free) respir-



other inflammatory cells from elsewhere in



ation in which glucose is converted to pyru-



the body.



vate with the generation of a small amount of



infrared radiation electromagnetic rays with wave-



energy. In aerobic cells it is coupled to oxygen



length longer than about 800 nanometres.



respiration to produce more energy.



insulin hormone that promotes uptake of



group selection evolutionary selection of traits



glucose from blood, stimulating protein syn-



that benefit populations rather than indi-



thesis, fat deposition, weight gain and sexual



viduals. It is a weak selective force in most



maturation.



circumstances.



insulin-resistance genetic or acquired resistance to



haem pigment molecule containing iron embed-



the effects of insulin.



ded in a porphyrin ring. It is incorporated into



ionizing radiation radiation that dislodges elec-



many proteins, including haemoglobin, cyto-



trons from compounds to produce an electric



chrome oxidase and catalase.



charge.



haem oxygenase important stress protein that



iron pyrites (FeS2), or fool's gold, formed by the



breaks down haem to release biologically



reaction of hydrogen sulphide (from bacteria



active products; iron, carbon monoxide (an



or volcanoes) with dissolved iron.



signalling molecule at low concentrations) isotopes different atomic forms of the same



and bilirubin (an antioxidant).



element, with equal numbers of protons



haemoglobin haem-containing oxygen-transport



(making them chemically equivalent) but



molecule packed tightly in red blood cells.



different numbers of neutrons (giving them



haploid containing half the normal two sets of



different molecular weights).



chromosomes, that is, containing a single set.



junk DNA non-coding DNA which apparently



Hayflick limit maximum number of divisions that



serves no purpose; thought to comprise



any given type of somatic (body) cell will



'selfish' genes hitching a ride, inserted viral



undergo.



DNA sequences, and defunct genes.



Hox genes 'master-switch' genes that regulate



knock-out mice genetically manipulated mice, in



embryonic development in animals as diverse



which specific genes are mutated so that their



as nematode worms, flies, mice and men.



protein products are not expressed.



hydrogen peroxide (H202) unstable chemical lateral gene transfer 'horizontal' movement of



intermediate between oxygen and water. It is



genes between individuals in a population, as



especially reactive with iron in the Fenton



opposed to 'vertical' inheritance from parents



reaction.



to offspring.



8-hydroxydeoxyguanosine (8-OHdG) oxidized DNA



lignin structural polymer, providing strong,



'letter' derived from attack of hydroxyl



flexible support for woody plants.



radicals on DNA, used as a surrogate measure



LUCA (Last Universal Common Ancestor) the last



of free radical damage.



ancestor common to all known life on Earth,



hydroxyl radical 00H) violently reactive oxygen



including bacteria, archaea and eukaryotes.



free radical, which reacts in billiseconds with



malarial tolerance lack of response to malarial



almost all biological molecules.



parasite despite infection, leading to absence



hyperbaric oxygen oxygen under high pressure



or suppression of malarial symptoms.



(effectively increasing its concentration).



meiosis type of cell division that produces sex



IGF (insulin-like growth factors) group of closely



cells (gametes) with a single set of chromo-



related hormones, with important effects on



somes, rather than the two sets of their



sexual maturation, among many other effects.



diploid progenitors.



immunosuppression lowering of responsiveness of



messenger RNA a ribonucleic acid that encodes



the immune system to antigens.



genetic instructions to make a protein. Its



individual selection evolutionary selection of traits



sequence of 'letters' corresponds to the DNA



that benefit individuals rather than popu-



template on which it is made. It is used to



lations. It is by far the most important form of



convey genetic instructions from the DNA to



natural selection.



the protein-building apparatus (ribosomes).
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metabolic rate the oxygen consumption of an



bined with proteins, separated from the rest of



organism at rest (basal metabolic rate) or



the cell by a double membrane.



when active.



operon genetic unit in bacteria, comprising



metallothionein sulphur-rich stress protein, which



genes with related function that are all tran-



protects against physical stresses such as radi-



scribed and expressed together.



ation and oxygen poisoning.



organelle tiny specialized organ within a cell,



microglia inflammatory cells resident in the



such as a mitochondrion or chloroplast.



brain.



organic carbon carbon in biological molecules,



mitochondria (singular mitochondrion) the energy



such as carbohydrates, fats, and nucleic acids;



'power-houses' of eukaryotic cells, in which



also carbon in material of biological origin,



oxygen respiration takes place. They were



such as coal, oil and natural gas.



originally symbiotic purple bacteria, and still



oxidation loss of electrons to an oxidant such as



retain bacterial traits.



oxygen; the opposite of reduction.



mitochondrial DNA genetic material present inside



oxidative damage damage to biological molecules



mitochondria. It is comparable to bacterial



as a result of oxidation.



DNA in structure and genetic sequence.



oxidative stress distortion of chemical balance in



mitochondrial leakage escape of oxygen free rad-



cells towards the oxidized state, as a result of



icals from mitochondria during respiration.



an imbalance between the rate of formation of



mitochondrial SOD manganese superoxide dis-



oxygen free radicals, and their elimination by



mutase, found in mitochondria of eukaryotic



antioxidants,



cells (and in many bacteria).



oxygen poisoning toxic effects of breathing high



mitochondrial theory of ageing theory arguing that



levels of oxygen, caused by the formation of



damage to mitochondrial DNA by free radical



oxygen free radicals.



leakage from adjacent respiratory proteins is



oxygen-evolving complex enzyme used in photo-



the root cause of ageing.



synthesis to extract electrons and protons



mitosis type of cell division in eukaryotic cells in



from water, releasing oxygen gas as a waste



which the chromosomes are doubled and



product.



then separated to produce two daughter cells



oxygenic photosynthesis form of photosynthesis



genetically identical to the parent cell.



that uses the energy of light to split water,



molecular clock estimates of the timing of evo-



releasing oxygen as a waste product.



lutionary events based on rates of sequence



Permian geological period from about 286 to 245



divergence between equivalent genes in differ-



million years ago.



ent species.



peroxiredoxins group of sulphur-containing anti-



mutation an alteration in coding sequence of a



oxidant enzymes that break down hydrogen



gene that is passed on to the next generation.



peroxide to water using thioredoxin as an



myoglobin oxygen-binding protein containing



electron donor.



haem pigment, similar to haemoglobin and



Phanerozoic the 'modern' age of plants, animals



found in muscle cells of mammals.



and fungi, stretching from the Cambrian



neutrophil inflammatory cell that engulfs and



explosion, 543 million years ago, to the



digests bacteria and other 'foreign' particles.



present day.



Often called the 'foot-soldiers' of the immune



photon electromagnetic wave-particle with a



system because of their large numbers,



defined amount of energy.



unspecialized attributes and dispensability.



photorespiration complex series of biochemical



NFKB (nuclear factor kappa B) important tran-



reactions that stunt plant growth in sun-light.



scription factor that stimulates expression of



The reactions parallel oxygen respiration by



inflammatory and antioxidant genes.



consuming oxygen and releasing carbon



nitric oxide (NO) gaseous signalling molecule with



dioxide, but do not generate energy, and are



profound physiological effects on blood



thought to protect plants against oxygen



vessels, immune system, nervous system and



toxicity.



sexual arousal.



photosynthesis synthesis of carbohydrates and



nitric oxide synthase umbrella term for several



other organic molecules from carbon dioxide



enzymes that generate nitric oxide gas.



and water, using the energy of sunlight.



Nrf-2 (nuclear factor erythroid-2-related factor 2)



plaque pathological conglomerate of proteins



important transcription factor that stimulates



and inflammatory cells. Senile plaques m



expression of antioxidant genes but sup-



Alzheimer's disease are composed largely of



presses expression of inflammatory genes,



amyloid, microglial cells, and damaged nerve



nucleic acid generic term for DNA (deoxyribo-



endings.



nucleic acid) and RNA (ribonucleic acid).



pleiotropy multiple effects or outcomes,



nucleus central 'control centre' of eukaryotic



polymorphic alleles different versions of the same



cells, containing genetic material (DNA) com-



gene found in a population.
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Precambrian geological period accounting for



Singlet oxygen reactive form of molecular oxygen,



nine tenths of Earth's history, from its for-



in which the spin of an electron is flipped so



mation about 4.6 billion years ago until the



that it enters a higher-energy orbital.



Cambrian period 543 million years ago.



snowbal Earth global glaciation.



prokaryote cell without nucleus, such as a SNP (single-nucleotide polymorphism) single lettersbacterium.



in the genetic code that vary between indi-



pro-oxidant opposite of an antioxidant, a mol-



viduals, giving many slightly different ver-



ecule that promotes the oxidation of other



sions of the same genes.



molecules.



SOD (superoxide dismutase) antioxidant enzyme



protein large molecule made of a long chain of



that converts superoxide radicals into oxygen



amino acids folded into a three-dimensional



and hydrogen peroxide.



shape that dictate's its function. Cells make



soma the body, as opposed to the germ line (the



many different kinds of proteins, which make



sex cells).



up most of a cell's structure and carry out all



somatic mutation theory theory arguing that



its functions. The amino acid sequences of



accumulation of mutations in DNA of somatic



proteins are encoded in the genes.



(body) cells during a lifetime is the root cause



proton positively charged particle within the



of ageing.



nucleus of an atom. The hydrogen nucleus is a



Stem cell unspecialized progenitor cell, which



single proton.



divides by mitosis to replenish populations of



radiation poisoning toxic effects of radiation,



specialized (differentiated) cells.



many of which are caused by formation of



stomata pores in the surface of a leaf that allow



oxygen free radicals.



exchange of gases between the air and the



rate-of-living theory theory arguing that lifespan



plant's tissues.



depends on metabolic rate.



Stress protein protein produced in response to



recombination random swapping of different



physical stress (such as radiation, heat or



alleles of the same gene between chromo-



infection), which counters the stress.



somes, which generates new combinations of



stress response synchronized production of stress



alleles on a chromosome.



proteins, which coordinate resistance to



reduction addition of electrons to a molecule;



physical stress or its recurrence. The effect



opposite of oxidation.



persists for days, possibly much longer.



respiration generation of energy from bio-



sulphate-reducing bacteria anaerobic bacteria that



chemical reactions.



generate energy from organic matter using



respiratory chain chain of electron-transporting



sulphate instead of oxygen as the electron



proteins responsible for generating energy in



acceptor. Their waste product of respiration is



mitochondria and bacteria.



hydrogen sulphide gas (H2S) instead of water



ribosomal RNA ribonucleic acid constituent of



(HzO).



ribosomes. Comparisons of ribosomal RNA superoxide radical (02*i mildly reactive oxygen



from different species have enabled the



free radical, which tends to behave as an



construction of an evolutionary tree of life.



electron donor, giving up a single electron to



ribosome protein-building machinery present in



revert to oxygen.



all cells.



symbiosis intimate relationship between two



RNA (ribonucleic acid) single-stranded thread of



organisms in which each partner gains a



nucleic acid, which resembles DNA in its



benefit from the other.



sequence of letters. There are various types of



tangle pathological feature of Alzheimer's



RNA (messenger RNA, ribosomal RNA and



disease in which neurons die off, leaving



transfer RNA), which are all essential to cells.



behind tangled fibrils of oxidized tau protein.



Rubisco (ribulose-l,5-bisphosphate carboxylase/ tau protein that maintains structure and



oxygenase) enzyme that binds carbon dioxide



function of microtubules in neurons. It



(C02) in photosynthesis, incorporating it into



pathologically oxidized and phosphoryiated



carbohydrate molecules. It can also bind



in Alzheimer's disease.



oxygen, leading to photorespiration.



telomerase enzyme that renews telomere caps



saturated fat fat composed of fatty acids without



on chromosomes, preventing 'fraying' of



any double bonds between carbon atoms.



chromosome ends and loss of coding genes



selection pressure likelihood that a disadvan-



during DNA replication. When the telomerase



tageous trait will be eliminated from a



gene is permanently active, it conveys



population by natural selection. Traits that



'immortality' on cells in culture.



jeopardize reproduction are not passed on,
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Foreword

The science of cryobiology pretty much began in the 1940s shortly after World War II. Before that

time, research into subfreezing temperatures was largely the physicist’s domain, with people like

Bridgeman and Kammerling-Ones unravelling the physics and physical chemistry of ice. Biology

was just emerging from its preoccupation with taxonomy. Histology and physiology extended no

further than the limits of light microscopy and the early beginnings of modern biochemistry.

Electron microscopy, newly born, was limited to transmission microscopy of nonhydrated materials.

Neither sectioning nor scanning existed. At the 1953 meeting of the newly formed Electron

Microscope Society, it was agreed that electron microscopy had no future in biology. Antibiotics

were just being discovered and the “filterable viruses” were mysterious organisms known only

through their effects. The term “genetic manipulation” meant selective breeding. Chemists relied

heavily on massive German compendiums of known reactions. It had yet to be generally appreciated

that molecules had physical shapes and specific charge distributions and that it was possible not

only to understand the mechanism of chemical reactions but even to predict them. Detergents were

just being developed. Computers used vacuum tubes and occupied warehouses.

In this context it is hardly surprising that biology and physics still had little in common. It was

well into the 1950s before biophysics became a generally recognized specialty, and even at that

time the number of true biophysicists was probably still in the double digits and populated primarily

by physicists just discovering the frustrating and erratic complexity of living things.

It was in this environment, primitive compared to twenty-first-century science, that cryobiology

struggled out of infancy. In the inclusive bibliography of Luyet’s Life and Death at Low Temperature


(Luyet and Gehenio, 1940), the first book devoted to low-temperature biology, there are only 97

references to biological freezing before 1900. Almost all of these were anecdotal observations of

death or survival. Even in 1940, the many hypotheses regarding the nature of freezing injury were

largely unsubstantiated by experimental evidence and even included such mysterious phenomena

as the “direct action of cold.”

There were a few first-class pioneers such as Sir William Hardy at the Low Temperature Institute

at Cambridge University in England and Nord in Germany. Even as late as 1966, the foreword to

the volume, Cryobiology
 (Meryman, 1966), states that, “the number of investigators primarily

concerned with the fundamental nature of freezing injury can still be counted on the fingers of two

hands.”

Under these circumstances it was not surprising that early forays into low-temperature biology

were largely descriptive and mostly lacked the rigor of physics. Luyet, commonly referred to as

the Father of Cryobiology, focused almost totally on observation, description, and categorization,

leaving most of the experimental work, which was largely empirical, to his students and coworkers.

Most early cryobiologists were untrained in the physical sciences. Audrey Smith was a classical

biologist. Ronald Greaves, second president of the Cryobiology Society and a pioneer in freeze-

drying of living organisms, was a physician pathologist with a bent for engineering. I was a newly

minted physician whom the Navy, during the aftermath of WWII, had assigned to mother the first

U.S.-made electron microscope, the RCA EMB, despite the fact that my relevant experience was

limited to the repair and maintenance of the Model A Ford. My tiny lab, staff of one, was also

presented with the first, huge Pickels ultracentrifuge as well as an original Tiselius electrophoresis

apparatus complete with giant water bath and a 15-foot optical path frequently obstructed by

wandering cockroaches.

Luyet based most of his efforts at applied cryopreservation on the premise that ultra-rapid

freezing and thawing could prevent freezing injury. The rates required, however, were and are, in
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the absence of glass-inducing solutes, still beyond reach. The critical development that put the

nascent field of cryobiology on the map was the report (Polge et al., 1949) of the cryoprotection

of fowl sperm by glycerol and, a year later, the confirmation by Audrey Smith (Smith, 1950) of

the effectiveness of glycerol for red cell freezing. In the absence of insight into the nature of freezing injury, the discovery of glycerol was basically empirical. Equally empirical was our development

of red cell preservation by spray-freezing onto liquid nitrogen (Meryman and Kafig, 1955), which

resulted from the observation of intact erythrocytes viewed by electron microscopy, using a tech-

nique for replicating hydrated samples at liquid nitrogen temperature (Meryman, 1950). The

cryoprotective properties of polymers was another empirical discovery, resulting from a survey of

many possible additives by Arthur Rinfret and colleagues (Doebbler et al., 1966) at the Linde

division of Union Carbide as part of their efforts to engineer the rapid freezing of red cells to

practicality.

Jim Lovelock was probably the first serious cryobiologist with real biophysical credentials, and

the discovery of dimethyl sulfoxide (Me SO) by Lovelock and Bishop (1959) was based on rational

2

prediction. Peter Mazur brought physical and mathematical skills to the field and new, more rigorous

standards to replace the largely anecdotal and uncontrolled experimental work of the earlier days,

stimulating a burst of serious efforts to understand freezing injury.

Lovelock had originally proposed that denaturation by concentrated salts was responsible for

cell damage during freezing (Lovelock, 1953). Mazur’s two-factor hypothesis (Mazur, 1965),

mechanical injury from intracellular ice during fast freezing and dehydration injury from extracel-

lular ice during slow freezing, was a landmark event, although the precise mechanism of slow

freezing injury remained unresolved. The long-held suspicion that living cells did not contain

heterogeneous ice nuclei and could be deeply supercooled was finally confirmed in 1975 (Rasmus-

sen et al., 1975). Mazur (1966) subsequently proposed that the moment of injury coincides with

the temperature at which the radius of curvature of a growing extracellular ice crystal approximates

the radius of pores in the membrane, seeding the intracellular solution with physically destructive

ice. We (Meryman, 1968) proposed a compressive membrane stress from osmotic cell shrinkage

that resulted in an undefined membrane breakdown, the “minimum volume” hypothesis. Bob

Williams (Williams et al., 1975) demonstrated that Karkhov wheat cells, like many other plant

cells, lost membrane material under hypertonic stress but achieved hardiness by recovering it on

return to isotonicity.

The recent elegant studies of membrane dehydration by the Crowes (Crowe et al., 2001) have

contributed greatly to an understanding of dehydration injury and tolerance—certainly one of the

many factors at play during cell and tissue freezing. Cold denaturation of proteins was first predicted

by Brandts (Brandts, 1964) and was subsequently confirmed by Tsonev and Hirsh (Tsonev and

Hirsh, 2000). Although any or all of these concepts are probably, in one way or another, involved

in freezing injury, and recognizing that the totality of the process is complex, it is still surprising

that so little effort has been made over the last 40 years to construct a comprehensive picture of

this important biological event.

So here we are at the birth of the twenty-first century. We have more sophisticated—and

expensive—analytical devices. We no longer make our own apparatus (a lathe, a mill, and a soldering

iron were the most important tools in my laboratory during the 1950s), and we are now wholly

dependent on factory representatives to minister to the mysterious insides of our instruments. We

spend more time on our computers and our multicolored, animated PowerPoint displays than we

ever spent with pencil and graph paper. We spend more time writing grant proposals to cover

escalating costs for overhead and instrumentation. And much of that time comes, unfortunately, at

the expense of hands-on time at the bench, and in particular, from reading. I can recall spending

wonderful days in the library following the trail of previous discoveries—the only way not to repeat

the past. Today’s literature searches are conducted within the limited scope of the Internet, and

anything published before 1960 has become invisible. Even though much of the early literature

may have been based on empirical (naive?) research, there are gold mines of information there,
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perhaps because it was
 more random, and I see now much of the early ground being replowed,

often by equally empirical methods, albeit at far greater expense.

Another profound change over the years has been the increasing tendency for applied cryobi-

ology to replace rather than supplement basic cryobiology. This is an understandable trend driven

in part by the fact that useful applications tend to be more attractive to granting agencies, but also

driven in part by the emergence of technology transfer as a desirable and profitable endpoint for

research. Perhaps the most unhealthy side effect of this trend is the emergence of “intellectual

property” as something to be held close to the chest, to remain secret, unpublished and unshared

until patented, and even then to be leaked out slowly. The concept of science as a community of

colleagues engaged in a public service (Greaves called it “fun and games for adults”) has been

eroded by the escalation in the cost of research and the emergence of industry as not only a major

source of research funding but as the ultimate exploiter of the results, and we have little choice

but to play the game.

There has long been a sentiment, though bias might be a better word, that only basic research

is pure and that applied research is somehow second class, the caboose on the research train.

However, useful applications are, biases to the contrary, an end result of research without which

basic studies become an academic luxury. For cryobiology in particular, applications are everything,

and it is no wonder that this has been the emphasis right from the beginning. So far, applied

cryoprotection really has not progressed much beyond applications of glycerol, Me SO, and the

2

polymers, empirically optimized for each specific use by the addition of other solutes and a choice

of cooling and warming rates. Many of the articles in current issues of Cryobiology
 are no less

empirical than Basil Luyet’s freezing of chick embryo hearts and vinegar eels.

Classic research strategy says that an understanding of basic mechanisms must precede and

underlie applied research and that only this can enable one to create a logical hypothesis. However,

we do need to appreciate that basic cryobiology—in fact, all of biology—is an incredibly complex

system. As Bob Williams once put it, “The answer to Nature’s little secrets is always another

secret.” True understanding of the effects of cold, of dehydration, and of ice on biological elements

will ultimately need to account for interactions right down to the molecular level, perhaps depending

on microscopic and analytical techniques not yet developed. A complete exploitation of the many

potential applications of cryobiology will require this depth of understanding. A more superficial

picture of freezing injury could suggest tricky ways to plug membrane pores, increase membrane

deformability, or prevent cold denaturation, but a comprehensive understanding of what really goes

on will be no piece of cake.

The empirical approach has so far served cryobiology pretty well, but trying this and trying

that to see what works and abandoning what doesn’t, even based on good guesses, is a risky

endeavor. The things that don’t work will always be far more abundant than those that do, and

sooner or later we have to worry about life expectancy.

There is one laboratory that has had spectacular success with the empirical approach. Mother

Nature has the advantage of an extended life expectancy and has made good use of it. The number

of her trials and errors defies imagination, and the countless successes are all here before us,

potentially revealing not only the how but sometimes the why as well. In the absence of a complete

understanding of events at the most basic level, it may be more fruitful at this time, in the interest

of applications, to build on what nature has already discovered rather than to engage in independent

trial and error without the advantage of a few billion years to do it in.

The most immediate example of the virtues of this approach is the discovery of the antifreeze

proteins, which tells us that important new approaches to cryoprotection can arise without depending

in any way on a theoretical understanding of freezing injury and that there is nothing holy about

basic research when applications are the objective. The antifreeze proteins also present a unique

opportunity for the induction of frost hardiness through gene transfer. Many of the other tolerance

strategies found in both plants and animals may also be candidates for a similar end run around the

need to fully understand the mechanisms involved, an understanding that may be many decades away.
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Whatever the route taken, whether through better comprehension of basic phenomena or an

exploitation of Nature’s empiricism, most of cryobiology’s real achievements lie ahead. However,

as always in research, though frequently forgotten, the most important tools to this end will not be

just new sophisticated techniques and instruments, but a determination to aggressively maintain an

open mind, to avoid the tunnel vision of a favorite hypothesis, and to enjoy, as a consequence, the

vital capacity to “stay in motion.” I hope that this book will provide a valuable stepping stone in

that direction.


Harry Meryman


Biomedical Research Institute, Rockville, MD
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Introduction

We began the task of compiling Life in the Frozen State
 in 1999. In embarking on what is the first major textbook on cryobiology in the genomic era, we felt it was important to bring together in

one place a picture of the current understanding of “life in the frozen state” at the turn of the

twenty-first century. The field now encompasses disciplines ranging from mathematically based

biophysics, to the molecular biology of stress gene expression, to the infinitesimally slow metabolic

adaptations of permafrost bacteria. It is therefore not just timely, but critical to the future coherence of the subject, to meld a cross-disciplinary platform of knowledge in cryobiology.

Our own interests in the ability of living organisms to withstand the transition into and out of

the frozen state lie on a sliding scale. At one end is a pragmatic desire to harness low-temperature

technologies to solve many practical problems in health care, conservation, and the biosciences; at

the other end, we share an enthusiastic appreciation that this plasticity is an amazing feat of nature.

The ability of life to survive the frozen state is at the very edge of our comprehension of animated

processes. As we deepen our knowledge of each facet of this extraordinary transition, we can

appreciate that further progress toward the practical goals of cryopreservation depends on applying

insights gained from fundamental knowledge in each of these disciplines. This, in turn, depends

on new collaborations, wider awareness, and thinking outside the traditional boxes.

The realization of this book, and the melding of its disparate contents, has been fuelled by our

own very different professional backgrounds in medical cryobiology (Barry Fuller), stress physi-

ology (Nick Lane), and plant genetic resources conservation (Erica Benson). From the start, we

felt that to understand biological responses to freezing we needed to break down the classical

subdivisions of research into “animals,” “plants,” “biochemistry,” “ecology,” and so forth, which

are often not strictly applicable, and are rarely desirable. If we are to progress and apply our

knowledge of life in the frozen state, we must seek to exploit both theoretical and experimental

studies in the broadest sense. To do so, we have structured the book to bring together new

collaborations of ideas, technologies, and applications. A necessary feature of this overarching

scheme is a degree of overlap between chapters, which we have been careful to cross-reference,

in the hope that this will encourage readers to step with confidence from familiar disciplines into

more distant fields, and so to cross-fertilize. The areas of overlap largely concern what we currently

know of the responses of cells, tissues, and organs to freezing across a remarkable, cross-kingdom

diversity of species.

The term cryobiology was originally coined by Sir Alan Parkes, who defined it as the study of

“frosty life.” In keeping with this guiding spirit, we were especially keen to cover those life-forms

that do encounter freezing (the ice transition), rather than those that survive at low temperatures


per se
 (as in hibernation and chill tolerance). That said, it will become apparent in later chapters that under certain circumstances the ability to modulate the state of water in cells at temperatures

above the traditional 0˚C is of direct relevance to cryobiology, and so we have included chapters

covering dry glasses. Regardless of the detailed content, however, one of the most exciting outputs

of the compilation is the noisy “cross-talk” between evolving ideas on how to make cells tolerant

to the freezing process. These ideas derive from comparative studies of in vitro
 freezing in the laboratory from and what has evolved in vivo
 in the “natural” cold laboratories of polar environments and high-altitude alpine habitats.

This progression in understanding has not been achieved by the smooth, step-by-step, planned

exploitation of facts so beloved of politicians, administrators, and science fiction writers. Rather,
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it has come about by pulling together and ordering the divergent and disparate ideas from many

different fields of pure and applied cryobiology—a process that we hope will allow the reader,

from whatever field of cryobiology, to reevaluate his or her own ideas, and to apply new technologies

to old problems. Such willingness to share new ideas and experiences, to discard old certainties

and rediscover forgotten or misunderstood discoveries, is the reality of progress in scientific

understanding.

This book is not a done deal, and we also wish to point out gaps and inconsistencies so that

new ideas can be born of new thinking; this is essential to move the science of cryobiology forward.

Indeed, such a mixture of theoretical knowledge, good scientific method, intuition, serendipity, and

an ability to see clear patches of understanding through a fog of “accepted wisdom” is how

cryobiology took its first hesitant steps. That was only 50 years ago, at a time when there were

very clear distinctions between plant and animal biology. Despite our admonitions above, we have

chosen to present the historical basis of cryobiology as two separate “animal” and “plant” chapters.

It has only been with the benefit of hindsight that we can reevaluate the development of the subject

in the context of the now obvious similarities in philosophy and experimentation that mark the

development of both fields. However, to impose such similarities with hindsight is to risk losing

the context of the pioneers themselves, and it is this context that continues to make their work

relevant today. Ideas are born of context, and they sometimes flounder only because there were no

robust means of testing them at the time. Today we are better armed with technology, and we can

test many forgotten early ideas—but we will only grasp their relevance if we also grasp their

context. For these reasons, we have chosen not to place the historical chapters at the start of the

book, where they can be safely skipped by scientists with scant regard for history, but decided that

they held more meaning if placed next to, and read with, the chapters that detail the modern

developments flowing from such pioneering early investigations.

We have ordered the book into four themes. In Theme 1: Fundamental Aspects
 , Peter Mazur

discusses his quantitative predictions on cellular responses to ice formation and debates the latest

modifications to his theories. He presents these ideas so clearly that even those who harbor a deep

fear of equations will gain a robust understanding of the biophysical basis of cryobiology from this

chapter. In the next chapter, Kenneth Muldrew et al. cover their interpretation of these same

phenomena, which are based on Mazur’s early ideas but have digressed slightly in detail. We chose

to include these chapters side by side, so that readers can gain a sense of the areas of accepted

wisdom that have evolved, but also of the “shifting sands” of new hypotheses, experimentation,

and technologies that are helping us to unravel and probe the parts of the cryobiological puzzle

that have yet to be organized into a comprehensive and integrated picture.


Theme 2: Life and Death at Low Temperatures
 (the title being a nod to Basil Luyet’s classic

1940 text) brings together a diverse collection of chapters by experts in the natural sciences. Despite

strikingly different perspectives, they all study life at the extremes, in juxtaposition with ice, not

just in the polar regions and the frozen tundras but also in more temperate climates, where freezing

is a seasonal or even a nocturnal event.

Josef Elster and Erica Benson provide a comprehensive review of the polar terrestrial environ-

ment, the changes over geological time, and the constraints that these harsh conditions impose on

life. Indeed, even in such conditions, few life-forms have adapted to truly survive ice formation in

their living parts. This chapter focuses on polar algae as a model to describe how cold extremophilic

life-forms can exist. In comparison, Monica Ponder et al. describe how microorganisms survive

the permafrost of the frozen tundra under conditions where they have been trapped—frozen in the

soil—for multiples of centuries and millennia, rather than weeks. These authors consider the fine

balance between maintaining a low basal metabolism in extreme cold vs. retreating into a latent,

anabiotic state, and the implications of each to cryobiology and related fields such as astrobiology.

Moving to more temperate environments, the low-temperature adaptations and responses of

plants are explored. These (usually) sedentary organisms are (usually) fixed in their local environ-

ments and forced to adapt in situ
 to the fluctuating freezing temperatures that accompany winter.
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In comparison, most (but not all) animal species employ “freeze-avoidance” by moving to habitats

that exclude ice formation, even though they may be cold. Using plants as a model, the molecular

basis of freezing tolerance is addressed by Roger Pearce, who describes the development and

implications of the molecular technologies that are now being employed. This area of research has

been most extensively applied to unravel the genetic basis of the changes that contribute to plant

freeze-tolerance. These studies are predictably very important in crop plant agriculture, but they

are also beginning to assume real significance in such diverse areas as medical cryobiology, the

cryoconservation of genetic resources, and helping us to understand the incipient effect of climate

change.

At the submolecular level, Erica Benson and David Bremner draw attention to the very real

interactions of freezing with free radical-mediated oxidative stress. That free radicals and antiox-

idants may play a role in cryogenic processes has been guessed at and inferred over the past 30

years, but the role of oxidative processes in the frozen state is only now beginning to be illuminated,

owing to developments in modern experimental methodology. Finally, Kenneth Storey and Janet

Storey present in their chapter the intriguing molecular detail of freeze-tolerance in the wood frog,

one of the select band of vertebrates where “life-force” and ice crystals can coexist in the same

body without disastrous consequences. The parallels between genetic adaptations to freeze-tolerance

in vertebrates and in plants, and the role of oxidative stress in both, raise many possibilities for enhancing freeze-tolerance in cryopreservation protocols, as we discuss in the final chapter of the book.

From all of these examples, it will be possible to see intermixing strands between fundamental

understanding and natural adaptation, which (again with hindsight) appear as a composite and

predictable weave. This was not, and is not, how the science of cryobiology “really” developed,

but it charts a more meaningful course, one by which we can enhance our applications of “life in

the frozen state” for great and far-reaching benefit in many different sectors.

In Theme 3: Freezing and Banking of Living Resources
 , we consider the growing applied interest

in how to harness the natural ability of living cells to survive freezing. Cryopreservation of somatic

and reproductive cells, tissues, and organs has a wide range of applications in biotechnology,

biomedicine, agriculture, forestry, aquaculture, and biodiversity conservation. The capability of

“freezing time” in cryogenic storage for months and years offers huge and compelling benefits,

some of which necessitate the careful and sensitive consideration of ethical and regulatory issues.

As the book examines applied research, it will become evident that the in vivo
 characteristics

required for cells and organisms to survive the two main components of cryoinjury (freezing and

dehydration/desiccation) are complementary, but not completely superimposable, and that each has

important implications for aiding the development of cryopreservation methodologies in vitro
 . In

this context, Shu-hui Tan and Cor van Ingen discuss the application of freezing and drying (lyo-

phylization) to fungi and bacteria, where strategies have been developed to counteract the stresses

of freezing and drying. Drying after freezing has significant benefits if it can be achieved in a wider

context, hence the interest in adapting the technology to medical cryobiology and to preserving

reproductive cells from higher species (discussed in Theme 4).

Storage of plant cells in the frozen state is of great importance for the development of plant

gene banks and culture collections and for the conservation of endangered and at-risk plants. The

application of cryopreservation to plant-cell cultures in biotechnology is also very important. Akira

Sakai describes the recent advances in plant cell cryobiology, in which new techniques such as

vitrification (manipulation to limit true ice crystal growth) are coming to the fore. Allied with this

chapter, Erica Benson provides one of the history chapters—it charts the progression, over 150

years, of early experiments that explored freezing processes in plants, many of which we now

recognize as fundamental principles of freezing. The main subject of this chapter is, however, to

provide a timeline of the development and application of cryopreservation in the context of helping

to conserve the Earth’s precious plant and algal diversity.

Subsequent chapters explore the applications of freezing for the preservation of gametes and

embryos of animal species, both in agriculture and in the banking of germplasm for zoological
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diversity conservation. It is important to appreciate that many of the current theories and models

for predicting freeze-survival in animal cells were pioneered by the early work on mammalian

reproductive cells, and this historical resource is still being mined for inspiration today, as discussed earlier. This is why we here introduce the second chapter in the history of cryobiology, laid out in

the review by Stanley Leibo. It is from this background that many of the ideas of application of

cryoprotectant chemicals to abrogate damaging effects of freezing on cells were first formulated.

Proceeding from this historical perspective, Alban Massip et al .
 provide an overview of the use

of cryopreservation in animal reproductive technologies. Cryogenic storage has made a very sig-

nificant impact on animal husbandry in the last four decades of the twentieth century, and one that

will undoubtedly expand in importance and range of species involved in the coming years. Amanda

Pickard and William Holt provide a thoughtful discourse on the potential (only partially realized

so far) and the limitations on the application of freezing to endangered and at-risk zoological

species. The crucial question is: How can we protect and safeguard the future of natural diversity?

The major challenge here is to enhance our basic understanding of the complex vista of species

population genetics and reproduction. Similar, but possibly even more refractory, problems beset

the cryopreservation of aquatic species, a field of potentially huge economic significance. The

chapter by Tiantian Zhang examines current applications in this field: There remain significant

problems in developing cryoconservation strategies for some life stages of certain species, and

these areas will become important in terms of future cryogenic developments.

Theme 3 concludes with a chapter by Glyn Stacey, who sets out the presently accepted

guidelines for the cryobanking of living resources. “Freezing time,” in gene, cell, and organ banks

must address critical issues related to quality control, the optimizing and standardizing of specialist

technologies, and the implementation of safe cryopreservation protocols. Thus, the ability to

cryopreserve “life in the frozen state” must carry with it the responsibility to create well-organized

and safe cell, tissue, organ, and germplasm repositories. Just as the path to hell is paved with good

intentions, so the path to failed cryopreservation is paved with good theory and poor attention to

practical detail.

The major themes of the book conclude with Theme 4, The Medical Applications of Cryobiology
 .

At this juncture the main thrust of the book has been on preserving “life in the frozen state.”

However, an alternative possibility relates to how we can use our preservation knowledge to

divergent medical advantage by using cryogenics in surgical procedures that can kill harmful cells

and tissues. Even a cursory reading of Theme 1 will have illustrated the fact that the destruction

of life by freezing is an ever-present possibility when extremes of low temperatures are encountered.

The chapter by Nathan Hoffman and John Bischof reviews where and how this destructive capability

of ice is being gainfully employed in cryosurgery for the destruction of cancers and tumors. As in

other fields of cryobiology, cryosurgery is currently benefiting from cross-fertilization (e.g., the

use of antifreeze proteins to potentiate injury outside the ice-ball), but the molecular sequelae of

sublethal injury are also set to feed back into cryopreservation protocols.

Continuing with our desire to embrace historical perspectives of cryobiology in the book,

Andreas Sputtek and Rebekka Sputtek provide a chapter on the freeze preservation of blood cells,

one of the earliest clinical applications of cryobiological principles, pioneered by James Lovelock

and colleagues in the early 1950s. The Sputteks provide a thorough review of this important topic,

highlighting from where we have progressed to where we are now. In this specialty, too, new concepts

are being derived from our growing appreciation of the fundamentals (here it is the use of polymeric

extracellular cryoprotectants), and are beginning to have an effect. There still remain significant chal-

lenges ahead for the application of low-temperature banking to some blood-derived cell types.

The expansion of assisted-reproductive technologies, outlined in Theme 3, is developed further

in Theme 4, feeding into the fields of clinical reproductive medicine, where again a growing range

of cells and tissues of therapeutic value are now candidates for freezing. These are discussed by

Barry Fuller et al. In some areas (such as the cryogenic freezing of embryos), the techniques are
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widely applied, whereas in others (such as storage of unfertilized oocytes), recent advances have

led to their introduction into clinical practice in as yet only a few places.

The concept of freezing larger, complex, and multicellular tissues presents one of the main

challenges for medical cryobiology, and one that introduces novel problems concerned with the

nucleation and location of ice crystals. In some respects, our knowledge of the destructive effects

of ice formation in tissues (as discussed by Nathan Hoffman and John Bischof) can be exploited

in organ preservation, but they do introduce complications when considering freeze-banking of

tissues for medical use. Thus, in their chapter, Monica Wusteman and Charles Hunt describe how

far we have come in the banking of complex tissues, and where developments in the near future

might lie.

The final three chapters in Theme 4 examine biomedical applications of the principles of

cryobiology to ice-free preservation. Some of these technologies will truly be seen as twenty-first-

century medicine, but already some areas promise exciting new avenues for exploitation in the near

future. Vitrification will increasingly play an important role in the development of the medical

applications of cryobiology. In the chapter by Jason Acker et al., the authors set out their vision

of applying novel technologies for the preservation of living cells “frozen in time” in the glassy

state at ambient temperatures, rather than suspended in animation by extreme cold. Many of the

problems of dehydration mirror those encountered during ice formation, but there are also new and

different concerns. The goal of achieving cell preservation without the need for powerful cryogens

(with the associated problems of cost and supply) appears to be at least in our sights, if not yet in

our grasp. In the chapter by John Crowe et al., recent moves toward developing lyophylization

(freeze-drying) of mammalian cells are set out—an approach with huge potential, but that has so

far proved an intractable problem. In this case, a molecular understanding of mechanisms of stress-

tolerance in natural organisms has pointed the way to new possibilities in the lyophilization of

platelets, which are currently being evaluated clinically. In the final chapter of Theme 4, Michael

Taylor et al. describe exciting developments in the preservation of complex tissues, which (as

discussed above) suffer injurious damage from ice-crystal growth in a manner not experienced by

cells in suspension. Central to all of these developments will be our ability to understand and

control the different states of water. Thus, new ideas on achieving the glassy “vitreous” state at

low temperatures, while controlling the growth of ice crystals by molecular means, will undoubtedly

be an area of extreme importance when attempting to cryopreserve larger tissues and organs—sit-

uations that currently defy our best attempts.

To conclude the book as a whole, Nick Lane considers possible future directions in cryobiology.

The discussion draws its inspiration in large part from other chapters in the book, and so ties

together themes developed in more detail elsewhere. It is short, discursive, and unreferenced (except

to other chapters). By drawing some strands of disparate thinking together, it is hoped to foster the

spirit of cross-disciplinary thinking and collaboration. For good measure, the synthesis is used as

a launchpad for a few thought-provoking, cross-disciplinary hypotheses that we hope will bear fruit

in the years ahead.

In sum, we are extremely grateful to the many authors who have provided their time and

knowledge in the compilation of this text. Any success from the venture is entirely down to their

efforts; any failures or omissions must be laid at the editors’ door. As mentioned at the outset, we

have attempted to record the status of “life in the frozen state” at the start of the twenty-first century.

Some areas have been dealt with only briefly. This is not to deny their importance, but merely to

recognize that we could only present a limited number of subjects in the pages of a single volume

to illuminate the current understanding of cryobiology. In other areas (such as the work on

dehydration of cells to a glassy state at ambient temperatures), we have included topics that stretch

the classical definition of freezing to the limits of scientific respectability. However, we believe

that this represents a true (and exciting) futuristic picture of the current attempts to preserve cells

suspended in time.
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Which brings us, finally, to a word on the title— Life in the Frozen State
 . Although the freezing

of water is not necessarily a part of dehydration and vitrification, these techniques do freeze life

in time, if not in physical structure. Indeed, some might argue that by petrifying life’s matrix in

an essentially motionless state, vitrification freezes life in structure better than does ice. Be that as it may, we hope that our title will be taken in the metaphorical spirit that we intended: as a paean

to the amazing feats of nature. We hope that you, the reader, will likewise be intrigued and excited

by the realities and potentials afforded as we refine our understanding of “life in the frozen state.”


Barry Fuller, Nick Lane, and Erica Benson
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1.1 INTRODUCTION


When cells or cellular systems are exposed to the ice formation that accompanies exposure to low

subzero temperatures, they are subjected to profound changes in the physical state and chemical

properties of their surrounding milieu, and the cells undergo major physical responses to these

changes. Liquid water plays a quintessential role in the structure and function of living systems,

and the most obvious change accompanying freezing is that the amount of this liquid is progressively

reduced and eventually vanishes. The chapter begins by briefly reviewing the structure of both

liquid water and ice, some of the ways that liquid water influences the structure of cellular

macromolecules, and the nature of water on the surfaces of those macromolecules. The discussion

is then extended to cells and their membranes.

Even if liquid water/macromolecule/cell structure interactions were unaffected by freezing, the

mere reduction in the concentration of liquid water introduces large osmotic disequilibria to which

the cells must respond. We first examine the magnitude of these disequilibria and the magnitude

of the volume changes that cells undergo in response to them. We then review the rate at which

these responses occur, rates that depend on the permeability of the cell to water and solutes. Finally,

this first section relates the phenomenon of permeability to the structure of the cell membrane and

to a recently discovered class of transmembrane proteins, the aquaporins.

This background material sets the stage for a discussion of cryobiological principles per se
 .

The discussion begins by pointing out that plots of cell survival vs. cooling rate usually exhibit an

inverted U—findings that indicate that an injury occurring at high cooling rates has a different

genesis than that occurring during slow cooling. The discussion elaborates on the former by pointing

out that rapid cooling sets up an osmotic disequilibrium between a cell and its environs and causes

cell water to supercool by an amount proportional to the cooling rate and inversely proportional

to the permeability of the cell to water. This supercooling cannot be maintained, and eventually

supercooled cell water will freeze internally, usually with lethal consequences. The fact that a cell

can supercool at all in the presence of external ice means that the plasma membrane is at least

initially a barrier to the growth of ice from the exterior to the interior, yet intracellular freezing

appears to be dependent on the presence of external ice, and this chapter reviews the three major

theories that propose to account for the dependence.

Slowly cooled cells do not undergo intracellular freezing, yet they are generally killed if cooled

too slowly and if cryoprotective agents of appropriate type and concentration are not present. Most

of the ensuing discussion deals with the colligative theories of both the injury and the protection;

that is, theories that propose that injury is associated either with the rise in solute concentration

(especially electrolytes) that accompanies ice formation or with its mirror image, the reduction in

the unfrozen fraction, and that propose that cryoprotection is related to the ability of certain

permeating nontoxic nonelectrolytes like glycerol to reduce the concentrations of damaging solutes

and to increase the magnitude of the unfrozen fraction at a given subzero temperature. Some

researchers, however, believe that slow-freezing injury is a direct result of the dehydration of cell

membranes and that cryoprotection results from the ability of cryoprotective agents to substitute

for water or to otherwise protect against the injury that results from the removal or perturbation of

the hydration layer on cell membranes.

Finally, freezing is only half the story. To function, a frozen cell must be returned to normal

temperatures and must survive the accompanying warming and the thawing of the ice. In the case

of slowly frozen cells, the events during the return to ambient temperature are mostly a mirror

image of those that occurred during cooling. However, that is not the case with rapidly cooled cells.

Commonly, rapidly cooled cells fare substantially better if the subsequent warming is rapid than
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if it is slow. That benefit is commonly explained in terms of the size of the ice crystals formed

during the initial cooling and the effect of warming rate on that size. Higher cooling rates form

smaller internal ice crystals, and small crystals appear to be less damaging than large ones. However,

if subsequent warming is slow, those small crystals can enlarge to damaging size by the process

of recrystallization. Another related possibility is that even at low cooling rates, not all the cell

water freezes—a portion may be converted to a glass. If subsequent warming is too slow, this glassy

water may devitrify (freeze), with lethal results. This partial glass formation is an introduction to

purposeful attempts to induce vitrification of all the cell water—attempts that are being increasingly

pursued in the cryopreservation of tissues and organs, systems that are damaged by extracellular

as well as intracellular ice. Vitrification approaches are not covered in this chapter but are treated

by Taylor et al. in Chapter 22.


1.2 UNDERLYING BIOPHYSICS AND CELL BIOLOGY



1.2.1 WATER


Water plays a central role in cryobiology and, more important, a central role in biology. Aspects

of the latter and their dependence on the unusual and unique properties of liquid water were elegantly

described nearly a century ago by L. J. Henderson (1913). Its unusual properties can be seen in a

comparison with those of its analog on the periodic table: hydrogen sulfide. For example, the boiling

points are 100° and –60°C, respectively; the melting points are 0° and –86°C; the heats of

vaporization are 10.7 and 4.5 kcal/mole; and the dielectric constants are 78 and 9 (Lide, 1992;

Nemethy and Scheraga, 1964). These properties arise from the structure of the water molecule and

its distribution of charge. Infrared and Raman spectroscopy have shown that the water molecule is

shaped like an Australian boomerang or a winged seed from a maple tree. The oxygen is at the

center of the “boomerang,” and the two hydrogens are located at the tips. The distance between

the hydrogen and the oxygen is 0.97 Å; the distance between the two hydrogens (i.e., the diameter

of the molecule) is 1.54 Å (Robinson and Stokes, 1959, p. 2).

The oxygen atom has six electrons in its outer valence shell. Two of these combine with the

single electron on the two hydrogen atoms to form the two O–H covalent bonds. These bonds (i.e.,

the arms of the boomerang) are at an angle of 105 degrees, which is close to the 109 degrees from

the center of a tetrahedron to the vertices (Eisenberg and Kauzmann, 1969, p. 4; Robinson and

Stokes, 1959, p. 2). The hydrogens bear a net positive charge, with these two positive charges

directed toward two of the vertices of a tetrahedron. The remaining four electrons are referred to

as “lone-pair” electrons. The two lone-pair electrons confer a net negative charge to the oxygen

side of the water molecule, and these two charges are directed toward the other two vertices of the

tetrahedron. Thus, the water molecule bears two net positive charges directed toward two vertices

of a tetrahedron and two net negative charges directed toward the other two vertices. An important

consequence of this is that the two positive charges on the hydrogen sides of a given water molecule

are electrostatically attracted to the lone-pair electrons on the oxygen side of two other water

molecules, and the two centers of negativity on the oxygen side of a given water molecule are

electrostatically attracted to the protons of two other water molecules. In other words, a given water

molecule can be attracted to four other water molecules located at the vertices of the tetrahedron.

Two of these surrounding water molecules have their oxygen sides facing the central water molecule,

and two of them have their hydrogens facing the central molecule.

The (predominantly) electrostatic attraction between the protons and the oxygens is referred

to as the hydrogen bond. Hydrogen bonds are weak (6 to 8 kcal/mole; Eisenberg and Kauzmann,

1969, p. 139) compared, for example, with C–C covalent bonds (145 kcal/mole), but in biological

aqueous systems, hydrogen bonds are so numerous as to play a vital role. It is these hydrogen

bonds that are responsible for the abnormally high boiling and melting points of water and for its

abnormally high heat capacity.
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One other important attribute of the water molecule is that the centers of gravity of the two

negative charges and the two positive charges do not coincide. This gives water a sizable dipole

moment and makes it a polar molecule (Robinson and Stokes, 1959, p. 2). Furthermore, if the

water molecule is free to rotate, it possesses a large dielectric constant (78). The large dielectric

constant means that it can reduce the electric field between two charged layers or between two

charged molecules like ions to a small fraction of what would be the case in a nonpolar solvent.


1.2.1.1 The Structure of Ice


The structure of ice (ordinary Ice I) represents the physical reality of what has just been discussed.

That is to say, in ice, each central water molecule is surrounded by, and hydrogen-bonded to, four

surrounding water molecules located as though at the vertices of a tetrahedron. The O–O distance

is 2.76 Å (Eisenberg and Kauzmann, 1969, p. 71). This structure repeats indefinitely. The open

structure of ice is responsible for its density, which is much lower than that of most other solids.

The extensive hydrogen bonding is responsible for its high heat of fusion and heat of sublimation.

The latter is 12.2 kcal/mole and represents mostly the heat necessary to completely break an average

of two hydrogen bonds per molecule.


1.2.1.2 The Structure of Liquid Water


The structure of liquid water has been debated for at least 40 years and is still not resolved, but a

few generalizations are possible. The structure is similar to ice in that each water molecule tends

to be tetrahedrally bound by hydrogen bonds to four other water molecules. To be consistent with

the 10% greater density of liquid water at the melting point, however, a liquid water molecule is

considered to have ~4.4 nearest neighbors rather than four such neighbors (Robinson and Stokes,

1959, p. 4). It has a short-range structure (i.e., out to about three layers of neighbors) that can be

seen by x-ray diffraction, but not the long-range order of ice. The lifetime of a given structure is

estimated to be short (i.e., 10–11 sec), although it is relatively long compared with the temporal

resolving power of the measuring techniques, which are ~10–13 sec for x-ray and dielectric relax-

ation.

Models of liquid water structure fall into two broad classes: continuum models and mixture

models (Eisenberg and Kauzmann, 1969, p. 254–270; Frank, 1972). Mixture models hypothesize

that liquid water consists of a mixture of water molecules forming one, two, three, and four hydrogen

bonds and monomeric water forming no hydrogen bonds. Continuum models argue that these

discrete classes do not exist, but that liquid water has a distorted hydrogen-bonded structure. The

majority of investigators seem to favor the former. The mixture models are further divided into two

groups. One model, the interstitial model, hypothesizes that monomeric water molecules reside

inside ice-like cages formed by tetrahedrally H-bonded water. These would be analogous to clath-

rates or gas hydrates in which a nonpolar molecule like methane resides within an ice-like cage.

The other mixture model has been picturesquely referred to as the “flickering-cluster” or “iceberg”

theory. It was initially proposed by Frank and Wen (1957) and later elaborated on by Nemethy and

Scheraga (1962). It depicts islands or clusters of tetrahedrally H-bonded water lying interspersed

in a sea of unbonded water molecules. The lifetime of the clusters is estimated to be 10–10 to 10–11

sec. The argument is that if, as a result of local thermal or energy fluctuations, two water molecules

form H-bonds, it becomes energetically favorable for them to form a third and a fourth H-bond.

Conversely, if the local fluctuations result in the disruption of an H-bond, it becomes energetically

favorable for the other H-bonds to break. Although there appear to be defects in the flickering

cluster model (Frank, 1972, p. 533), one attractive feature, a feature that seems to have been ignored

by those discussing water models, is that it is consistent with the mechanism proposed for the

homogeneous nucleation of supercooled water. In that picture, supercooled water freezes sponta-

neously when critically sized icelike “embryos” form in the water as a consequence of energy
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fluctuations. The number of water molecules that constitute the critical size decreases with tem-

perature, and it is only at about –40°C that the random formation of an “embryo” with that critical

number becomes a probable event (Fletcher, 1962, p. 202).


1.2.1.3 Water around Ions


An attractive electrostatic force exists between the asymmetrical directional charges on a water

molecule and ions or ionized groups. The difference between those forces and those in water–water

interactions is that the orientations of the water molecules are unidirectional around ions. That is,

in the first layer of water around a cation, water molecules will tend to be oriented with their

negative oxygen sides toward the ion. Around an anion, they will be oriented with their positive

protons toward the ion. The attractions can be sufficiently strong to immobilize the water, as

manifested in a large decrease in the dielectric constant (Robinson and Stokes, 1959, pp. 15–17).

The forces are short range, affecting, in most ions, only the first layer of water. Small ions such

as F– or Li+ are an exception in that the effect may extend to the second or third layers. Beyond

that, normal water structure is restored. However, as the unidirectional water structure around ions

is different from the alternating structure of water, there exists an intermediate region in which

water structure is disrupted. Robinson and Stokes (1959, p. 15) point out that when the concentration

of an electrolyte solution rises to ~1 M
 , the second or third water layers from a given ion fall into the sphere of influence of a neighboring ion. As Robinson and Stokes put it, “The farther from

England, the nearer is France.” The net result of these factors is that in most electrolyte solutions,

the net water “structure-breaking” aspects outweigh those of “structure making.”


1.2.2 WATER AND MACROMOLECULAR CONFORMATION


The function of macromolecules and complex cellular structures like cell membranes that contain

macromolecules depends critically on their conformation. The conformation will be that which

minimizes the free energy, and water plays a vital role in that minimization.


1.2.2.1 Maximizing H-Bonds


Hydrogen bonds are not restricted to water. They can form between many groups in macromolecules

(Franks, 1973, p. 20) and between these groups and water. This includes the peptide bonds in

proteins and the bases in DNA. It is a general tenet that macromolecules will assume a conformation

that maximizes the number of internal hydrogen bonds consistent with maximizing the other forces

involved. It is important to note, however, that internal hydrogen bonds by themselves do not confer

net stability because they are no stronger and, indeed, may be slightly weaker than the hydrogen

bonds between the groups and water (Klotz and Franzen, 1962). The most stable conformation will

be that which maximizes internal hydrogen bonding, maximizes hydrogen bonding between surface

groups on the macromolecule and water, and maximizes other stabilizing forces.


1.2.2.2 The Hydrophobic Interaction


One of the other important water-related stabilizing forces is the hydrophobic interaction. Nonpolar

gases like methane are nearly insoluble in water. By definition, this means that the free energy for

the transfer of such a gas from a nonpolar solvent to water is positive. Ordinarily, the heat of a

reaction or enthalpy parallels the free energy; that is, a reaction that has a positive free energy will

also have a positive enthalpy (absorb heat) of similar magnitude. Frank and Evans (1945) made

the important discovery that this is not the case for reactions of the sort just cited. The enthalpy is

negative. Free energy ( F
 ) and enthalpy ( H
 ) are related by the equation

∆ F
 = ∆ H
 – T
 ∆ S
 ,
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where ∆ S
 is the change in entropy and T
 is absolute temperature.

A positive value for ∆ F
 when ∆ H
 is negative arises only when ∆ S
 is negative. A negative value for the change in entropy means an increase in order in the system, and Frank and Evans made

the innovative suggestion that the increase was a consequence of the water becoming more ordered

or “icelike.” The conventional view is that the ordering reflects increased hydrogen bonding, but

Scatena et al. (2001) dispute this. Their infrared vibrational measurements indicate that hydrogen

bonds between water molecules at apolar surfaces are actually weakened or nonexistent. Never-

theless, interactions between water and those surfaces cause the water molecules to become oriented.

In 1959, Walter Kauzmann realized the implications of this decrease in entropy for protein

structure. A number of the amino acids possess hydrocarbon-like nonpolar side chains; for example,

the methyl group in alanine and the isopropyl group in valine. He proposed that this being the case,

it ought to be energetically favorable if proteins folded in such a way as to reverse the Frank and

Evans reactions; that is, if they assumed a conformation in which the maximum number of nonpolar

side chains were removed from contact with water and buried in the interior of the protein. A

consequence of this is that the water at the surface of the protein would become more disordered

than would be the case if the nonpolar groups jutted into the surrounding water. He coined the

term “hydrophobic interaction” for this reaction. In the ensuing 40 years, Kauzmann’s hypothesis

has received striking conformation from structural studies of native proteins. For example, the

aquaporins, about which more will be said later, are protein complexes that span the plasma

membranes of some cells. That portion of the complex that lies within the lipid bilayer portion of

the membrane has been found to be rich in amino acids with nonpolar side chains (Verkman et al.,

1996).


1.2.3 HYDRATION


The sizes of molecules can be estimated by a number of hydrodynamic methods such as the rate

at which they move by diffusion and the rates at which they move when subjected to centrifugation

or to an electric field (electrophoresis). When the computed sizes are compared to direct measure-

ments of size by, for example, x-ray diffraction, the former is found to exceed the latter. The excess

is mostly ascribed to water that is closely associated with the molecule in question. It is referred

to as water of hydration. A number of measurements have been used to assess the physical properties

of such water. These measurements include adsorption isotherms, dielectric constants, nuclear

magnetic resonance, and calorimetry.


1.2.3.1 Adsorption Isotherms


Adsorption isotherms are generated by equilibrating solutions of macromolecules in air at various

relative humidities and, after equilibration, measuring the amount of water remaining in the system

by techniques such as oven drying. The water content is then plotted as a function of the relative

humidity (RH). RH is defined as the ratio of the vapor pressure of water over the solution to the

vapor pressure of pure water (i.e., p
 / p
 ), which from Raoult’s law equals the activity of the water o

( a
 ). Figure 1.1 shows the adsorption isotherms for native and denatured hemoglobin (Eley and

w

Leslie, 1966). The result is typical of that for a variety of proteins, for DNA, and for lipids. It

shows that when the water content of the protein drops to 20% or below, the residual water possesses

reduced activity. For example, when the protein has 0.2 g water per gram, the activity of that water

is reduced to 0.8. A reduction in activity is equivalent to a reduction in chemical potential (µ )

w

according to the relation µ – µo = RT
 ln a
 , so that water with reduced activity is water with w

w

w

reduced chemical potential relative to that of pure water ( R
 is the universal gas constant). In that sense, it is “bound.” The binding appears to be an equilibrium state, not a kinetic barrier, for the

graph is based on the weights of samples exposed to the desired RH for 24 h, and these weights

were nearly attained after only 5 h. Note, however, that there is not a discrete fraction of bound
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FIGURE 1.1
 Adsorption isotherms for water on bovine hemoglobin at 25°C. (●, ×), native; (), denatured.

(From Eley and Leslie, 1966, by permission of the Royal Society of Chemistry.)

water but, rather, a continuum in which a progressively decreasing fraction is bound with progres-

sively lower chemical potential.


1.2.3.2 Dielectric Measurements


Water exhibits its high dielectric constant (78) when the water molecules are able to orient

themselves in an electric field. The value drops as the frequency of the alternating field increases

and the molecules have insufficient time to change their orientation. It also drops if the water is

immobilized by hydration forces. Figure 1.2 shows that as the water content of powdered bovine

serum albumin is decreased, the dielectric constant (expressed as the permittivity) decreases until

it reaches a breakpoint at a water content of 0.25 g per gram of protein (Rosen, 1963). At that point

and below, the residual water is irrotationally bound.


1.2.3.3 Nuclear Magnetic Resonance


Protons spin, and in doing so, they generate a magnetic field at right angles to the spin. The spinning

proton has a magnetic moment—a separation of north and south magnetic poles (analogous to

dipole moment). If a molecule rich in protons is placed in a strong external magnetic field, H , it

0

will precess like a gyroscope at a rate proportional to the magnitude of the external applied magnetic

field.

If a second variable magnetic field of magnitude H (created by an alternating radio frequency

1

[RF] current) is applied at a right angle, as its frequency approaches the precession rate of the

proton, the proton will tip more and more until suddenly, when the frequency of H equals the rate

1

of precession, the proton abruptly flips; that is, exchanges north and south poles. In doing so, it

absorbs energy, which can be detected. The value of H (or H , depending on which is varied) at

0

1

which resonance occurs depends on the group with which the proton is associated. For example,

it is different in OH than in CH This is referred to as a “chemical shift.” Even on a given group,

3.

however, each proton is exposed not only to field H but also to a local field H from identical

0

loc

neighboring nuclei. These local fields cause the protons of given molecules to precess at slightly

different rates depending on their neighbors, and thus the resonance condition varies slightly. In
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FIGURE 1.2
 Permittivity (a measure of dielectric constant) of powdered bovine serum albumin as a function of its hydration expressed as grams of water per gram of dried protein plus water. The measurements were

made at a frequency of 105 Hz. (From Rosen, 1963, by permission of the Royal Society of Chemistry.)

liquid water, these variations are so transient that all the protons are exposed to essentially the same

H + H

and the resonance signal is a narrow peak at a fixed H . In a solid or in water protons

0

loc,

0

with reduced mobility, however, the local variations in H will persist for a long time relative to

loc

the RF frequency of H , and the resonance peak will be greatly broadened. In ice, it is broadened

1

so much that it merges with the baseline and becomes invisible.

Kuntz et al. (1969) used nuclear magnetic resonance (NMR) to determine whether the water

associated with proteins has different properties from bulk water. Ordinarily, the NMR signal from

the bulk water in which the proteins are dissolved would swamp out the protein-associated water.

Kuntz solved this problem by carrying out the NMR measurements at –35°C, at which temperature

the bulk water was converted to ice and its signal rendered invisible by line broadening. When

Kuntz did this, he found that the water proton signal from the residual liquid water in a variety of

proteins was broadened relative to that of pure liquid water. He interpreted this to mean that the

water of hydration was less mobile than that in free liquid water, although much more mobile than

the protons in ice. From the area under the broadened signal, he was able to back calculate how much

water this represented; he arrived at a value of ~0.4 g water per gram of protein. This quantity of liquid water with reduced mobility remained present down to –50°C, the minimum temperature studied.


1.2.3.4 Calorimetry


When water freezes, it releases 80 cal/g of heat. If one knows the total mass of water in a sample

(by, say, oven drying), one can calculate the amount of heat that should be released by freezing.

One can use calorimetry to measure the amount that actually freezes. One way to do this is to drop
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a frozen sample of a known mass of water into a known mass of water at room temperature in a

calorimeter (method of mixtures). One then accurately measures the drop in temperature in the

latter. From that drop and from the known masses, one can calculate the heat required to melt the

sample and, from that, calculate the amount of ice that had to melt to absorb that amount of heat.

Another method of calorimetry is to place a frozen sample of given mass at a known temperature

into a calorimeter and to measure the electric energy required to warm and melt the sample. Privalov

(1968) has made the latter measurements on a number of protein solutions and found that the heat

released is less than expected, indicating that 0.25 to 0.3 g water per gram of proteins does not

exhibit the expected latent heat of fusion. The usual interpretation is that that quantity of water is

incapable of freezing; that is, it is water that is incapable of assuming the structure of ice.

Thus, all four methods discussed agree that there is water associated with proteins and other

macromolecules that has reduced activity and that has reduced or nonexistent rotational mobility,

and the methods converge on a similar value for the quantity of that water; that is, 0.25 to 0.4 g

water per gram of protein. (A detailed comparison of estimates by these and other methods of

water of hydration in various proteins was published by Privalov [1968].) Some authors (e.g.,

Berendsen, 1975, p. 329) have gone further to designate specific classes of this water and specific

structures and to propose specific forces involved. Unfortunately, a discussion of these views is

beyond the scope of this chapter (and beyond the abilities of the author). However, it is fair to say

that hydrogen bonding must be one of the important forces involved.


1.2.4 WATER IN CELLS


Water composes some 60 to 85% of cells. Because cells contain complex mixtures of proteins,

nucleic acids, lipids, and other solutes, it is not surprising that some of the water is hydrated or

bound to these molecules. The properties have been assessed by similar methods to those used on

purified components, and the amounts have been found to be comparable. For example, Sun (1999)

has used differential scanning calorimetry (DSC) to measure the amount of water in acorns that

can freeze. He dried the acorns to known water contents and then determined with DSC the extent

to which that water released heat during freezing or absorbed heat during warming. As he reduced

the water content of the acorns, the heat decreased proportionally until the water content reached

0.2 g per gram dry weight, at which point there was no heat released during subzero cooling of

the sample and none was absorbed during warming. In other words, that quantity of water was

incapable of freezing. Similar results were obtained by Wood and Rosenberg (1957) some 40 years

earlier for yeast cells using method-of-mixtures calorimetry. About 10% of the water in the yeast

cells, or ~0.25 g H O per gram dry weight, was incapable of freezing. Koga et al. (1966) conducted

2

similar studies on yeast in which the hydration water in the cells was assessed by adsorption

isotherms, dielectric constant measurements, and NMR. The adsorption isotherm that Koga obtained

is similar in shape to that shown for hemoglobin in Figure 1.1. (The adsorption isotherm published

by Sun [1999] for oak seeds is also similar.) The curves of water content vs. RH flattened out in

cells with their water contents reduced to 5 to 10% of wet weight. The dielectric measurements

showed a transition from mobile water molecules to irrotationally bound molecules when the

residual water dropped below 11%. The NMR broadline measurements showed a decrease in the

intensity of the narrow water signal that was linearly proportional to the cell water content until

the water content was reduced to 8%. At that point, there was a sharp break, and the signal intensity

remained constant as the water content was reduced toward zero. Similarly, Schreuders et al. (1996)

have determined by DSC that 9% of the total water in eggs of the mosquito Anopheles
 does not

freeze. Thus, as is the case with purified proteins, the results from these various methods and cell

types converge in indicating that some 0.2 to 0.3 g water per gram dry weight or some 10% of the

water in fully hydrated cells does not exhibit heat of crystallization or melting (i.e., presumably

does not freeze), is irrotationally bound, or remains attached to cell components even when

equilibrated with water vapor at an a
 of 0.8 or below.

w
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These estimates of the water of hydration in cells, and particularly those from the calorimetric

measurements, are of considerable cryobiological significance. Freezing is a form of water removal

in that it transforms cellular liquid water into ice, either, as we shall see, within the cell or after

flowing out of the cell and freezing externally. The calorimetric measurements indicate that cooling

to low subzero temperatures will convert about 90% of the cell’s water to ice by either route, but

will not convert the remaining 10%. Expressed differently, freezing affects the free water in cells

but tends not to affect the quantity that is bound by hydration forces.

Although freezing cannot “remove” the 10% residual water of hydration from cells, that fraction

can be removed by freeze-drying or by air or vacuum drying from the liquid state. The dehydration

in freeze-drying is a three-step process. First, the ~90% fraction represented by “free” water is

removed by being transformed into ice. Second, the ice is sublimed away (under vacuum to speed

up the process by increasing the mean free path of the water molecules). Third, once the ice has

sublimed, the residual hydrated water is slowly removed by exposing the sample to surroundings

in which the a
 is essentially zero. In air or vacuum drying from the liquid state, the dehydration w

is a continuous process involving no phase change. The sample effectively follows the adsorption

isotherm. Because the rate of water removal is proportional to the chemical potential of the water,

the cell water with the highest chemical potential is removed first (i.e., the “free” water), followed

by water bound with progressively lower chemical potentials.

Are there different consequences to the removal of free water and the removal of water of

hydration? The answer with respect to viability is yes. Using electrolyte leakage as the criterion,

Sun (1999) assessed the damage to acorns as a function of the reduction in their water content. He

found no damage until the water content was reduced below 0.4 g per gram dry weight, but below

0.3 g per gram dry weight, the damage increased sharply. The latter water content is close to the amount

of nonfreezable water that Sun found by DSC in these seeds (0.2 g per gram dry weight). Further

instances of this correlation will be given later in discussing dehydration theories of freezing injury.

It is perhaps not surprising that the removal of the water of hydration can have untoward effects,

as interactions between water and macromolecules play a role in the conformation of those mole-

cules. Water of hydration has another important role. In enzymatic reactions, enzyme and substrate

have to come into intimate contact. If each is surrounded by a layer or layers of water of hydration,

contact requires that the intervening water be removed. Cells are surrounded by and contain lipid

bilayer membranes. Contact between two membranes is a first step in membrane fusion that can

either be a normal process or one with pathological consequences. In either case, for contact to

occur, the water molecules that hydrate the polar surface of each membrane have to be pushed

aside. Leikin et al. (1993) and Wolfe and Bryant (1999) have reviewed the elegant studies in the

past decade, particularly those by Parsegian and Rand and colleagues (e.g., Leikin et al., 1993), in

which direct measurements have been made of the forces required to bring two hydrated membranes

or two hydrated surfaces into contact. The typical result is that the required force increases markedly

as the distance between the two surfaces decreases below some 25 Å. (At separations of ~2 Å, the

force changes to an attraction as van der Waal forces become predominant.) The usual interpretation

is that the repulsive force represents the resistance of the water of hydration to being pushed out

of the way. As might be imagined, the situation is complex (and controversial). Israelachvili and

Wennerstrom (1996), for example, have argued that the degree of repulsion depends on the degree

to which the water molecules on the two approaching surfaces are in register or out of register.

It is clear that freeze-drying and air and vacuum drying affect water of hydration (they remove

it) and that that removal can have adverse consequences (denaturation, fusion, etc.). An important

question to which we shall return, however, is whether freezing per se
 affects the water of hydration of membrane surfaces and whether those effects have injurious consequences.


1.2.5 OSMOTIC RELATIONS IN CELLS


Cryobiology is not only concerned with state of water in cells and the role of water in the structure

and function of components but is also equally concerned with factors affecting the movement of
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water into and out of cells. There are two aspects to this concern. One is the factors that change

the equilibrium amounts of water in cells; that is, the osmotic relations, which is the subject of this

section. The other is the kinetics with which these equilibria are attained, which is the subject of

the succeeding section.


1.2.5.1 Basic Osmotic Thermodynamic Equations


The fundamental principle of osmotic relations is that in the absence of metabolic forces, a cell

will adjust the concentrations of water and solutes so that each is in chemical potential equilibrium

with the concentrations outside the cell, provided the cell is permeable to that component. For

water, this means that µi = µe For water in a solution, µ = µo + RT
 ln a
 , where a
 = vapor w

w.

w

w

w

w

pressure of H O in a solution/vapor pressure (V.P.) pure H O = p/po and R
 is the universal gas

2

2

constant, 0.082 lit atm/mole deg. In an ideal solution, p/po = x
 , the mole fraction of water in

w

solution. If we know x
 we can compute x
 and, from that, the molality m
 of the solute; that is, µ

w,

s

w

= µo – v RTm
 , where v
 = molar volume of water (18 cc/mole; the precise quantity to use is the w

w

w

concentration-dependent partial molal volume, but the differences between this volume and the

molar volume are trivial).

In a real solution, µ = µo – v RT
 [Σ]φν m
 , where ν is the number of species into which solute w

w

w

dissociates (e.g., two for NaCl) and φ is the osmotic coefficient. (Values of φ for several cryobio-

logically relevant solutes are tabulated in Robinson and Stokes, 1959). In this equation, RT
 [Σ]φν m
 is the osmotic pressure, ∏, and [Σ]φν m
 is the osmolality M
 . Hence, ∏ = RTM
 .


1.2.5.2 Osmotic Responses of Cells (Assuming Semipermeability)


First, a cell will adjust its water volume until the chemical potential of its water equals that in the

medium; that is, until the osmolalities are equal, namely, until M
 i = M
 e.

However,


M
 i = N
 i/ V
 i,

(1.1)

where N
 i = intracellular osmoles and V
 i is volume of intracellular water.

Second, a cell in physiological medium is at its isotonic volume, and


M
 i

= N
 i/ V
 i

= M
 e .

(1.2)

iso

iso

iso

Third, if we divide Equation 1.2 by Equation 1.1, we obtain


V
 i/ V
 i = V
 = M
 e /M
 e;

(1.3)

iso

rel

iso

that is, the relative volume of cell water ( V
 ) is inversely proportional to the external osmolality.

rel

Fourth, if b
 is the volume of cell solids and nonosmotic water relative to the volume of the

isotonic cell, then the volume of the cell, V
 relative to its isotonic volume, will be

c,



V
 = V
 (1 – b
 ) + b
 .

c

rel

If we substitute Equation 1.3 for V


we obtain

rel,



V
 = b
 + (1 – b
 ) M
 e / M
 e.

(1.4)

c

iso

A cell that obeys Equation 1.4 is said to behave as an ideal osmometer; that is, a plot of V
 vs.

c

1/ M
 e will be linear with a slope of (1 – b
 ) M
 e and a volume b
 at infinite osmolality. This is iso
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FIGURE 1.3
 The volume of eight-cell mouse embryos relative to their isotonic volume as a function of the reciprocal osmolality of the external medium and as a function of whether the zona pellucida is present or not. The solid line represents ideal osmotic behavior as generated by the indicated equation. (From Mazur and Schneider, 1986, by permission of Humana Press.) Unlike these eight-cell embryos, mouse and bovine

blastocysts showed no departure from ideal in the hypertonic range and much less departure in the hypotonic range.

referred to as a Boyle–van’t Hoff plot (BVH). Many instances have been published of cells obeying

the BVH relation, but some cells exhibit a linear response over part of the osmolality range and a

nonlinear response over other parts. Both linear and nonlinear BVH responses are shown by eight-

cell mouse embryos as illustrated in Figure 1.3 (Mazur and Schneider, 1986). The response is linear

in solutions that are half to twice isotonic, but it departs markedly from linearity when the osmolality

drops below ~50% of isotonic. A central premise of ideality is that the number of osmoles of solute

in the cell remains constant with change in cell volume; that is, that N
 i =
 φ n
 i (a constant). That would become invalid if the membrane becomes leaky, causing n
 i to change, or it could become erroneous if φ, the osmotic coefficient, changes with change in cell water volume and with solute

concentration. The first scenario could occur under either strongly hyperosmotic or strongly hypoos-

motic conditions, and it is probably the explanation for the departure from linearity noted in Figure

1.3 for dezonated eight-cell mouse embryos at extreme hypotonicities. The second source of

nonlinearity, changes in φ, is more likely to be a factor under strongly hyperosmotic conditions,

for the osmotic coefficients of proteins in particular can rise to high values in concentrated solutions.

Another cause of apparent nonideality under hypoosmotic conditions arises when the volume

expansion called for to meet osmotic equilibrium is prevented or impeded by an external “shell.”

That is not a factor in most animal cells, as most lack a shell and as the plasma membrane is

incapable of resisting more than the slightest pressure. However, mammalian embryos are sur-

rounded by a shell-like structure, the zona pellucida, and the resistance of that shell to expansion

of the embryo proper is probably the explanation for some of the nonideality shown in the curve
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FIGURE 1.4
 Schematic of relative cell volume as a function of reciprocal osmolality for a cell exhibiting an ideal osmotic response. The cell volume is considered to be composed of three regions: The volume occupied by cell solids, the volume occupied by water that does not contribute to the osmotic pressure (nonsolvent water), and the water that contributes to the osmotic pressure. The sum of the first two is referred to as V
 .

b

in Figure 1.3 labeled “with zona.” An extreme example of resistance to osmotic expansion is the

higher plant cell. Such cells normally exist in water or very dilute solutions, but they cannot expand

to satisfy Equation 1.4 because of the presence of a rigid cell wall. How, then, do they keep internal

and external water in chemical potential equilibrium? The answer is that the earlier equation (µ =

w

µo – v RT[Σ]φνm) is incomplete. The fuller equation is

w

w

µ = µo – v RT
 [Σ]φν m
 + v P
 ,

(1.5)

w

w

w

w

where P
 is the hydrostatic pressure. (Again, the exact expression for v
 is the partial molar volume.) w

In other words, as the plant cell tries to expand, the protoplast encounters a hydrostatic pressure

from the cell wall, and this increased hydrostatic pressure increases the chemical potential of the

intracellular water (note the plus sign) until the increase balances the decrease caused by the

osmolality term. Note that compensating for a 1 osmolal difference in osmotic pressure requires

24 atm of hydrostatic pressure at 20°C. One can also have intermediate cases in which the cell

wall is elastic, not rigid, and exerts an increasing pressure on the protoplast as the latter attempts

to expand in response to increasingly hypoosmotic conditions. That seems to be the situation in

the yeast cell (Mazur, 1961).


1.2.5.3 The Meaning of
 
b

 and Osmotic and Nonosmotic Water


The term b
 in Equation 1.4 is the extrapolated volume occupied by a cell when the external osmolality becomes infinite. It is composed of two elements: the solids in the cell and cell water

that cannot act as solvent and therefore cannot contribute to the osmotic pressure.

These two components of b
 are illustrated schematically in Figure 1.4. The volume of solvent or osmotic water as a function of the external osmolality (i.e., the volumes > b
 in the example plotted) can be determined, for example, by electron spin resonance of a spin label like Tempone,

which dissolves only in the water space (Du et al., 1993, 1994b) or by tritiated water (Armitage,

1986). The total water in the isotonic cell (the region above the dashed line) can be determined by

techniques like oven drying. When Du et al. and Armitage plotted the measured water volumes of

mouse and human sperm and of human platelets, respectively, as a function of the reciprocal of
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external osmolality, they obtained plots that were similar to that in the region above the dashed

line in Figure 1.4. They were similar, both in being linear and in not extrapolating to zero cell

water at infinite osmolality. The total (gravimetric) relative cell water in this example is 0.8 (i.e.,

1.0 – 0.2). The measured osmotic water volume is 0.7 (i.e., 1.0 – 0.3). The ratio of osmotic water

to total water is 0.7/0.8, or 0.875. This ratio is referred to as Ponder’s 
R

 after the red cell physiologist Eric Ponder, and it is close to the value of 
R

 found by the above authors for the platelets and sperm.

By subtraction, the volume of nonosmotic cell water is 12.5% of the total water in the isotonic cell

(i.e., 0.1/0.8). Finally, the ratio of the volume of nonosmotic water to the volume of cell solids is

0.1/0.2, and the ratio of the mass of nonosmotic water to the mass of cell solids (assuming their

density is 1.2) is 0.42 g H O per gram solids. Both values (12.5% and 0.42 g per gram solids) are

2

similar to the values for unfreezable water and immobilized water found in cells and proteins by

the other methods discussed above for determining water of hydration. This implies that nonosmotic

water and water of hydration are roughly equivalent.

Values of Ponder’s 
R

 < 1 are common but not universal (Dick, 1966, p. 61). Elford (1970), for example, found that dimethyl sulfoxide (Me SO) is accessible to the entire water space of guinea

2

pig intestinal smooth muscle at 37°C ( 
R

 = 1). However, interestingly, that was not the case at –7°C

in the unfrozen state. At –7°C, 6.6 g of water per 100 g muscle were inaccessible to Me SO ( 
R

 =

2

0.91), which translates to a nonsolvent water fraction of 0.36 g per gram of muscle protein, similar

to that in the example shown in Figure 1.4.

I need to mention that some like Dick (1966, pp. 50–57) have argued than nonosmotic water

is an artifactual consequence of the development of high osmotic coefficients in cell solutes (chiefly

proteins) when they become highly concentrated in strongly hypertonic conditions. Mazur and

Schneider (1986) and Pegg et al. (1987) discuss this in some detail and argue against it.


1.2.6 PERMEABILITY OF CELLS TO WATER AND SOLUTES


The osmotic relations just discussed describe the volume that cells attain when they have equili-

brated in anisotonic media, but they say nothing about the kinetics of attaining that equilibrium.

Those kinetics are of central importance in cryobiology (see also Chapter 2).


1.2.6.1 Permeability Equations for Water


The rate at which water leaves or enters a cell is proportional to the difference between the internal

and external osmotic pressures; namely,


dV
 / dt
 = L A
 (Πi – Πe),

(1.6)


p


where L
 is the hydraulic conductivity with units µ3/µ2/min-atm and A
 is the area of the cell surface.


p


Πe is the external osmotic pressure and is also the osmotic pressure within the cell after it has

attained volume equilibrium with the external medium. This equation is equivalent to saying that

water moves at a rate that is proportional to the difference in the chemical potentials of that water

inside and outside the cell.

From the previous section, however, we have

Π = RTM=
 NRT
 /V,

where N
 is osmoles of solute and V
 is the volume of water. Therefore,


dV
 / dt
 = L ANRT
 (1/ V
 – 1/ V
 ),

(1.7)


p


eq

where V
 is the cell water volume after equilibration.

eq

If one knows b
 , the nonosmotic volume of the cell, the above equation can be expressed in

terms of cell volumes rather than the volumes of cell water.
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1.2.6.2 Methods of Measuring Permeability to Water and
 
Lp



The procedure for estimating L
 is simple to state: Place cells in a hyperosmotic or hypoosmotic


p


solution of a nonpermeating solute like NaCl or sucrose and measure the cells’ volume as a function

of time at a constant temperature. L
 is estimated by determining what value L
 results in a curve p



p


calculated from the whole-cell version of Equation 1.7 that most closely agrees with the experi-

mental curve.

With large spherical cells, the rate of volume change can be followed most directly by using

video or regular photomicrography to measure the changes in the cross-sectional area of the cells

with time. With small or highly nonspherical cells, one has to use indirect methods such as an

electronic sizer like the Coulter counter or light scattering. Because the latter two methods are

indirect, the validity of the results they yield depends on the care of the calibrations used. If such

measurements are made at different temperatures, one can calculate the temperature coefficient or

activation energy for water permeation. One point about Coulter measurements is that the height

of the voltage spike produced as a cell of given volume passes through a small orifice depends not

only the cell volume but also on the electrical conductivity of the medium, and the electrical

conductivity depends on the composition of the medium and its temperature.

Measured values of L
 are numerous. A number of older values have been tabulated by Dick


p


(1966, p. 103) and Stein (1967, p. 110). More recent determinations are widely scattered in the

literature. The values vary some 100-fold in different cells from ~0.1 µ3/µ2/min-atm to ~10 at room

temperature. In general, the L
 for “typical” mammalian cells like white blood cells (Hempling,


p


1973; Hempling and White, 1984; Porche et al., 1986), pancreatic islet cells (Benson et al., 1998;

Liu et al., 1995, 1997), and oocytes (Agca et al., 1998; Benson and Critser, 1994; Leibo, 1980;

Marlow et al., 1994; Myers et al., 1987; Paynter et al., 1999) is about 0.2 to 0.5. However, the Lp


for mammalian red cells (Shaáfi et al., 1967; Terwilliger and Solomon, 1981) and some mammalian

sperm (Gilmore et al., 1995; Noiles et al., 1997) is some four- to 20-fold higher. I will have more

to say shortly on the cause of the large difference. Commonly, L
 in the presence of cryoprotective p


solutes is roughly half the value of cells in saline (e.g., Hempling and White, 1984; Gilmore et al.,

1995; Phelps et al., 1999; Rule et al., 1980;). Sometimes, however, as in oocytes, there is little or

no difference (e.g., cf. Benson and Critser, 1994; Leibo, 1980; Paynter et al., 1997, 1999).

One should note that L
 as estimated is really a phenomenological constant, not a true perme-


p


ability coefficient. What one really calculates from fitting Equation 1.7 to experimental data is the

product L
 × A
 , the surface area. For spherical cells, A
 is computed as the area of a sphere with p


the measured cross-sectional area. For a nonspherical cell, it may be computed as the area of an

ellipsoid. In either case, A
 is assumed constant, and L
 is the adjustable parameter. (Some have p


assumed that A
 varies as the two-thirds power of V
 . However, Mazur [1990] argues that this rubber balloon-like behavior is not consistent with the inability of bilayer membranes to stretch or compress.) That is a reasonable estimate of the true surface area of red cells and sperm that have smooth

plasma membranes, but it is an underestimate of the true surface area of cells like white cells,

embryos, and tissue culture cells, the surfaces of which usually possess numerous folds, pleats,

and microvilli. The true surface area of such cells has been estimated to be two (Knutton et al.,

1976) to nine (Loo et al., 1996, p. 13,367) times the simple geometric surface area. In most cases

in which it has been examined, the L
 calculated from water efflux is close to the value calculated p


from water influx (Armitage, 1986; Terwillger and Solomon, 1981). One striking exception is in

zebra fish embryos, where L
 for efflux is manyfold higher than that for influx (Hagedorn and


p


Kleinhans, 2001; Hagedurn et al., 2002).


1.2.6.3 Permeability Equations for Solutes


Statements made about chemical potentials apply to permeating solutes as well as to water; that

is, if a cell is placed in a solution of a permeating solute in which µ i ≠ µ e, then solute will move

s

s

TF1231_C01.fm Page 18 Monday, March 22, 2004 1:54 PM


18


Life in the Frozen State

in or out of the cell to make the chemical potentials equal. For practical purposes, chemical potentials

of solutes are proportional to their concentrations, so that after equilibration, the concentrations of

the solute will be the same inside and outside the cell and the rate of that movement will be

proportional to the differences in concentration; that is,


dn
 / dt
 = P A
 ( m
 e – m
 i).

s

s

s

s

However, as m
 i = n
 i/ V
 i,

s

s


dn
 / dt
 = P A
 ( m
 e – n
 i/ V
 i),

(1.8)

s

s

s

s

where P
 is the permeability coefficient for the solute (with units cm/min).

s

Note that n
 i and V
 i are both variables. The water content of the cell cannot remain constant s

during solute permeation because if n
 i changes, the total osmolality of the cell changes, which s

changes µ i so that µ i ≠ µ e. As a consequence, for each increment of solute that enters or leaves,

w

w

w

an increment of water has to move in or out of the cell to reestablish osmotic equilibrium.

The overall movement of water and permeating solute is thus determined by the simultaneous

effects of the equations


dV
 / dt
 = L ANRT
 (1/ V
 i – 1/ V
 i );

(1.7)


p


eq


dn
 / dt
 = P A
 ( m
 e – n
 i/ V
 i).

(1.8)

s

s

s

s


L
 can be expressed in the same units as P
 (cm/min) by the relation


p


s


P
 = L RT
 / v
 ,

f


p


w

where P
 is the filtration coefficient with units of cm/min (if L
 has the units cm/min-atm), R
 is 82

f


p


cm3 atm/mole-deg, and v
 is the molar volume (more precisely, the partial molar volume) of water

w

(18 cm3/mole). When the comparison is made, P
 is nearly always found to be much greater than

f


P
 (100- to 1000-fold). The consequence is that when a cell is placed in a hyperosmotic solution

s

of a permeating solute, there is an initial abrupt shrinkage determined primarily by water being

lost at a rate determined by P
 (or L
 ; Equation 1.7), followed by a slower return to normal volume f


p


as the solute permeates at a rate determined by P
 (Equation 1.8). Plots of this volume response

s

vs. time in solutions of permeating solutes are colloquially referred to as shrink/swell curves, and

many have been published. One example is shown in Figure 1.5 (Paynter et al., 1999).

The volume to which the cell returns or asymptotes depends primarily on the concentration or

osmolality of nonpermeating solutes in the test solution (e.g., NaCl or phosphate buffered saline

[PBS])—not on the concentration of the permeating solute. If the osmolality of the nonpermeating

salts in the medium is the same as that normally present in an isotonic solution, the cell water

volume will return to the value in an isotonic cell. If the osmolality of salts is less (or more) than

normal, the cell will equilibrate at a water volume that is greater (or less) than normal. If no

nonpermeating solutes are present, the cell will expand infinitely (i.e., until it lyses).

Note that the above refers to cell water volumes—not cell volumes. Therein lies a subtle, but

in some cases important, point. If the nonpermeating salts in, say, a glycerol/PBS solution are

prepared so as to have the same molality (mole/kg water) or osmolality as in isotonic PBS alone,

then the volume of cell water after the completion of the shrink/swell process will be equal to the

volume of water originally in the cell in isotonic PBS, but the volume of the whole cell will be

greater by the space occupied by the permeated glycerol. In 1 M
 glycerol that amounts to ~10%—not too significant. However, if, say, 5 M
 glycerol were present, the excess volume would be very
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FIGURE 1.5
 Volume relative to isotonic volume of mature mouse oocytes as a function of time in 1.5 M


ethylene glycol () or dimethyl sulfoxide (Me SO) (▫) in isotonic saline at 10°C. (From Paynter et al., 1999, 2

by permission of Academic Press.)

significant. Indeed, Meryman and Douglas (1982) have shown that it is sufficient to cause red cells

to exceed their critical volume and hemolyze. If, however, the nonpermeating solutes are maintained

at the same molarity (moles/L solution) as in isotonic PBS, then the cells will equilibrate to the

same total volume as existed initially, but with reduced water content. These facts were analyzed

in detail by Pegg (1984).


1.2.6.4 Methods for Measuring Permeabilities


All the methods used to estimate L
 from the kinetics of shrinkage of cells in nonpermeating solutes p


are amenable to the calculation of solute permeabilities; for example, photomicrography and Coulter

measurements. In addition, other methods become available because the reswelling process is so

much slower than shrinkage. The most direct of these methods is the rate of uptake of an isotopically

labeled solute. Jackowski et al. (1980), for instance, used 14C glycerol to assess the permeation

kinetics of glycerol in early mouse embryos and obtained values close to those calculated from

shrink/swell curves. Mazur and Miller (1974) developed a time-to-lysis procedure for red cells

based on the fact that if the concentration of nonpermeating solutes in, say, a glycerol/NaCl solution

is sufficiently hypotonic, the cell will swell beyond its critical lytic volume. From knowledge of

that critical volume and the time taken to attain it, one can use versions of Equations (1.7) and

(1.8) to calculate P
 . Du et al. (1994a) have used an electron spin resonance technique to assess P


s

s

in sperm. The method depends on the fact that the entry of a solute into a cell is accompanied by

the entry of water and the entry of a spin label (Tempone) dissolved in that water. The signal from

the external Tempone is eliminated by the presence of a compound to which the cell is impermeable.

As a consequence, the magnitude of the observed signal is proportional to the amount of intracellular

Tempone, which in turn is proportional to the amount of water and cryoprotective additive (CPA)

that has entered the cell.
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1.2.7 PERMEABILITY AND THE STRUCTURE OF THE CELL MEMBRANE


The above discussion of permeability has been phenomenological, but the movement of water and

solute occurs through the plasma membrane, and the rates of movement are determined by its

structure and composition. The basic structure originally proposed by Davson and Danielli (1952,

Chapter 6) is a bimolecular lipid sheet. Nonpolar chains of the lipids face inward; polar head groups

face into the aqueous cytoplasm and the external medium. That original concept was modified by

Singer and Nicholson in 1972 to a structure they termed the fluid mosaic model. The chief difference

is that it depicts intermittent proteins spanning the bilayer.

For several decades there was controversy as to whether water moves through this lipid bilayer

by passive diffusion or whether it moves through small pores. Much of the research was done on

human erythrocytes (red cells), which have a very high permeability to water ( L
 = 5 µm/min.atm).


p


In the late 1960s, Arthur Solomon’s group found that water movement under osmotic flow was

several-fold higher than water movement by diffusion with no osmotic flow, the latter being assessed

using tritiated water (i.e., P
 > P
 ). This inequality argues for the existence of pores because the f

d

movement of water by bulk flow is greater than the movement of single molecules of water by

diffusion. The counterargument was that the diffusional value was artifactually low because

unstirred water layers made the diffusional distance greater than the thickness of the membrane.

However, that argument was refuted by Solomon’s group (Shaàfi et al., 1967). In 1984, Macey

summarized evidence for the existence of water channels in red cells; to wit,

•


P
 is much higher than that demonstrated for pure lipid bilayers

f

•


P
 / P
 >> 1

f

d

•


E
 (activation energy) for water permeation is 4 to 6 kcal/mole rather than the 11 to 14

a

kcal/mol characteristic of permeation through lipid bilayers

•

In the presence of mercurial sulfhydryl reagents (p-CMBS), the above values revert to

those characteristic of lipid bilayers; that is, the pores close (interestingly, the closure

was enthalpically unfavorable but was driven by large increase in entropy [hydrophobic

interaction], indicating a structure-breaking effect on the water in the pores)

•

p-CMBS did not affect the permeation of ions and small nonelectrolytes, indicating that

they were transported by a different route

About 4 years later, a 28-kDA protein was discovered in the red cell membranes (and kidney

proximal tubes) that was suspected to be related to the water channel. It was called CHIP28 (channel-

forming integral protein of 28 kDA). In 1992, Preston et al. proved this to be the case. They injected

transcribed human CHIP28 RNA into Xenopus
 eggs, and after a few hours they found CHIP28 to

be expressed in the eggs. Coincident with that expression was an eightfold increase in the water

permeability of the eggs, as measured by rate of swelling in hypotonic media, and a more than

threefold decrease in the E
 of permeation from greater than 10 kcal/mole to less than 3 kcal/mole.

a

All these changes were inhibited by mercurial compounds. Finally, they pointed out that the number

of CHIP28 monomers in red cells is approximately equal to the number of water channels as

estimated from measurements of P
 / P
 ratio in the red cell (~3 × 105/cell).

f

d

In the ensuing 9 years, nine additional water channel proteins have been found in a broad range

of different mammalian cells and tissues (Edashegi et al., 2000; Sui et al., 2001; Verkman et al.,

1996), and others have been found in insects and plants. As a consequence, the class has now been

named aquaporins, and CHIP28 has been named aquaporin 1. Most aquaporins, similar to CHIP28,

specifically allow the transport of only water and not solutes, although aquaporin 3 and perhaps

aquaporins 7 and 9 allow the cotransport of water and small nonelectrolytes like glycols and urea

(Edashige et al., 2000; Ishibashi et al., 1994; Zeuthen and Klaerke, 1999). The detailed molecular

structure of CHIP28 has now been elucidated at 2.2-Å resolution by x-ray diffraction (Sui et al.,

2001) and by molecular dynamic simulation (de Groot and Grubmüller, 2001). It consists of a
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tetramer with each monomer composed of six transmembrane helices. As expected from hydro-

phobic bonding theory, the transmembrane helices consist primarily of nonpolar residues. The pore

forms in each monomer from the overlap of two interhelical loops. The regions of the pore near

the extracellular medium and the cytoplasm are funnel-like, with outer diameters of ~14 Å, but the

central portion narrows to a diameter of ~3 Å. (The constricted region is a major factor in their

selectivity for water.) In other words, the pore diameter ranges from two to six times that of a water

molecule.

Although aquaporins are being identified in increasing numbers of cell types, the cells possess-

ing them still represent a distinct minority. The basis for this conclusion is that most cells do not

meet the phenomenological requirements for them (e.g., high L
 and low activation energy for L
 ).


p



p


In the cells that lack them, the consensus is that water is transported by passive diffusion through

the lipid bilayer (Finkelstein, 1987). That is also the consensus for the mechanism of permeation

in most cells of most nonelectrolytic solutes of cryobiological concern. However, according to Stein

(1986, pp. 96–100) the diffusion is not classical Stokesian, but involves a random walk through

various size cavities that form transiently in the bilayer. (I will return to this matter later when

discussing intracellular ice nucleation.)

The discussion so far has assumed that the permeation of water and solutes can be described

by two phenomenological coefficients: L
 (or P
 ) and P
 . In 1958, Kedem and Katchalsky published p


f

s

the important conclusion that when solute and solvent permeate through a common pathway, the

two interact, and a third phenomenological coefficient (and irreversible thermodynamics) is required

to adequately describe the flows. That coefficient is referred to as the reflection coefficient or sigma, and when it is used, it appears in both Equations (1.7) and (1.8). Sigma can assume values between

0 and 1. The former is applicable to a membrane that cannot distinguish between water and solute;

the latter to a membrane that is impermeable to the solute. A number of cryobiologists have used

the Kedem–Katchalsky formulation to analyze the volumetric responses of cells to solutions of per-

meating solutes in water. More accurately, they have used the shrink/swell response of cells to calculate all three phenomenological coefficients. This usage, however, ignores the above underlined caveat.

Because the preponderance of evidence is that water and cryobiologically relevant solutes in

most cases do not permeate through common pathways (Macey, 1984), several authors have argued

that the use of sigma and irreversible thermodynamics may be of little or no value and that in many

cases it is conceptually erroneous (Kleinhans, 1998; Verkman, 2000; Verkman et al., 1996). (Aqua-

porin 3, which cotransports water and glycerol, might appear to be an exception; however, even

there, Echevarria et al. [1996] have argued that on the basis of large differences in activation energies and differences in responses to inhibitors, the two compounds do not share the same pathway.)

Moreover, Kleinhans has shown that the use of sigma is unnecessary. That is, he and others (Woods

et al., 1999) have shown that shrink/swell curves computed from a two-parameter model ( P
 and P
 ) f

s

fit experimental data as accurately as those computed from a three-parameter model ( P
 , P
 , sigma) f

s

and that the values of P
 and P
 derived from curve fitting are closely similar in the two cases.

f

s

When solute and solvent do not interact, sigma has the value 1 – P v
 / P v
 ), where v
 and v
 are s s

f w

s

w

the molar (partial molar) volumes of solute and water (Kleinhans, 1998). For common cases in

which P
 / P
 lies between 0.01 and 0.001, the noninteracting sigma has a value near unity (i.e., 0.96

s

f

and 0.996 when the solute is glycerol), and Macey (1984) and Verkman et al. (1996) state that the

more carefully that sigma has been evaluated by independent methods in solutions of permeating

solutes, the more the value in fact approaches unity.


1.3 CRYOBIOLOGY PRINCIPLES



1.3.1 THE INVERTED
 
“

 U
 
”



A major factor determining whether or not cells survive freezing to low subzero temperatures is

the rate at which they are cooled. Commonly, plots of their survival vs. cooling rate take the form
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FIGURE 1.6
 Survival of mouse marrow stem cells, yeast, mouse sperm, and human red cells as function of cooling rate. The data for the sperm are from Koshimoto and Mazur (2002) by permission of the Society for Reproduction. The other curves are from Mazur et al. (1970) by permission of the Ciba Foundation. The

sources of the underlying data are given there.

of an inverted U, as exemplified in Figure 1.6. Maximum survival occurs at an intermediate rate.

Fewer cells survive if the cooling rate is too low, and many fewer survive if the cooling rate is too

high. Other examples abound; for example, human fibroblasts (Böhmer et al., 1973), mouse marrow

stem cells (Leibo et al., 1970), hamster V79 tissue culture cells (Mazur et al., 1972), human

lymphocytes (Scheiwe and Körber, 1983; Taylor et al., 1987), mammalian sperm (Henry et al.,

1993; Koshimoto and Mazur, 2002; Woelders et al., 1997), yeast (Lepock et al., 1984), and


Chlamydomonas
 (Morris, 1979).

An inverted U curve is most easily explained as the resultant of two opposing damaging factors.

One tends to become damaging at high cooling rates, the other at low cooling rates. A first task of

cryobiology is to explain what these two factors might be. A second task is to account for the fact

that the optimum cooling rate can vary over a broad range in different cell types. In the examples

shown in Figure 1.6, it is 1°C/min for mouse marrow stem cells and over 1000°C/min for human

red cells. In other cell types (e.g., mouse embryos) the optimum can be below 1°C/min (Whitting-

ham et al., 1972). Two other facts have to be explained. One is that the two limbs of the inverted

U tend to behave differently with respect to the effects on survival of the rate at which the samples

are warmed and thawed and with respect to the effects of the type and concentration of cryopro-

tective solute or additive present (CPA). In general, cells that have been cooled at supraoptimal

rates tend to exhibit higher survivals when they are warmed rapidly than when they are warmed

slowly, whereas cells that are cooled at suboptimal rates often respond oppositely or are relatively

unaffected by the rate of warming. The effects of cryoprotectants also tend to be asymmetric:

Cryoprotectants tend to protect slowly cooled cells and to do so in proportion to their concentration

(Figure 1.7), but they tend to confer no protection to cells cooled at supraoptimal rates (Wellman

and Pendyala, 1979) or even to cause damage to occur at lower supraoptimal rates than in the

absence of CPA (Diller, 1979).


1.3.2 CAUSES OF LETHALITY AT HIGH COOLING RATES


The thermodynamic freezing point of most cells (the highest temperature at which ice can coexist

with the protoplasmic solution) is about –0.5°C, but cells do not freeze even in the presence of
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FIGURE 1.7
 Survival (percentage unhemolyzed cells) of frozen-thawed human red cells a function of the concentration of glycerol in isotonic buffered saline and as a function of the temperature to which they were frozen. Cooling was slow (1.7°C/min); thawing was rapid. (From Souzu and Mazur, 1978, by permission of

the Biophysical Journal
 ).

external ice unless the temperature falls from 5° to 40°C below that temperature. By definition,

water below its freezing point is supercooled or undercooled, and supercooled water has a higher

vapor pressure, activity, or chemical potential at a given subzero temperature than that of ice or of

water in a solution in equilibrium with ice. The consequence is that as long as the cell contents

remain supercooled, the resulting vapor pressure or chemical potential difference will provide a

driving force for intracellular water to leave the cell and freeze externally. In other words, the cell

will tend to dehydrate during cooling. The rate and extent of that dehydration depends primarily

on two variables. One is the inherent permeability of the cell to water; that is, the hydraulic

conductivity, L
 . The other is the cooling rate. For a cell of given L
 , the slower it is cooled, the p



p


more it is able to lose sufficient water to remain in near chemical potential equilibrium with external

ice and solution, and conversely, the faster it is cooled, the less it is able to dehydrate and the more

its water will become supercooled as the temperature falls.

This qualitative description can be described quantitatively by four coupled equations. The first

equation relates the rate of loss of cytoplasmic water to the difference in chemical potentials of

intracellular and extracellular water expressed as a vapor pressure ratio; that is,


dV
 / dt
 = ( L ART
 ln p
 / p
 )/ v
 ,

(1.9)


p


e

i

w

where V
 is the volume of cell water, t
 is time, L
 is the permeability coefficient for water (hydraulic p


conductivity), A
 is the cell surface area, R
 the gas constant (µm3 atm/deg mole), and v
 the molar w

volume of water. The ratio p
 / p
 is that for the external and internal vapor pressures of water. It is e

i

less than 1 because the intracellular water is supercooled and the vapor pressure of supercooled

water is greater than that of ice or of water in a solution in equilibrium with ice. The change in

this vapor pressure ratio with temperature can be calculated from a second differential equation

derived from the Clausius-Clapeyron relation and Raoult’s law:


d
 ln ( p
 / p
 )/ dT
 = L
 / RT
 2 – [ n v
 /( V
 + n v
 ) V
 ] dV
 / dT
 .

(1.10)

e

I

f

2 w

2 w

Here, n
 is osmoles of solute in the cell and L
 is the molar latent heat of fusion of ice.

2

f

Time and temperature are related by the cooling rate, which, if linear, is given by


dT
 / dt
 = B
 .

(1.11)
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Finally, the hydraulic conductivity, L
 , decreases with falling temperature. If it is assumed to


p


follow an Arrhenius relation, its value at a given absolute temperature, T
 , is given by


L
 = L
 exp {– E
 / R
 ′ [(1/ T
 ) – (1/ T
 )]},

(1.12)


p



p
 g

a

g

where the subscript g
 is the value at a given reference temperature (commonly 22° or 0°C) and R
 ′

is the gas constant, here expressed in the units cal/deg mole. E
 is the activation energy of L
 in a


p


cal/mole. R
 , R
 ′, L
 , and v
 are constants, the values of which are given in Mazur et al. (1984). The f

w

values of A
 , n
 , and L
 are constant for a given cell but differ in different cells. L
 and E
 are 2


p
 g


p


a

adjustable parameters. Knowledge of L
 , E
 , n
 , and A
 / V
 (the surface-to-volume ratio of the cell) p
 g

a

2

permit one to compute the volume of cell water (and the extent of supercooling) vs. subzero

temperature and cooling rate.

The results of such computations are shown in Figure 1.8 for mouse oocytes (Figure 1.8A) and

mouse sperm (Figure 1.8B). Both plot the volume of cell water during freezing as a fraction of the

volume of water in the unfrozen cell for a range of cooling rates. Both depict an equilibrium curve

( Eq
 ). It is the volume of water that a cell has to possess to remain in chemical potential equilibrium with external ice; that is, the volume of water in a cell that is cooled infinitesimally slowly. The

curve is generated by the equation


V
 ′ = V
 / V
 = v M
 × 10–15/exp[ L
 / R
 (1/ T
 – 1/273)] – 1, (1.13)

i

w

i

f

where V
 ′ is the fractional water volume, V
 is the initial water volume, and M
 is the initial osmolality i

i

(Mazur et al., 1984).

In each case, the higher the cooling rate, the more the curves shift to the right of the equilibrium

curve. The number of degrees the curve is shifted is the number of degrees the cell water is

supercooled at given temperatures. The two plots differ primarily in the numerical values of the

cooling rates that produce a given degree of dehydration. Thus, the ova are calculated to lose 75%

of their water when cooled to –20° at 2°C/min. In sperm, the same extent of dehydration at –20°C

occurs at a calculated cooling rate of ~2000°C/min. In human red cells it occurs at a cooling rate

of ~10,000°C/min. There several reasons for the ≥1000-fold variation. The very high cooling rate

in red cells is a consequence of a very high L
 (12 times that of the ova), a low E of L
 (one third p


a


p


that of ova), a small volume, and a high surface-to-volume ratio as a result of their being biconcave

disks rather than spheres. The high cooling rate required to produce comparable shrinkage in mouse

sperm is a consequence of an L
 that is 2.5 times that of the ova, of small size, and of a very high p


surface-to-volume ratio.

Changes in L
 shift the dehydration curves left or right but do not change their shapes. Thus,


p


if L
 for mouse ova were double the value of 0.2 µm/min atm used in Figure 1.8A, the curve for


p


a cooling rate of 2°C/min would become the curve for 4°C/min. Changes in E
 , in contrast, not

a

only shift the curves but produce major changes in their shape. The dashed curve in Figure 1.8A

shows that increasing the value of E
 from 14 to 17 kcal/mole slows the dehydration substantially a

at lower temperatures and eventually stops it. The reason, of course, is that the higher the E
 , the a

greater the drop in L
 with decreasing temperature.


p


The above equations were originally derived by Mazur (1963) and were modified by Mazur et

al. (1984) to introduce an Arrhenius relation for L
 . A number of variants have been published by p


Fahy (1981), Toner et al. (1990), Karlsson et al. (1993), Liu et al. (2000), and others. One variant

is to express the surface area of the cell as the two-thirds power of the cell volume, not as a constant

as done here. The former assumes that the surface of the plasma membrane behaves like the surface

of a rubber balloon as it shrinks in volume. As detailed elsewhere (Mazur, 1990) that is almost

certainly not correct. The plasma membrane bilayer is incapable of no more that the slightest

compression or expansion. However, in practice, whether A
 is assumed to be a constant or a variable

TF1231_C01.fm Page 25 Monday, March 22, 2004 1:54 PM

Principles of Cryobiology


25


(A)

1.0

0.8

8°C/min

0.6

[2°C/min; E = 17 kcal/mole]

0.4

4

2

1

Relative Volume of Cell Water 0.2

EQ

0

0

−10

−20

−30

−40

−50

−60

Temperature (°C)

(B)

1.0

0.8

0.6

2000°C/min

0.4

1000

50

250

Relative Volume of Cell Water 0.2

EQ

0.0

0

−10

−20

−30

−40

−50

Temperature (°C)


FIGURE 1.8
 Computed kinetics of water loss from (A) mouse ova cooled at 1° to 8°C/min in 1 M
 dimethyl sulfoxide (Me SO), and (B) mouse sperm in 18% raffinose cooled at 250°–2000°C/min. The curves were

2

calculated from Equations 1.9 to 1.12. Curve EQ is the water loss for ova and sperm subjected to equilibrium freezing; that is, cooled infinitely slowly. It was calculated from Equation 1.13. The solid curves in A were calculated using an activation energy ( E
 ) for L
 of 14 kcal/mole. The dashed curve shows the effect of a


p


increasing E
 to 17 kcal/mole. Plot A is from Mazur (1984), by permission of the American Physiological a

Society; Plot B is from Mazur and Koshimoto (2002), by permission of the Society for the Study of

Reproduction. Values for the required parameters for the sperm are given there. Values for the required

parameters for the ova are given in Mazur (1990).
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has only a minor effect on the computed curves. The above equations are also predicated on both

the solution and cytoplasm behaving as ideal solutions; that is, obeying Raoult’s Law. That is a

substantial simplification and approximation. Some like Fahy (1981) have attempted to increase

the precision by more accurately defining the chemical potential of water in the external medium

as a function of temperature and by incorporating coefficients obtained from phase diagrams to

correct for nonideality of a specific ternary solution like glycerol/NaCl/water inside the cell.

However, these refinements do not result in major changes in curves computed from the assumption

of ideality. Furthermore, cell cytoplasm is not a ternary solution but a complex array of solutes,

the aggregate osmotic coefficients of which are not known.

Another assumption is that water is the only component that moves across the cell membrane

during freezing; that is, endogenous or added solutes do not. That is probably valid. As noted

earlier, the permeability of cells to nearly all cryobiologically relevant solutes is 100 to 1000 times

lower than that of water, and the activation energies for CPA permeation are generally equal to or

higher than E
 for water permeability. Liu et al. (1997, 2000) have incorporated an equation to

a

eliminate that assumption and allow the possibility of CPA permeation during freezing; however,

their papers do not indicate how much permeation would be expected to occur. Pegg and Diaper

(1988, p. 486) have argued on essentially thermodynamic grounds that little additional permeation

should occur in cells that have previously been equilibrated with the CPA because there is little

driving force for it to do so. The loss of cell water during equilibrium slow freezing causes the

intracellular CPA concentration to remain close to the increasing extracellular concentration, thus

eliminating the driving force. Other underlying assumptions were evaluated by Mazur (1963).

A more serious assumption underlying the equations is the appropriate value of L
 and its E



p


a

at subzero temperatures. The curves in Figure 1.8 are predicated on the assumption that the E
 a

computed from measurements of L
 at 0°C and above continues to be applicable at subzero


p


temperatures during freezing. There is indirect support for this assumption from instances that I

will cite shortly that show that the probability of intracellular ice formation (IIF) vs. cooling rate

computed from the equations agrees well with observed incidence of IIF. More persuasive would

be direct cryomicroscope measurements of L
 from cell shrinkage kinetics at subzero temperatures


p


in partly frozen solutions. Such measurements are difficult, but some have been made; three support

the assumption. One by Levin (1979) on yeast, the second by Toner et al. (1990) on mouse oocytes,

and the third by Devireddy et al. (1998) on human lymphocytes.

Some do not fully support the assumption, however, or are equivocal. Schwartz and Diller

(1983) obtained rather similar values for L
 for yeast from shrinkage rates during freezing as did p


Levin, but somewhat lower values of E
 ; consequently, extrapolated values of L
 at 20°C are a


p


different. Conversely, McCaa et al. (1991) obtained values for the E
 of monocytes at subzero

a

temperatures that are similar to the value reported by Hempling (1973) for lymphocytes at >0°C,

but McCaa et al. obtained a higher extrapolated value of L
 at 20°C. Aggarwal et al. (1988) observed p


the shrinkage kinetics of isolated human keratinocytes between –2° and –9°C in the presence of

external ice, and from these observations, they computed the L
 at 0°C to be 0.035 µm/min.atm


p


and an E
 of 10.7 kcal/mole. However, there are no estimates of L
 and E
 from above-zero a


p


a

measurements for comparison. Lin et al. (1989) and Pitt et al. (1991) have made such a comparison

in permeabilized Drosophila
 eggs. They found that L
 at 0°C has about the same value (0.25 and p


0.17 µm/min atm) whether calculated from above-zero shrinkage measurements or from cryo-

microscope measurements between –2° and –9°C in the partly frozen state, but that the activation

energy from the latter was fivefold higher than that from above-zero measurements (39 vs. 8

kcal/mole). When the ice nucleation temperature (see following section) is high (e.g., –7°C), that

difference in E
 has little consequence on the computed cooling rate at which IIF will occur, and a

Lin et al. (1989) found relatively good agreement between the computed critical cooling rate for

IIF (1 to 2°C/min) and that observed by Myers et al. (1989) (~1°C/min). If the nucleation temper-

ature is significantly below –7°C, however, the use of the value of 8.1 kcal/mole will lead to serious

overestimates of the critical cooling rate.
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FIGURE 1.9
 Kinetics of water loss from mouse ova as a function of the cooling rate during freezing in 1 M


dimethyl sulfoxide (Me SO) or glycerol. The vertical solid line at –33°C is the median ice nucleation

2

temperature observed by Rall et al. (1983) for eight-cell mouse embryos. It, and the zone labeled “Rescuable IIF,” are discussed in the text. (From Mazur, 1990, by permission of Humana Press.)

Devireddy et al. (1998, 1999, 2000) have used an entirely different method to estimate L
 and


p


its E
 at subzero temperatures; namely, DSC. With lymphocytes, the DSC values agree well with

a

those they obtained from cryomicroscopy, and they agree well with Hempling’s (1973) data at

>0°C. However, in the case of human and mouse sperm, they have obtained values that are widely

different from those extrapolated to subzero temperatures from volume measurements made at

above-zero temperatures (Gilmore et al., 1995, 2000; Noiles et al., 1993, 1997; Phelps et al., 1999).

The Devireddy et al. values of L
 for mouse sperm are 30-fold lower than the latter, and their values p


of E
 are twofold higher. The consequence is that computations based on their DSC values lead to

a

the prediction that IIF will occur in mouse sperm cooled at 25 to 40°C/min, whereas computations

based on extrapolations of above-zero estimates of L
 predict that IIF will only occur at cooling p


rates well above 1000°C/min (Mazur and Koshimoto, 2002). Experimentally, the drop in survival

in the right-hand limb of the inverted U, presumably a manifestation of IIF, occurs at a cooling

rate of about 250°C/min (Figure 1.6; Koshimoto and Mazur, 2002). The basis of the discrepancies

is unknown.


1.3.2.1 The Ice Nucleation Temperature of Cells


The curves generated by solutions to the above equations or their variants permit an estimate of

the extent to which the cell water will be supercooled at various subzero temperatures when cooled

at various rates. The question is, What is the fate of that supercooled water? The answer is that at

some temperature it must freeze in situ
 . More specifically, if cells contain supercooled water, at what temperature will that supercooled water nucleate to form ice? In the case of mouse embryos

suspended in 1 to 2 M
 glycerol or Me SO and cooled at ~20°C/min (a rate that produces neither

2

observable nor computed dehydration; Figure 1.8A), Rall et al. (1983) have determined the median

nucleation temperature to be about –33°C. In Figure 1.9, that nucleation temperature has been

superimposed on the dehydration curves of Figure 1.8A, and from that superimposition, one can

draw some important inferences.
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FIGURE 1.10
 Comparison between the percentages of unfertilized mouse ova that underwent intracellular freezing as a function of cooling rate to –70°C (●) and the percentages that survived based on a fluorescence assay (). (From Leibo et al., 1978, by permission of Academic Press.) The dashed line shows the percentage of cells that are computed to undergo intracellular freezing as a function of cooling rate. The calculations are based on solutions to 1.9 to Equation 1.13 assuming a nucleation temperature of about –30°C (Mazur et al., 1984).

The first such inference is that the curve of the water volume of oocytes cooled at 1°C/min

merges with the equilibrium curve at temperatures well above the nucleation zone, whereas the

curves for cooling rates of 4°C/min and higher lead to the prediction that their water contents will

still be well above equilibrium at –33°C. An oocyte cooled at 1°C/min will contain no supercooled

water by –22°C, whereas the water in an oocyte cooled 4°C/min will be supercooled 27°C at that

temperature. A cooling rate of 2°C/min is borderline. In 1977, I proposed that a cell that enters the

nucleation zone still containing 10% or more of its isotonic water volume and with that water

supercooled 2°C or more will undergo IIF. The 10% value reflects the belief that ice formation

would be difficult when protoplasmic macromolecules are concentrated more than 10-fold. The

2°C value simply reflects the fact that some supercooling is required for freezing to occur.

On the basis of these criteria, the dehydration curves in Figure 1.9 can be translated into

estimates of the probability of IIF as a function of cooling rate. Those probabilities are given by

the dashed curve in Figure 1.10. It shows a sharp transition from a probability of near zero for

oocytes cooled at 2°C/min to a probability of ~1 for oocytes cooled at 4°C/min. The closed circles

in that figure show Leibo et al.’s (1978) microscope observations on the percentage of oocytes

undergoing IIF as a function of cooling rate. The agreement between computed and observed is

good. The third curve, open circles, shows survival as a function of cooling rate. One sees that the

cooling rates that are predicted to induce IIF and that are experimentally observed to do so also

result in the death of the cells. As summarized by Mazur (1984) such agreement has been found

in yeast, human red cells, human lymphocytes, hamster tissue culture cells, and plant protoplasts.

From such agreement has come the important conclusion that IIF is a lethal event and that IIF is

responsible for the drop in survival in cells cooled at supraoptimal rates; that is, the right-hand

limb of the inverted U. (The zone in Figure 1.9 labeled “rescuable” IIF will be discussed later, in

the section on warming and thawing.)

Somewhat counterintuitively, cells that contain CPAs tend to undergo IIF at lower cooling rates

than those cells that do not (e.g., Diller, 1979). There are two reasons. First, CPAs generally reduce

the L
 at all temperatures, perhaps because they increase viscosity. Second, as discussed by Myers p


et al. (1989, p. 481) and Karlsson et al. (1994, p. 4451), because they reduce the freezing point of
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the cytoplasm, they reduce the subzero temperature at which a given driving force for water efflux

is attained, and at that lower temperature, the L
 is reduced.


p


In 1989, Pitt and Steponkus derived an alternative and more rational probabilistic model for

the conditions under which IIF will or will not occur. The chief modification was to allow the value

of the required amount of supercooling (what they refer to as supercooling tolerance, ∆T*) to be

an adjustable parameter rather than an arbitrary preassigned value. They then determined the value

of ∆T* that yielded curves of the probability of IIF vs. cooling rate that best fit experimental data

for the percentage of cells undergoing IIF vs. cooling rate. For rye protoplasts, a value of ~1.5°C

yielded the best fit. For permeabilized Drosophila
 eggs (Pitt et al., 1991), the best fit value of ∆T°

was 4°C. Both these estimates are close to Mazur’s (1977) arbitrary value of 2°C. In 1990, Toner

et al. derived alternative mechanistic criteria for the likelihood of IIF as a function of the degree

of cell dehydration and the extent of supercooling. These criteria were based on heterogeneous

nucleation theory and will be discussed in more detail shortly. The estimates of the probability of

IIF in mouse oocytes as a function of cooling rate on the basis of these mechanistic criteria agreed

almost exactly with cryomicroscope observations.

The upper boundary of the nucleation zone in Figure 1.9 is set at –33°C on the basis of Rall

et al.’s (1983) data on mouse embryos in 1 M
 Me SO, and it is drawn vertically. The vertical line 2

assumes that the nucleation temperature is independent of cooling rate and is independent of the

degree of dehydration of the cell. How valid are these assumptions? Is the temperature of

approximately –30°C applicable to other cells, and is it independent of whether CPA is present and

independent of the concentration and type of CPA? The answers to these questions are frequently no.

Observed median nucleation temperatures of single cells or cell complexes like embryos range

from –10°C and above in hepatocytes (Harris et al., 1991), hamster tissue culture cells (Acker and

McGann, 2000; Muldrew and McGann, 1994), permeabilized Drosophila
 eggs (Myers et al., 1989;

Pitt et al., 1991), Spirogyra
 (Morris and McGrath, 1981), and nonacclimated rye protoplasts (Pitt and Steponkus, 1989), and to below –30°C or even below –40°C in mouse and bovine one-cell

embryos (Leibo et al., 1978; Leibo, 1986) and oocytes (Ruffing et al., 1993), hamster oocytes

(Shabana and McGrath, 1988), acclimated rye protoplasts (Pitt et al., 1989), and human stem cells

(Hubel et al., 1999). Although some of this large range is characteristic of the cell type, more

important determinants are the medium in which the cells are suspended and (sometimes) the

cooling rate. The nucleation temperature generally drops sharply with increasing solute concentra-

tion in the suspending medium. Thus, Rall et al. (1983) reported that the median nucleation

temperature of eight-cell mouse embryos fell progressively from –12°C for embryos frozen in PBS

alone to –30° to –35°C for embryos frozen in PBS containing 1 to 2 M
 glycerol or Me SO. Only

2

a small portion of this drop is the result of the suppression of the thermodynamic freezing point

in the higher-osmolality solutions (e.g., from –0.6°C in PBS to –4.4°C in 2 M
 glycerol in PBS).

The empirical observation is that the supercooling point of a solution is suppressed twice the

thermodynamic freezing point depression (Rasmussen and MacKenzie, 1972; Rall et al., 1983;

Myers et al., 1989). In bovine and hamster oocytes, the nucleation temperature similarly falls

from –12°C in saline to –40° to –45°C in 1 M
 Me SO (Shabana and McGrath, 1988) or 1.5 M
 ; for 2

example, glycerol, and propane diol (Ruffing et al., 1993). Myers et al. (1989) made similar

observations on permeabilized Drosophila
 eggs: The nucleation temperature dropped from –10°C

for eggs suspended in isotonic saline to –25° to –30°C for eggs in saline plus 1 to 2 M
 ethylene

glycol, Me SO, or propylene glycol. In ethylene glycol, they obtained about a 12°C drop for each

2

molar increment of solute. Harris et al. (1991) reported analogous, but smaller, drops in the

nucleation temperature of hepatocytes (i.e., from –8°C in saline to –17°C in 2 M
 Me SO).

2

The suppression of nucleation temperature by added solute appears independent of whether

the solute is permeating or not. It was permeating in the above examples, but Toner et al. (1991)

have reported similar suppressions for mouse oocytes suspended in hyperosmotic, nonpermeating

saline; that is, from –12°C in isotonic saline to –32°C in 1.04 osmolal saline. Thus, the suppression
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of the nucleation temperature in higher-osmolality solutions appears to be dependent on the con-

centration of solutes in the external medium and not on whether the cells are osmotically dehydrated

before freezing. In hyperosmotic permeating additives, the cells will be at normal volume when

freezing is initiated. In hyperosmotic nonpermeating solutes, the cells will be osmotically shrunken

at that point. Another line of evidence supporting the view that the suppression of the nucleation

temperature is a consequence of the external solute concentration and not cell volume comes from

experiments by Dowgert and Steponkus (1983) on ice nucleation in cold-acclimated (ACC) and

non–cold acclimated (NA) rye protoplasts. ACC protoplasts suspended in 1.0 osmulal NaCl/CaCl2

have the same volume as NA protoplasts suspended in 0.5 osmolal NaCl/CaCl . (This is because

2

the former accumulate more solutes than the latter.) Yet the median nucleation temperature is much

lower in the former (–42° vs. –14°C, respectively). If the two cells are suspended in the same

osmolality medium, the difference in median nucleation temperature is substantially reduced in

spite of the fact that the volumes of ACC cells in a given medium are substantially larger than

those of NA cells. For example, when both cells were suspended in 0.5 osmolal saline, the nucleation

temperatures with cooling at 10°C/min were –19° and –14°C in ACC and NA, respectively. When

both were suspended in 1.0 osmolal saline, the nucleation temperatures were –42° and –28°C,

respectively. (They interpret the residual difference to be a reflection of differences in the inherent

stability of the two membranes.)

The effect of osmolality on nucleation rate tends to interact strongly with the cooling rate, and

the effect of cooling rate on nucleation temperature is highly variable. When cells are frozen in 0

to 0.5 osmolal saline lacking CPA, the nucleation temperature is generally unaffected by the cooling

rate, or is only weakly affected. That is the case for mouse oocytes cooled at rates ranging from

1° to 120°C/min (Toner et al., 1991, 1993a), hamster oocytes cooled at 4° to 40°C/min (Shabana

and McGrath, 1988), hepatocytes cooled at 75° to 400°C/min (Harris et al., 1991), Spirogyra
 cooled at 3° to 20°C/min (Morris and McGrath, 1981), nonacclimated rye protoplasts cooled at 3° to

20°C/min (Dowgert and Steponkus, 1983; Pitt and Steponkus, 1989), and permeabilized Drosophila


eggs cooled at 16° to 64°C/min (Myers et al., 1989). However, at lower cooling rates (4° and

16°C/min), the nucleation temperature of the eggs decreased from –10° to –17°C with an increasing rate.

The picture tends to be different for cells in higher concentrations of CPA or higher osmolalities

of nonpermeating solutes. In some cases, the nucleation temperature is unaffected by cooling rate;

for example, Drosophila
 eggs in 1 M
 ethylene glycol, or Me SO cooled at 1° to 16°C/min (Myers 2

et al., 1989, Figures 4 and 6). In a few cases, it decreases with increasing cooling rate. Thus, Myers

et al. (1989) observed a lowered nucleation temperature in permeabilized Drosophila
 eggs in

propylene glycol as the cooling rate was increased from 1° to 16°C/min. (As mentioned, they

observed a similar response in the absence of CPA.)

The more typical finding, however, is that in the presence of hyperosmotic solutes (permeating

and nonpermeating), the nucleation temperature rises with increasing cooling rate. That is the

observation of Myers et al. (1987), Leibo (1986), and Ruffing et al. (1993) on bovine oocytes and

zygotes suspended in 1 to 1.5 M
 glycerol or ethylene glycol. They report large rises in the nucleation temperature (from ca. –30° to –40°C at a cooling rate of 2° to 4°C/min to –10° to –20°C at a

cooling rate of 8° to 16°C/min). Shabana and McGrath (1988) found a 20°C increase in the

nucleation temperature of hamster oocytes suspended in 1 M
 Me SO when the cooling rate was

2

increased from 8° to 50°C/min. Leibo et al. (1978) also reported (much smaller) increases in the

nucleation temperature of mouse oocytes in Me SO with increased cooling rate. The effect is not

2

restricted to permeating solutes. Pitt and Steponkus (1989) found that the nucleation temperature

of acclimated rye protoplasts in about half the tested 1.0 osmolal nonpermeating salts or sugars

rose as the cooling rate was increased from 5° to 20°C/min. In some cases the rise was large (e.g.,

from –60° to –37°C). In other media, these authors and Dowgert and Steponkus (1983) found that

cooling rate had no effect.

How can one explain the different relations between nucleation temperature and cooling rate?

One possible explanation for the decrease in nucleation temperature with increased cooling rate in
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Drosophila
 eggs is that some 2 to 10 min elapse between the onset of nucleation at a constant

temperature and the visual manifestations of IIF (Myers et al., 1989, Figure 7; Pitt et al., 1991). If

such eggs are observed while in the process of cooling, the higher the cooling rate, the more the

temperature will drop during the time required for IIF to become visible. The opposite and more

common effect, an increase in nucleation temperature with increased cooling rate, is more difficult

to explain. One possible explanation is that rapidly cooled cells will be more hydrated than slowly

cooled cells at any given temperature, and the more they are hydrated, the higher the temperature

at which they can nucleate. However, this hypothesis seems inconsistent with the evidence men-

tioned above, that the suppression of the nucleation temperature has more to do with the osmolality

of the medium than with the osmotic volume of the cells. Another possibility is that nucleation

temperature is affected by the form of the external ice crystals and that higher cooling rates induce

a more dendritic ice structure than lower cooling rates, especially in solutions containing CPA (cf.

Figures 2 and 3 in Leibo et al., 1978).

Regardless of causation, the practical effect of an influence of cooling rate on nucleation

temperature is that the vertical nucleation boundary drawn in Figure 1.9 should in some cases be

drawn as slanting forward to lower temperatures with increasing cooling rate, or in other more

common cases as slanting backward toward higher temperatures. If the slant is substantial, it will

affect inferences made with respect to the cooling rate dependence of IIF.

There are still other factors influencing nucleation temperature. One is that the state of the cell

membrane and its nucleation properties may depend on how effectively the cell is protected during

freezing. The membranes of cells suspended in isotonic saline lacking CPA are not protected.

Perhaps that is one reason why they tend to nucleate at substantially higher temperatures than cells

those frozen in media containing CPA. Another factor is that the nucleation temperature of a given

cell type can depend on the state of aggregation of that cell. It tends to be lower for single cells

in suspension than for the same cell attached to glass or aggregated into multicellular spheres

(Acker et al., 1999; Acker and McGann, 2000). A third interesting factor is the effect of antifreeze

(thermal hysteresis) proteins (AFP). In two cases reported (cardiomyocytes; Mugnano et al., 1995)

and hamster tissue culture cells (Larese et al., 1996), AFPs in mg/mL concentrations substantially

raise the nucleation temperature, often to above –5°C. Those concentrations of AFP also change

the ice crystal habit to more dendritic and, at the upper level of concentrations, to needle-like. This

correlation supports the idea raised earlier that the nucleation temperature may be affected by the

form of the external ice. (For further discussions on AFP and ice blocking agents, see Chapter 22.)


1.3.2.2 Mechanisms of Ice Nucleation and Factors Blocking Nucleation


Theories as to the mechanism of intracellular nucleation have to account for several experimental

facts:

1. IIF above about –30°C requires the presence of extracellular ice; furthermore, it appears

necessary that the ice be in close contact with the cells. Toner et al. (1991) demonstrated

the former by cryomicroscopy of mouse oocytes; that is, no IIF occurred in oocytes in

PBS supercooled to –20°C. Mugnano et al. (1995), Larese et al. (1996), and Köseoglu

et al. (2002) observed the latter; that is, IIF in cardiomyocytes, hamster V79 cells, and

starfish oocytes occurred only when external ice crystals came in direct contact with the

cells. Similarly, Berger and Uhrik (1996) found that IIF occurred in 5- to 14-cell strands

of cells from salivary glands of Chironomus
 only when the cells were encapsulated in

external ice.

2. IIF does occur in the absence of external ice when temperatures fall to –30°C or below.

That can be demonstrated in cases where the external water can be removed without

major effects on the cells. Intact Drosophila
 and Anopheles
 eggs are two such cases. Their shells are so impermeable that the surrounding water can be removed by brief air-drying
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without dehydrating the eggs. DSC (Myers et al., 1989; Schreuders et al., 1996) and


differential thermal analysis (Mazur et al., 1992b) show that such surface-dried intact

eggs do not undergo intraembryonic freezing until cooled to –28° to –32°C. Franks et

al. (1983) studied ice nucleation temperatures in red cells, yeast, and three species of

plant cells in the absence of external ice by a different approach; namely, by suspending

cells in tiny emulsified droplets, only a small fraction of which contained external ice

nucleators. The yeast and plant cells, like Drosophila
 eggs, froze at about –30°C. The

red cells nucleated at about –39°C, only 1°C above the homogeneous nucleation tem-

perature.

3. Cells and their surrounding aqueous medium can often be supercooled to –15° or even

–20°C. If that is below the cell nucleation temperature, the induction of external ice

immediately causes IIF. That was demonstrated clearly by Toner et al. (1991) in mouse

oocytes in PBS. The median cell nucleation temperature is –12.8°C. Oocytes in super-

cooled media at –20°C are also unfrozen, but they froze instantly when the external

medium was seeded.

4. However, if external ice forms above the cell nucleation temperature, cells will remain

unfrozen even though their water is supercooled. That is, above the nucleation temper-

ature, IIF does not occur even in the presence of external ice. Published data on nucleation

temperatures and the factors affecting them were discussed earlier.

5. The nucleation temperature decreases substantially with an increase in the external

concentration of solutes. The suppression is far greater than the depression of the ther-

modynamic freezing point. The suppression is independent of whether the solutes are

nonpermeating (e.g., NaCl), or permeating (e.g., glycerol or Me SO). It therefore appears

2

to be independent of whether the cells are or are not osmotically shrunken before the

initiation of freezing.

As summarized above, there is persuasive direct evidence that the nucleation that occurs below

about –30°C has a different genesis from that occurring at higher temperatures. The low-temperature

nucleation is clearly a consequence of the action of weak intracellular heterogeneous nucleators

that act independently of whether ice is present outside the cell. These endogenous nucleators are

referred to as weak because they are acting only at temperatures about 10°C above the homogeneous

nucleation temperature of water. There is also other, indirect, evidence that low-temperature nucle-

ation is different from high-temperature nucleation. As mentioned, Pitt et al. (1991, Figure 5)

showed that between –15° and –30°C, the formation of visible intracellular ice in Drosophila
 eggs requires about 10 min. At –34°C, however, IIF occurs almost instantly. Toner et al. (1991, Figures

3 and 12) show that plots of the percentage of rapidly cooled mouse oocytes that undergo IIF vs.

temperature exhibit very different slopes when the nucleation temperature is above –30°C than

when it is below –31°C. This, they conclude, is evidence for two different mechanisms.

Although the mechanism of low-temperature nucleation appears clear, the mechanism of high-

temperature nucleation is more controversial. Findings 1, 3, and 4 demonstrate that it requires the

presence of extracellular ice in close contact with the cells and that it requires that the cell water

be supercooled at least some 2° to 4°C. These two requirements, however, are not sufficient. The

cell must also be below its nucleation temperature. At temperatures above the nucleation temper-

ature, some barrier prevents the passage of external ice into the supercooled cell interior. That

barrier, in all likelihood, is the plasma membrane. Below the nucleation temperature, that barrier

disappears or is breached.

There have been three major theories proposed to account for these facts. Theory number one

is that nucleation occurs through preexisting pores in the cell membrane. In 1965 and 1966,

I proposed that nucleation occurs as the result of the growth of external ice through preexisting

Angstrom-sized pores in plasma membranes. Such growth cannot occur above a critical subzero

temperature because the crystal would have to possess a radius of curvature approaching that of
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the radius of the pore, and ice crystals of such small radii, because of their higher surface energies,

cannot exist unless the temperature is well below 0°C. As discussed in the above publications and

in more detail by Acker et al. (2001), the suppression of the melting point of ice below that of a

planar ice crystal in the same solution as a function of the radius of the pore is given by the Kelvin

equation

∆ T
 = 2 vT
 °σ cos θ/ aL
 ,

Sl

f

where v
 is the molar volume of ice, T
 ° is the melting point of a planar crystal, σ is the interfacial SL

tension between liquid and ice, a
 is the radius of the pore, and L
 is the latent heat of fusion. Cos f

θ is the contact angle—the angle made where the ice contacts the wall of the pore. Its value is

determined by the interfacial energies between liquid and ice, between liquid and the wall of the

pore, and between ice and the wall of the pore. The latter two values are not known, so a value of

θ has to be assumed. To give an example of the magnitude of the Kelvin effect, if θ is assigned a

value of 75°, the temperature would have to be about 10°C below the freezing point of the bulk

solution for an ice crystal to grow through a pore of 12 Å radius (Acker et al., 2001).

The concept of Angstrom-sized pores in membranes was not mere speculation. As mentioned

earlier, the work of Solomon’s group on differences between the osmotic and diffusional water

permeability of human red cells had yielded strong inferential evidence on the existence of such

pores (Shaàfi et al., 1967) and that inference received striking confirmation with the discovery of

aquaporins, some characteristics of which I discussed earlier. However, there are two problems

with proposing nucleation via the passage of ice through aquaporin channels. One is that although

they are being found in an increasing variety of cell types, the plasma membranes possessing them

still constitute a distinct minority. In cells that lack them, the consensus is that water that enters

and leaves cells does so by a diffusional mechanism (Finkelstein, 1987; Macey, 1984). It is difficult

to conceive of how an organized ice crystal, even one of small radius, could possibly “diffuse”

through a cell membrane (but see following). The other problem is that even where cell membranes

possess aquaporins, the center constriction in their channels would seem to preclude the passage

of even an extremely small organized ice crystal. As mentioned earlier, the pores in aquaporin 1

are hourglass in shape, with outer and inner regions of 14 Å in diameter joined by a constricted

region 3 Å in diameter. Although one could conceive of crystalline ice growing into the 14-Å outer

region, it is difficult to conceive of it traversing a constriction that is only twice the diameter of a

water molecule.

This assumes that the pore dimensions remained unaffected by attempts by external ice to grow

through them. That may not be so. Consider the situation where external ice has grown into the

outside 14-Å funnel. Below some temperature described by the Kelvin equation, the chemical

potential of that ice will drop below that of the supercooled water in the constricted region, in the

inner funnel, and in the cytoplasm. As a result of the chemical potential difference, water will move

from the inner regions through the pore constriction until it comes in contact with the ice in the

outer funnel, at which point it will freeze. When it freezes, it will produce an increase in the

dimensions of the ice in the outer funnel. That growth may generate forces that enlarge the

constricted area of a pore until its diameter becomes sufficient to permit the passage of crystalline

ice into the cell interior. It should be noted that this enlargement would only have to occur in a

single pore out of the 100,000 or so present for nucleation to occur. If the distortion is restricted

to a small number of pores, it, per se
 , may be an innocuous event.

There is good evidence that ice can grow through pores of some 16 to 30 Å in diameter that

exist in the contiguous membranes connecting adjoining cells of many tissues. Chambers and Hale

(1932) were among the first to demonstrate that IIF proceeds in a sequential fashion from one cell

to another in a tissue (onion epidermis) with brief pauses. Berger and Uhrik (1996) made similar

observations in the linear array of cells isolated from the salivary gland of the insect Chironomas
 .

Cell-to-cell propagation occurred at approximately –12° to –14°C. They proposed that it occurred
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through the channels in gap junctions—channels that have a radius of 10 to 15 Å in insect tissues

(smaller in mammalian cells). This conclusion was based on the abolishment of sequential freezing

in glands treated with dinitrophenol or heptanol, compounds that block gap junctions. That hypoth-

esis has been strengthened by the studies of Acker et al. (2001) and Irimia and Karlsson (2002).

The former used low-Ca++ media to suppress the formation of gap junctions in MDCK cells; the

latter used the specific inhibitor 18β-glycyrrhetinic acid for the same purpose in pairs of HepG2

cells. In both cases, the inhibitors suppressed (but did not totally eliminate) cell–cell ice propagation.

In addition, Acker et al. (2001) found that IIF in confluent hamster V79 cells (which do not form

gap junctions) does not proceed sequentially from cell to cell, but occurs randomly and at a 5°C

lower temperature. In cells systems with gap junctions, the temperatures at which sequential

cell–cell ice propagation occurs fall in the range predicted by the Kelvin equation for the suppression

of the melting point of ice attempting to grow through pores of the diameters of these channels.

What about ice propagation into the majority of cells where water moves by diffusion through

the lipid bilayer and not through aquaporins? Three points. First, the presence or absence of

aquaporins may well not be absolute. Mouse oocytes and embryos are generally considered not to

contain aquaporins, but Edashige et al. (2000) have found that they do, in fact, express a number

of them, including aquaporins 3 and 7 (but not aquaporin 1), albeit at low levels, In theory, it would

only take one or a few aquaporin channels to permit ice nucleation by the mechanism just suggested.

Second, even cells that lack aquaporins almost certainly contain other channels that mediate ion

transport. Although these channels differ in structure and properties from aquaporins (e.g., Dutzler

et al., 2002), they too could be subject to physical distortion by external ice. Third, the current

theory of diffusional permeability is that cavities in membrane bilayers of various sizes are forming

and disappearing spontaneously with time and that solute molecules move or diffuse when a cavity

of sufficient size forms (Stein, 1986, pp. 96–100). That process could conceivably also apply to

the movement of an ice crystal of small radius of curvature through a membrane.

Theory number two is plasma membrane-catalyzed nucleation. In a series of papers, Toner and

colleagues (Toner et al., 1990, 1993b) have proposed a mechanism for the higher-temperature

nucleation in which external ice plays an indirect—not a direct—role. Toner et al. propose that

external ice induces structural changes in the plasma membrane that cause the inner surface of the

membrane to become an effective heterogeneous nucleator of the supercooled cytoplasm. They

refer to this as surface catalyzed nucleation. Heterogeneous nucleation involves kinetic factors and

thermodynamic factors. Important in the former are the viscosity, temperature, cell surface area,

solid–liquid interfacial energy, and contact angle between nucleator and ice. Important factors in

the latter are the equilibrium freezing point as well as the contact angle and solid–liquid interfacial

energy. The values of some of the variables were obtained from the literature. Others were obtained

by adjusting their values to obtain a best fit between the probability of ice formation vs. temperature

from heterogeneous nucleation theory and experimental observations on the percentage of rapidly

cooled mouse oocytes undergoing IIF vs. temperature. (By cooling oocytes at a high rate, Toner

et al. precluded water transport and cell dehydration and its effect on ice nucleation.) The agreement

between the theoretical predictions and experimental observations was excellent (Toner et al., 1990,

Figure 6; Toner et al., 1993b, Figures 4 and 6).

The main difficulty with this otherwise elegant treatise is that it can only provide speculation

as to how the inner surface of the plasma membrane can become the heterogeneous nucleator under

the influence of external ice. The authors argue that it does so by somehow affecting the value of

the contact angle θ. One wonders whether the analysis might not be equally applicable if external

ice itself were the heterogeneous nucleator; that is, some blend with the pore theory discussed above.

I noted above their observation that the nucleation temperature was sharply reduced in oocytes

frozen in 735 to 1000 mosm saline and that the shape of the curve of percentage cells with IIF vs.

temperature changed. They interpret these two observations to mean that the cell shrinkage at the

higher osmolalities suppressed and eventually eliminated the surface catalyzed nucleation, leaving

only the intracellular nucleators acting by what they refer to as volume catalyzed nucleation (which
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I refer to as low-temperature nucleation). However, as I indicated in the discussion of nucleation

temperature, this suppression of nucleation temperature appears to be a consequence of increased

concentration of solutes in the external medium rather than a consequence of an osmotic reduction

in the volume of the cells. One line of evidence is that the extent of the suppression is about the

same for cells suspended in solutions of hyperosmotic permeating solutes (Rall et al., 1984) as for

those in hyperosmotic saline of comparable osmolality (Toner et al., 1990). In the former, the cells

are at normal isotonic volume before freezing; in the latter case, they are shrunken before freezing.

One simple explanation for the suppression of nucleation temperature in high-osmolality media,

an explanation suggested by both Dowgert and Steponkus (1983) and Rall et al. (1984), is that the

higher the osmolality of the external medium, the greater is the unfrozen fraction at any temperature

and the greater is the unfrozen fraction, the lower the probability that a cell plasma membrane will

come in direct contact with ice. As mentioned, such direct contact appears to be required for

nucleation.

Theory number three is the osmotic rupture hypothesis. The predicate in the above two hypoth-

eses is that nucleation leads to IIF and that IIF leads to membrane and cytoplasmic damage and

lethality. Some researchers, however, have proposed the opposite sequence; namely, some event or

events during cooling produce lesions in the membrane, and IIF is a consequence of the presence

of these lesions—not the cause. In other words, they propose that IIF is a consequence of injury

and not the cause. Dowgert and Steponkus (1983) and Steponkus et al. (1983) ascribe to this view

based on phenomena they observed at plant protoplast cell surfaces 0.03 to 1 sec before IIF. The

phenomena include outward flow of intracellular solution and fluttering of the plasma membrane.

The challenge to this alternative picture is to explain why damage above –30°C requires the presence

of external ice, why the probability of IIF increases sharply above a critical cooling rate, and why

the quantitative analyses discussed above are able quite successfully in many cases to predict that

critical cooling rate.

The progressive formation of external ice has two consequences. One is that it increases the

concentration of solutes in the unfrozen channels in the extracellular milieu—channels in which

the cells lie. The other is that it decreases the chemical potential of water in that unfrozen fraction

and thereby establishes the driving force for the efflux of supercooled water out of the cells. It is

difficult to see why the first—the increase in external solute concentration—should become increas-

ingly damaging to membranes with increased cooling rate and become abruptly so above a critical

cooling rate. Indeed, as will be discussed later, the opposite is generally hypothesized; that is, the

increase in external solutes is considered to be a major factor in the slow-freezing injury that occurs

at cooling rates below those that produce IIF. The second concept, however, is possible. The faster

cells are cooled, the more they will be supercooled, and the more they are supercooled, the greater

will be the driving force for the efflux of water and the higher will be the maximum instantaneous

water flux. Pitt et al. (1992) proposed that the extent and kinetics of IIF are related to the extent

and duration of supercooling, but Muldrew and McGann (1990, 1994) have gone farther by

proposing that IIF is related to the rate of efflux of water, and they have proposed a mechanism

that they refer to as the “osmotic rupture hypothesis” of intracellular freezing. Their proposal, in

brief, is that as water molecules move through a membrane either by diffusion or by osmotic flow

through pores, they impart a frictional force on the bilayer from collision with the lipid molecules.

The magnitude of that force will be proportional to the velocity of the water molecules. If the

frictional force exceeds the tensile strength of the membrane, it will rupture. If it ruptures, it will

allow the passage of external ice and the subsequent seeding of the remaining internal supercooled

water. Muldrew and McGann’s 1994 paper goes on to experimentally measure the flux in hamster

tissue culture cells under various freezing conditions that do or do not produce IIF, to estimate the

magnitude of the frictional force or pressure imparted as a function of flux rate, to evaluate whether

that force is sufficient to rupture membranes, and to determine whether freezing conditions that

yield that critical force are also the conditions that lead to IIF. From literature values for some of

the parameters, they estimate that the critical flux rate for the rupture of hamster V79 membranes
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lies between 17 and 17,000 µm3 of water/sec. From cryomicroscopy, they find that IIF begins to

occur in cells held at –5°C, and their measurements of L
 indicate that the maximum flux rate at


p


–4°C is 38 µm3/sec, just above the bottom of the critical range. Analogous analyses on liposomes

and mouse oocytes yielded similar results. If they fitted the parameters for membrane failure (chiefly

the critical pressure) to the computed flux rates vs. cooling rate and temperature that yielded IIF,

they obtained values of that critical pressure that fall at the lower end of observed values. Further-

more, with estimates of the critical pressure in hand, their equations permitted them to predict the

percentage of cells or liposomes that are subjected to critical pressures and hence would undergo

IIF as a function of cooling rate. The predicted percentages of IIF agreed closely with the observed

values.

In spite of the excellent phenomenological agreement, this hypothesis faces difficulties, most

of which the authors themselves raise. (For further discussions on the osmotic rupture hypothesis,

see Chapter 2.) First, they conclude that the critical flux rate for hamster fibroblasts at –4°C is

slightly above 38 µm3/sec. The external concentration of NaCl or other solutes at –4°C is 2.2

osmolal. Yet, they themselves report (1990) that some 90% of these cells survive the water efflux

that accompanies abrupt immersion in ~3 osmolal Me SO at 0°C. At 20°C, the L
 and shrinkage

2


p


rate in the same osmolality of NaCl or other impermeant solute will be four to 10 times higher

than at 0°C, but abrupt exposure to such osmolalities in determining BVH response or in Lp


determinations is generally innocuous. (Gervais and colleagues have shown that yeast cells are

killed by abrupt subjection at room temperature to much higher concentrations of glycerol [~39

molal] solutions that produce extremely high osmotic pressures [100 MPa or 1000 atm]. However,

exposures to half that concentration were not damaging, nor was exposure at 5° or 11°C [Beney

et al., 2001].) One way to meet that objection is to assume, which Muldrew and McGann do, a

strong negative temperature coefficient of membrane brittleness; that is, assume that cell membranes

at 20°C can withstand much higher fluxes than those at –4°C. In two examples analyzed (1994),

they estimate the temperature coefficients of the critical flux rate to be 18.5 kcal/mole and 5

kcal/mole.

Second, as noted earlier, the greater the L
 of a cell (with other factors constant), the higher


p


the cooling rate required to produce IIF. An increased ability to withstand cooling at higher rates

translates to increased ability to withstand the higher maximum water fluxes that accompany higher

cooling rates. To be explicable in terms of their hypothesis, the critical flux rate for membrane

damage and consequent IIF would have to be higher in cells with larger L
 than in cells with smaller p



L
 . The problem is there is no nonspeculative basis for such a correlation.


p


Third, although the establishment of an osmotic efflux requires the presence of external ice, it

does not require direct contact between the ice and the cells. IIF, however, does appear to require

that direct contact (Berger and Uhrik, 1996; Mugnano et al., 1995; Köseoglu et al., 2001; Larese

et al., 1996; Toner et al., 1991).

Fourth, if high water effluxes during rapid cooling cause membrane damage, then high influxes

during rapid warming ought also to cause damage. Yet, as we shall discuss and as the authors

themselves point out, rapid warming is usually beneficial. One possible resolution is that membrane

lesions produced during the rapid thawing of cells that have not undergone IIF during cooling are

reversible because ice does not grow through the defect to exacerbate the damage.

Fifth, another challenge to the osmotic rupture hypothesis is that cells that undergo limited IIF

can often survive. Acker et al. (2001) report that to be the case in confluent monolayers of MDCK

cells. They find that the gap junction channels through which the ice is propagating are neither

transiently nor permanently enlarged by the propagation. Furthermore, as will be discussed, cells

containing limited ice can often be rescued by rapid warming, presumably because rapid warming

minimizes the recrystallization of ice. For the osmotic rupture theory to resolve the latter problem,

one has to postulate that the flux-induced defect that results in IIF is reversible (presumably by

resealing) if the ice crystals passing through it do not increase in size by recrystallization during

warming.
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It may turn out that the resolution of the conflicts among the three nucleation theories will be

something like the following: The presence of external ice in direct contact with membranes causes

the flickering cavities in bilayers or preexisting pores to become enlarged in rapidly cooled cells.

The enlargement may be the result of pressures produced by high efflux rates of water, but it is

more likely caused by forces exerted by external ice itself as it grows by accretion from supercooled

water moving from the cell interior. These perturbations are not in themselves damaging and are

therefore reversible. However, if the extracellular ice is able to grow through the membrane and

cause the cytoplasm to freeze, and if the cytoplasmic and intramembranous ice crystals grow by

recrystallization during slow warming, the result is irreversible damage. (For further discussion on

intracellular ice formation, see also Chapter 2.)


1.3.3 SLOW-FREEZING INJURY


Although cooling rates low enough to prevent intracellular freezing are generally necessary for

survival, they are insufficient. As we have seen from the left-hand limb of the inverted U, slow

freezing itself can be injurious. For the purposes of the ensuing discussion, I will define a slow

cooling rate as one that allows sufficient water to leave the cell to keep the remaining cell water

in near chemical potential equilibrium with extracellular water and ice throughout cooling; that is,

conditions under which µi = µe . Because the only ice that forms under these conditions is

w

w

extracellular, any observed injury must be a consequence of the direct action of that ice, of an

increase in the proportion of ice to unfrozen extracellular solution, or of increases in the concen-

tration of solutes in the external solution brought about by the conversion of water into ice. With

respect to the last, as the cells are assumed to remain in chemical potential equilibrium with the

external ice and solution, the cells will dehydrate and the concentration of their endogenous solutes

will rise. Injury could be a consequence of solute concentration either outside or inside the cell.

With respect to the physical route by which cells seek to attain equilibrium with the external

medium, I make one further assumption; namely, that equilibrium is maintained solely by water

efflux during freezing and influx during warming, and not by the movement of added permeating

CPAs or by the development of leaks to other extracellular or intracellular solutes (chiefly electro-

lytes) to which cells are normally quite impermeable. As already discussed, the basis for the

assumption about CPAs is that the permeability of cells to them is nearly always at least 100 to

1000 times lower than their permeability to water, and furthermore, that there is little driving force

for their entry. With respect to electrolytes and the like, the assumption is that if leaks develop,

they are a pathological consequence of the equilibration process and not a normal alternative route

of equilibration.


1.3.3.1 Slow-Freezing Injury from the Concentration of Electrolytes



during Freezing


As ice progressively forms in the medium, it progressively withdraws pure water from the solution

and causes the concentration of extracellular solutes to rise to very high values. If the cells are

frozen in isotonic NaCl or PBS, the solutes that are concentrating are electrolytes. Because by our

definition of slow cooling the cell contents are in equilibrium with the outside solution, their solutes

are also concentrating. The quantitative relation is


M
 e = φ vm
 e = φ n
 /Ve = ∆ T
 /1.86 = M
 i,

(1.14)

2

where M
 e and M
 i are the external and internal osmolality, φ is the osmotic coefficient, v
 is number of species into which the solutes dissociate, m
 e is the molality, n
 is moles of solute, V
 e is the volume 2

of extracellular water, and ∆ T
 is number of degrees below 0°C. The value 1.86 is the molal freezing-point depression constant for water. As the right-hand side of the equation indicates, the extracellular
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and intracellular concentrations rise to high levels as the temperature falls; for example, 5.4 osmolal

or ~2.7 molal by –10°C

Lovelock (1953a) proposed that it was this concentration of solutes (specifically electrolytes)

that is responsible for slow freezing damage. The experimental basis for his conclusion was that

when he calculated the concentrations of NaCl in partly frozen solutions at which human red cells

began to hemolyze, using a version of Equation 1.14, he obtained closely similar extents of

hemolysis in suspensions that were exposed to those same concentrations of NaCl in the unfrozen

state at 0°C. He and others knew at that time that the damage to cells during freezing was suppressed

by the presence of a CPA such as glycerol. In red cells, the protective effect of increasing glycerol

concentrations is dramatic (Figure 1.7). Lovelock proposed (1953b) that the protection arises

because the CPA solutes colligatively suppress the concentration of the damaging electrolytes at a

given subzero temperature. The basis of this suppression is the following.

In partly frozen solutions, M
 e is independent both of the nature of the solutes and of their total concentration before freezing. At constant pressure, it is dependent only on temperature. For a

solution containing a single solute, this is also roughly true of the molality m
 e. (It is only roughly true because φ changes somewhat with concentration.) As a consequence, the total osmolal concentration of solutes in the unfrozen portion of a solution at a given temperature is not influenced

by the addition of solutes like glycerol. For example, the unfrozen portions of both an isotonic salt

solution and an isotonic solution containing 1 M
 glycerol (1.4 osmolal total) will have the same

osmolal concentration at –10°C; namely, 5.4 osmolal.

The presence of additive, however, does reduce the concentrations of salt at the given temper-

ature according to the relation


M


= M
 0

(1 + R),

(1.15)

NaCl

NaCl/

where M


and M
 0

are the osmolal concentrations of sodium chloride in the partly frozen solution

NaCl

NaCl

in the presence and absence of additive and R is the mole ratio of additive to NaCl before freezing.

The changes in osmotic coefficients with temperature and concentration make it difficult to

solve Equations (1.14) and (1.15) accurately, but accurate determinations of the composition and

relative amounts of the concentrated liquid and ice can be made from phase diagrams. Detailed

diagrams of the ternary system glycerol-NaCl-H O, for example, have been published (Shepard et

2

al., 1976), and from these it is possible to determine the exact NaCl concentration at any temperature.

Such derivative phase diagrams show, for example, that the concentration of NaCl at –10°C will

be reduced from 2.7 molal in the absence of glycerol to 0.9 molal and 0.6 molal if 0.5 M
 and 1.0


M
 glycerol are added to the 0.15 M
 NaCl solution, respectively. (Mazur, 1984, Figure 8). It is important to emphasize that the ability of glycerol to reduce the concentration of NaCl in the

unfrozen portion of the solution has nothing to do with the chemical nature of glycerol. It is a

colligative effect that will be manifested by adding any other solute to NaCl. The benefits of glycerol

(and other CPAs like Me SO) derive from the fact that they are highly soluble, and so can concentrate

2

during freezing without falling out of solution, and the fact that they are relatively nontoxic.

Lovelock (1953b) showed to a first approximation that hemolysis of human red cells began to

occur during freezing at whatever subzero temperature the concentration of NaCl in a series of

glycerol/NaCl/water solutions reached a mole fraction of 0.014 (~0.8 molal, depending on the

glycerol concentration). The effect of increasing the concentration of glycerol was to decrease the

temperature at which that NaCl concentration was reached. We obtained similar results as shown

in Figure 1.11A. In both 0.5 and 1.0 M
 glycerol, 50% of red cells hemolyze when the NaCl

concentration has risen to 1.6 molal, but that concentration is attained at –17° and –29°C, respec-

tively. In the absence of glycerol, that concentration is attained at –6°C. According to his hypothesis,

that is the reason that the survival curves in Figure 1.7 move to progressively lower temperatures

as the glycerol concentration increases from 0 to 1.75 M
 . If the concentration of glycerol gets high enough, the critical concentration of NaCl is never attained at any temperature. That presumably
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FIGURE 1.11
 Survival of human red cells (percentage unhemolyzed) (A) as a function of the molality of NaCl to which they are exposed after being frozen at 1.7°C/min to various subzero temperatures while

suspended in solutions of 0.5 or 1.0 M
 glycerol in isotonic saline, and (B) as a function of the fraction of water that remains unfrozen at those temperatures. Thawing was rapid. (From Mazur, 1984, by permission of the American Physiological Society.)

is why survivals in Figure 1.7 remain high down to –80°C when the red cells are frozen in 2 M


glycerol or higher.

Lovelock’s basic finding that the hemolysis produced by freezing red cells in saline to a given

temperature and then thawing them can be mimicked by exposing the cells to the same concentra-

tions of NaCl at 0°C and returning them to isotonic has been confirmed by Pegg and Diaper (1988,

1991) and Mazur and Cole (1989). Fahy and Karow (1977) have pointed out, however, that

Lovelock’s conclusion that hemolysis occurs at a given concentration of NaCl during freezing

regardless of the glycerol concentration applies only if based on very low levels of hemolysis. When

based on higher percentages of hemolysis, the damage occurs at a lower concentration of NaCl in the

presence of glycerol than in its absence. For example, the mole fraction of NaCl yielding 60% hemolysis

drops from 0.04 in NaCl alone to 0.025 for red cells frozen in saline containing 1 M
 glycerol. Expressed differently, although glycerol protects frozen-thawed red cells from hemolysis in proportion to its

concentration, its protection is less than would be predicted from the Lovelock hypothesis. Rall et al.

(1978) have confirmed that finding, as have Pegg and Diaper (1988).

Although Lovelock’s basic hypothesis continues to have broad acceptance 50 years later, there

is only limited direct evidence to support its specific conclusion that damage from slow freezing

is caused by the attainment of a damaging concentration of extracellular or intracellular electrolytes.

For the extracellular medium, that translates to a damaging concentration of NaCl. One piece of

direct evidence comes from the study of Santarius and Giersch (1983). They showed that when

spinach thylakoid membranes were slowly frozen to –20° to –25°C while suspended in media

containing various mole ratios of nonpermeating sugars to NaCl, the greater the ratio, the lower

was the concentration of NaCl in the unfrozen portion of the medium and the higher was the

survival. A second example is the reports by Stacheki et al. (1998) and Stacheki and Willadsen

(2000) that the survival of slowly frozen mouse oocytes is substantially enhanced by the substitution

of choline for NaCl. A second problem is that a finding of equivalent effects of attaining high NaCl

concentrations by freezing and by exposure at ≥0°C is not universal. Watson and Duncan (1988),

for example, reported that the latter is considerably more damaging than the former to ram sperm.

A third problem is that of distinguishing extracellular events from intracellular. By our definition

of slow freezing as equilibrium freezing, water flows out of the cell osmotically and freezes

externally. One consequence is that the intracellular solutes also concentrate. A second consequence
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is that substances added to the external medium will have no ability to suppress that concentration

of internal solutes unless they have been able to permeate the cell before the onset of freezing.

This has led to the general conclusion that to be an effective cryoprotectant, an added solute must

permeate the cell. For example, Kasai et al. (1981) showed that the permeating CPAs glycerol,

ethylene glycol, and Me SO protect slowly frozen mouse morulae, whereas the nonpermeating

2

solute sucrose confers no protection. Similarly, Fuller and Bernard (1986) showed from shrink/swell

osmotic response curves that the protection of slowly frozen two-cell mouse embryos by glycerol

was dependent on the extent to which it had permeated. McGann (1979) found no protection when

hamster V79 cells were slowly frozen after an exposure of less than 5 min to 5% glycerol at 0°C

or when they were frozen in 5% hydroxyethyl starch. Permeation in both cases would be minimal

or zero. Eroglu et al. (2000) have published an elegant example of the need for permeation.

Mammalian fibroblasts, like most or all cells, are impermeable to trehalose. However, using a

genetically engineered mutant of Staphylococcus-
 hemolysin to create reversible pores in the plasma membranes of the fibroblasts, Eroglu et al. were able to load the cells with 0.2 to 0.4 M
 trehalose.

Survival after freezing was 80%, whereas in the absence of poration, it was only ~10%.

Although there are many examples substantiating a need for CPA permeation, there are also

some striking exceptions. One exception is mouse spermatozoa, which are protected by the non-

permeating trisaccharide raffinose and the disaccharide sucrose in the complete absence of a

permeating cryoprotectant (Koshimoto et al., 2000). The permeating CPA glycerol is not only

unnecessary, its presence is detrimental. Another is bovine red cells. They will survive slow freezing

in sucrose as effectively as in glycerol and they will survive freezing in glycerol when freezing is

initiated before the glycerol has had time to permeate (Mazur et al., 1974). A third example is that

of Santarius and Giersch (1983), just cited. They found that a variety of sugars protect thylakoid

membranes even though (presumably) they do not permeate. In the case of these exceptions, one

has to conclude that the additional protection the sugars confer on the external surface of the cell

is more important than added protection to the cell interior.

A fourth problem is that there are well-documented cases of precisely the opposite effects of

nonpermeating sugars. For example, when plant protoplasts are frozen in solutions of the nonper-

meating solute sorbitol that lack electrolytes (Steponkus and Gorden Kamm, 1985), they exhibit a

temperature dependence of freezing damage very similar to that observed in red cells frozen in

isotonic saline (Figure 1.7). Similarly, the inactivation of ram sperm at room temperature as a

function of the osmolality of external nonpermeating solutes is identical whether the external solute

is NaCl or sucrose (Watson and Duncan, 1988). The unavoidable conclusion from such results is

that the damage is either a direct consequence of the osmotic dehydration of the cells or a

consequence of the increase in the concentration of the internal solutes. Steponkus and colleagues,

and to a certain extent Watson and Duncan (1988), have chosen to emphasize the former interpre-

tation. I shall return to this matter shortly.

A fifth problem is that the rise in solute concentration during freezing is a consequence of a

decrease in the fraction of the extracellular or intracellular solution that remains unfrozen at any

temperature. Freezing essentially involves the progressive removal of water from the solution and

its deposition as pure ice. The unfrozen fraction at any temperature can be calculated from the

same phase diagrams used to calculate the increase in NaCl concentration. This permits one to plot

cell survival as a function of unfrozen fraction. When that plot is made for red cells initially

suspended in 0.5 and 1 M
 glycerol in isotonic saline, for example, the result (Figure 1.11B) is a mirror image of the plot of survival vs. the concentration of NaCl in Figure 1.11A. As a consequence,

based on this alone, one can just as readily attribute cause and effect to the former as to the latter.


1.3.3.2 Partial Separation of NaCl Concentration and Unfrozen Fraction


There is a way, however, to experimentally separate the solute concentration attained at a given

temperature from the fraction that is unfrozen at that temperature. We noted in connection with
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FIGURE 1.12
 Survival of rye protoplasts as a function of the fraction of unfrozen water ( U
 ). (From Steponkus and Gordon-Kamm, 1985, by permission of Cryo-Letters
 .)

Equation 1.14 that the total concentration of solute in a partly frozen solution depends on temper-

ature alone and is therefore independent of the starting solute concentration. This also applies to

a ternary solution like glycerol-NaCl-H O for a given weight or mole ratio of glycerol to NaCl in

2

the initial solution. However, this is not the case with the unfrozen fraction. Its magnitude is

dependent on both the starting solute concentration and the temperature. It is possible then, by

varying the starting solute concentrations (holding the initial glycerol/NaCl ratio constant), to vary

the fraction unfrozen while maintaining a constant solute concentration at a given temperature in

that unfrozen fraction. Conversely, one can hold the unfrozen fraction constant and vary the solute

concentration by varying both starting concentration and final temperature. Our group applied this

approach to human red cells in a series of studies (Mazur and Cole, 1985, 1989; Mazur and

Rigopoulos, 1983; Mazur et al., 1981); that is, red cells were slowly frozen under conditions that

produced exposures to various unfrozen fractions ( U)
 at constant NaCl concentration (m )
 and s

others that produced various values of m
 at constant U
 . To do this, we prepared solutions with a s

fixed molar ratio of glycerol to NaCl in which the concentrations of glycerol were 0.38, 0.5, 1.0,

1.5, and 2.0 M
 and the concentrations of NaCl were 0.75, 1, 2, 3, and 4× isotonic, respectively.

The red cells were then frozen slowly to specific subzero temperatures ranging from –5° to –25°C.

The ternary phase diagram permitted us to calculate the concentration of NaCl at each temperature

(independent of starting concentration) and the value of U
 for each temperature and starting

concentration. For example, if the five solutions are frozen to –10.7°C, m
 will remain constant at s

1.0, but U
 will vary from 0.11 to 0.70. Conversely, if the 1, 2, 3, and 4× solutions are frozen to

–5.1°, –10.7°, –17.6°, and –25.4°C, U
 will remain constant at 0.3, but m
 will vary from 0.5 to 2.3

s

molal. The final step was to plot survival of the red cells as a function of U
 for the various values of m
 .

s

If survival is controlled solely by m
 , one would expect a series of parallel horizontal lines as s

has been found by Steponkus and Gorden-Kamm (1985) for plant protoplasts (Figure 1.12).

However, as shown in Figure 1.13, that was not the finding for red cells. At low U
 (5 to 15%

unfrozen), survival depends almost solely on U
 and is independent of m
 At higher U
 , survivals s.
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FIGURE 1.13
 Survival as a function of the unfrozen fraction of water of a 2% suspension of human red cells frozen at 0.6°C/min to indicated temperatures in several solutions of glycerol/NaCl with a constant weight ratio (5.42) of the two solutes but with varying total concentrations. The salt concentration ( m
 ) in the unfrozen s

fraction ( U
 ) depends only on temperature. U
 was varied independent of m
 by appropriate choice of the initial s

total solute concentration. (A) Survival of thawed cells still in the solutions in which they were frozen. (B)
 Survival after the cells were returned to near isotonic NaCl. (From Mazur and Cole, 1989, by permission of Academic Press.)

becomes dependent on both m
 and U
 and decrease with increase in both. The left-hand panel s

shows the hemolysis of the thawed cells still in the experimental solutions. The right-hand panel

shows the survivals after returning the cells to isotonic saline. The effect of the return is to exaggerate the turn-down in survival at high U
 . I and my colleagues proposed the following physical explanation of deleterious effects of low unfrozen fractions; namely, that the cells, which lie in unfrozen channels

between growing ice crystals, are damaged when the size of these channels diminishes. The smaller

the channels, the greater become the contacts among the increasingly crowded cells and the greater

becomes the likelihood of close contact between the cells and the encroaching ice. Mazur and Cole

(1989) refer to these effects as rheological. At higher values of U
 , the rheological effects disappear and injury becomes ascribable to the detrimental effects of exposure to hypertonic solutions and

subsequent dilution (so-called posthypertonic hemolysis; Zade-Oppen, 1968).

Pegg and Diaper (1988, 1989) have confirmed the essentials of these experimental findings for

human red cells, and Schneider and Mazur (1987) and Watson and Duncan (1988) have shown

them to be applicable to slowly frozen mouse embryos and ram spermatozoa. However, Pegg and

Diaper argue for an alternative explanation. They point out that red cells in glycerol solutions with

differing starting tonicities of NaCl undergo differing volume excursions before and during freezing.

These volume excursions are illustrated in Panels I and II, respectively, of Figure 1.14. All the red

cells begin at isotonic volume (a relative volume of 1.0). In Panel I, they initially shrink to variable

extents in proportion to the starting concentration of NaCl + glycerol. Then as the glycerol

permeates, they reswell to an equilibrium volume that is determined almost exclusively by the

impermeant species, NaCl. Those initially suspended in 1× tonicity, return to their normal volume;

those suspended in 0.75× solutions return to a volume of about 120% above isotonic; and those

that are suspended in 2×, 3×, and 4× solutions return to volumes that are well below isotonic.

Survival is near 100% at this point. Panel II illustrates the subsequent shrinkage during slow
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FIGURE 1.14
 Computed relative volume changes in human red cells during (I) equilibration in four glycerol-NaCl-water solutions and (II) freezing to indicated temperatures. The four test solutions depicted contained 0.75, 1, 2, 3 and 4× the isotonic concentration of NaCl and corresponding concentrations of glycerol such that the weight ratio of glycerol to NaCl remained constant at 5.42. The curve for 3× isotonic saline is omitted for clarity. Note that the cell volumes attained in Panel II are dependent only on temperature and m
 and are s

independent of the starting solute concentrations. (From Mazur and Cole, 1989, by permission of Academic Press.) (equilibrium) freezing. Note that the cell volumes follow a single curve. Once the cells have cooled

to below the freezing point of the most concentrated solution (4×, –7.0°C), all have the same volume

relative to their initial isotonic volume. Also note from the dual abscissa on Panel II that, regardless

of the tonicity of the starting solution, all the cells see the same concentrations of NaCl during

freezing, concentrations that are determined solely by temperature. As described in Figure 1.13,

however, the unfrozen fractions at given temperatures differ widely and the survivals differ widely.

The low values of U that produced high hemolysis (i.e., U < 0.15), were obtained in the 0.75× and

1× solutions. Pegg and Diaper point out that these lower tonicities also produce the greater volume

decrease during freezing. Furthermore, the cells in 0.75× solutions have swelled above isotonic

volume before the initiation of freezing. They argue that it is this greater volume excursion during

freezing combined in the 0.75× solution with the somewhat swollen state before the onset of freezing

that is responsible for the increased hemolysis, and not the lower unfrozen fraction. Survival as a

function of the volume reduction during freezing is shown in Figure 1.15 both before and after

returning the thawed cells to isotonic. Here, the right-hand side of each plot (large reductions in

cell volume) correspond to the low values of U in Figure 1.13. One important difference between

the two plots is that in plots of survival vs. U, the survivals at low U are nearly independent of m ,

s

whereas in plots of survival vs. ∆V, survival depends on both ∆V and m throughout. If the latter

s

is the correct depiction of cause and effect, then the superimposition of the survival curves for

various m at low U in Figure 1.13 has to be fortuitous.

s

The chief basis for Pegg and Diaper’s assertion that hemolysis is a consequence of large

decreases in cell volume during slow freezing rather than low values of the unfrozen fraction is

that they obtain rather similar survivals when red cells are exposed by sequential dialysis at room

temperature to the same concentrations of NaCl and glycerol as those experienced by cells subjected

to the several solutions and then frozen to different temperatures and thawed; that is, the treatments
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FIGURE 1.15
 A replot of the data in Figure 1.13 showing survival of the slowly frozen red cells as a function of the relative reduction in cell volume that occurs during freezing. Large reductions in cell volume correspond to low values of U
 in Figure 1.13. (A) Survival of thawed cells still in the solutions in which they were frozen.

(B) Survival after cells were returned to near isotonic conditions. (From Mazur and Cole, 1989, by permission of Academic Press.)

shown in Panels I and II of Figure 1.14. Because the dialysis experiments were conducted at room

temperature, no ice was present, and the unfrozen fraction was 1 in all cases. Mazur and Cole

(1989) have argued, however, that although no ice is present, the dialysis also results in decreases

in the volumes of the liquid surrounding the cells within the dialysis sac—decreases that mimic

those occurring during freezing. The result is that both dialysis and freezing cause an increase in

cell concentration and the possibility of cell–cell interactions.

Survival in the above experiments was assessed after thawing, and it is quite possible that the

dilution accompanying thawing contributes importantly to damage. The volume decreases described

in Panel II of Figure 1.14 during freezing are reversed during slow thawing. At the completion of

thawing, the cells return to the same volumes they had at the end of Panel I. Again, those cells that

had been originally suspended in the lower tonicities (0.75× and 1×) undergo the larger volume

excursions during thawing. The final step in the process is to return the cells to their original isotonic volume by transferring them to isotonic saline. The effects of such a return on survival vs. U
 and survival vs. ∆ V
 are shown in panels B of Figure 1.13 and Figure 1.15. The return to isotonic does not affect the overall pattern, but it does exaggerate the damaging effects of freezing to high U
 (right side of Figure 1.13B) or of freezing involving small-volume excursions (left side of Figure 1.15B). In other

words, the return to isotonic amplifies the detrimental effects of posthypertonic hemolysis.

Although freezing and thawing and its mimicry by dialysis produces similar survivals of red

cells, differences appear when the thawed or dialyzed cells are returned to isotonic saline (Pegg

and Diaper, 1991); namely, those suspended in 0.6× or 1× NaCl are substantially more damaged

by freezing and thawing than are those subjected to room-temperature dialysis. Furthermore,

although cells subjected to freezing and thawing and return to isotonicity show sizable effects of

the initial tonicity of NaCl (damage decreased in the sequence 0.6× > 4× > 1× > 2×; Pegg and

Diaper, 1991, Figure 2B), those subjected to dialysis mimicry show little or no effect of initial

tonicity. The survival curves for cells in 0.6×, 1×, and 4× NaCl are superimposible, and the curve

for those in a 2× solution was closely similar (Pegg and Diaper, 1991, Figure 3B). Tenchini et al.
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(1980) have reported analogous effects of initial NaCl tonicity on frozen human embryonic epithelial

cells. Those slowly frozen to –20°C in 0.36 M
 NaCl (2.6×) showed a six- to sevenfold higher

survival after thawing than those frozen in 0.14 M
 NaCl.

These results lead to an important conceptual point made by Mazur and Cole (1989). Consider

two groups of cells that both start at isotonic volume in isotonic saline. One group is then suspended

in a solution made with 0.75× saline; the other in a solution of 3× saline. Both are then frozen to

–10.7°C, at which temperature they both become exposed to the same concentration of NaCl (1.0

m) and they both shrink to the same extent (50% of isotonic; Panel II, Figure 1.14). They are then

thawed, and both are finally returned to isotonic saline and isotonic volume. Yet in spite of the

identity of the initial state, the state after freezing, and the final state, the survivals differ more than fourfold (20% and 90%, respectively). The large differences in survival must be dependent on

differences in the paths taken between these states or must depend on some other state characteristic

at –10.7°C. We have attributed the differences in survival in the two instances to differences in the

unfrozen fractions to which the cells are subjected at the minimum freezing temperature (0.1 and

0.5, respectively, in the example cited). Pegg and Diaper have attributed it to differences in the

volume shrinkage during freezing experienced by the cells in the two cases (70% and 8%, respec-

tively, in the example cited). With respect to the volume excursions described in Panels I and II of

Figure 1.14, the difference between the 0.75× and 3× solutions is that in the former, all the shrinkage

occurs during freezing and all the restoration in volume occurs during thawing, whereas in the 3×

solution nearly all the shrinkage occurs in Panel I before freezing, and nearly all the reexpansion

to normal volume occurs when the cells are returned to isotonic after thawing.

It is reasonable to argue that differences in when, where, and at what temperature cell volume

excursions occur could influence the survival of frozen-thawed cells. It is more difficult to make

that argument for cells that are dialyzed to mimic the freezing and thawing process. Because all

the exposures in the dialysis experiments are at room temperature, it is reasonable to ask, as did

Mazur and Cole (1989), how the cell can distinguish between the volume excursions that occur

primarily in Panel I of Figure 1.14 (the 3× and 4× solutions) and those that occur entirely in Panel

II (0.75× and 1× solutions), especially in dialysis, where both are occurring at room temperature.

The more recent experiments of Pegg and Diaper (1991) suggest that red cells in fact do not make

the distinction when they are returned to isotonic concentrations and volumes. The survivals after

dialysis mimicry are the same or nearly the same regardless of whether the cells are initially

suspended in 0.6×, 1×, 2×, 3×, or 4× saline solutions. (Glycerol was not present in Pegg and Diaper’s

1991 experiments; as a consequence, the cells did not go through the shrink/swell excursions

depicted in Panel I of Figure 1.14, but shrank to and remained at the equilibrium volumes shown

at the right-hand side of that panel.)

The above has been an attempt to extract the salient points of complex experiments, analyses,

and interpretations by the two groups, but even though “simplified,” it may have obscured the

central question, which is, Can slow-freezing injury of cells be ascribed solely to the concentration

of solutes produced by external ice formation and the osmotic consequences thereof (Lovelock and

Pegg), or is slow-freezing injury also a consequence of direct or indirect physical forces exerted

on the cells by the growing ice or a consequence of increased cell–cell interactions resulting from

cells being crowded into progressively smaller unfrozen channels (my view)? I would like to

summarize some other evidence that supports the latter.

First, Nei (1981), Pegg (1981), Scheiwe et al. (1982), Pegg and Diaper (1983), Mazur and Cole

(1985), and De Loecker et al. (1998) have shown that the hemolysis of slowly frozen red cells

increases substantially when the cells are frozen at high hematocrit (>40%). De Loecker et al.

(1998) found a similar effect in slowly frozen hepatocytes except that in that case the injury

increased linearly with increased cytocrit. Kruuv (1986) found the survival of V79 hamster tissue

culture cells after slow freezing in 0.45 M Me SO as suspensions of individual cells to be two to

2

three times higher than that of cells frozen as aggregates of less than or equal to 1000 cells (≤150 µm

diameter). Wells et al. (1979) reported that the survival of human stem cells after slow freezing at
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FIGURE 1.16
 Photomicrographs of human red cells after slow freezing in isotonic saline to –4°C. The hematocrits of the cell suspensions were ~20% (left) and ~2% (right). The cells lie in unfrozen channels

between the ice crystals. (From Nei, 1981, by permission of Academic Press.)

a concentration of 200 × 106/mL was only one sixth the survival of those frozen at concentrations

of 10–145 × 106/mL. They did not specify the cytocrits, but the critical factor appears to be the

volume fraction occupied by the cells rather than the numbers of cells per unit volume. For instance,

Watson and Duncan (1988) found that a fourfold variation in the latter had no effect on the motilities

of ram sperm that were slowly frozen at low cytocrit (estimated 2 to 8%). This adverse effect of

cell packing is consistent with the view that cell–cell interactions are an important factor in slow-

freezing injury, for the higher the initial cytocrit, the more the cells will be crowded together in

the shrinking unfrozen channels (Figure 1.16). Mazur and Cole (1986, 1988) have simulated the

packing effect by subjecting a pellet of centrifuged red cells to osmotic dehydration in an unfrozen

solution of 5.5 molal glycerol/1.6 molal NaCl at –5 to –8°C, the concentration they would be

exposed to after freezing to –16°C when initially suspended in 0.5 m glycerol/0.15 m NaCl. Only

20% survived. In contrast, when the cells were subjected at subzero temperatures to the concentrated

glycerol/NaCl solution while in suspension and not centrifuged, or when unshrunken cells were

pelleted by centrifugation, 95% survived. In other words, damage resulted from the shrinking of

cells in close contact. Some authors like Crowe et al. (1990) have speculated that dehydrated cells

placed in close contact have an increased possibility of damaging membrane fusional events.

Fujikawa (1981) and Fujikawa and Miura (1986) have evidence from freeze-cleaving electron

microscopy that the plasma membranes of slowly frozen red cells or fungal hyphae in fruiting

bodies possess patches that are free of intramembrane particles or areas that show particle aggre-

gation. These areas could be sites of potential fusion. Anchordoguy et al. (1987) have demonstrated

that fusion occurs in unprotected slowly frozen liposomes.

Second, two lines of evidence indicate that the survival of slowly frozen cells can be substan-

tially influenced by the form of the extracellular crystals. One line of evidence stems from directional

solidification techniques that permit one to independently vary the two components of cooling

rate—thermal gradient and ice crystal growth velocity—while holding the cooling rate constant.

Variations in these components affect the form of the ice crystals (type of dendrites and interden-

dritic spacing), and Beckmann et al. (1990) and Hubel et al. (1992) have shown that they also

affect the survival of human lymphocytes and lymphoblasts that are frozen at the same cooling

rate and that are therefore subject to the same sequence of changes in chemical potentials of water

and solutes in the medium.

A second line of evidence stems from the response of red cells frozen in solutions containing

antifreeze proteons (AFPs). These AFPs in milligrams per milliliter concentrations induce major

changes in the form of the external ice crystals, converting them from “cellular” or dendritic to

needle-like spicules or to bipyrimidal crystals. Ishiguro and Rubinsky (1994) and Carpenter and

Hansen (1992) have reported that these AFP-induced changes in ice crystal habit correlate with
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greatly increased hemolysis. This is in spite of the fact that their concentrations are too low and their molecular weights too high to influence the chemical potentials of water and solutes in the medium.

Although these two lines of evidence indicate that cell–ice interactions can influence survival,

the nature of the interactions remains conjectural. Olien and Smith (1977) proposed that damage

to barley cells was a consequence of adhesion between membranes and ice, and Tondorf et al.

(1987) have measured strong adhesions between liposomes and ice; however, Hendl et al. (1987)

find no such adhesions in dezonated mouse oocytes. Nevertheless, even in the absence of adhesion,

growing ice crystals could generate shearing and other rheological forces that are damaging. What

is clear is that the external ice crystals can exert force, for as I shall discuss shortly, cells become

distorted in their presence.

Third, the most direct way to distinguish between the Lovelock–Pegg hypothesis and the

unfrozen fraction hypothesis is to compare the survival of cells subjected to freezing and thawing

with that of cells subjected to the same changes in chemical potential at the same temperatures

and at the same rates but in the complete absence of ice (that differs from the Pegg and Diaper

dialysis experiments with respect to identity of temperature and rates). Because such experiments

are difficult to execute, there have been very few of them. One such study involved smooth muscle,

and the authors (Taylor and Pegg, 1983) found that contractility after extracellular freezing to –21°C

was only one third of that following exposure to the same concentration of solutes at –21°C in the

complete absence of ice. However, the fact that extracellular ice physically disrupts a multicellular

tissue does not mean that it is physically damaging to single cells in suspension. (For further

discussions on models of slow-feezing injury, see Chapter 2.)


1.3.3.3 Dehydration Theories of Slow-Freezing Injury


Several groups have proposed that slow-freezing injury is a consequence of excessive cell dehy-

dration. These hypotheses differ from that of Pegg and Diaper’s just discussed, which proposes

that damage in red cells is a consequence of the magnitude of the decrease in cell volume during

freezing and not the final level of dehydration. In 1968 and 1970, Meryman proposed that the injury

is a consequence of damage that develops when cells are unable to shrink osmotically below a

certain level in an attempt to achieve osmotic equilibrium. He referred to this as the “minimum

volume” hypothesis of slow-freezing damage. As summarized below and as discussed by Pegg and

Diaper (1988), there are a number of arguments against this hypothesis, especially with respect to

red cells. First, careful measurements show that there is no minimum volume for red cells as the

hypertonicity is increased up to the point where nearly all free water is osmotically removed.

Second, as we have discussed in reference to Panel II of Figure 1.14, all the cells frozen in the

several glycerol/NaCl solutions to temperatures below the freezing points of the solutions shrink

to the same volume, yet their survivals differ widely depending on either the volume decrement

during freezing (Pegg and Diaper’s view) or the magnitude of the unfrozen fraction (my view).

Third, as discussed in connection with Lovelock’s hypothesis, some cells survive slow freezing

well even when suspended in a permeating solute like glycerol for too short a time and too low a

temperature to permit permeation or when suspended in nonpermeating sugars like sucrose or

raffinose. If the CPA cannot or does not permeate, the extent of cell dehydration at a given

temperature will be as extensive as in the complete absence of CPA. Fourth, substitution of other

salts for sodium chloride at equal osmolality can substantially affect the survival of frozen-thawed

cells even though all should produce the same degree of cell dehydration at given subzero temper-

atures. Sodium iodide increases the damage of red cells; sodium acetate decreases it (Farrant and

Woolgar, 1970). The substitution of choline for NaCl substantially increases the survival of frozen-

thawed mouse oocytes (Stachecki and Willadsen, 2000).

Steponkus also believes that slow-freezing injury is a consequence of plasma membrane desta-

bilization brought about by cell dehydration, at least in plant protoplasts, and he and Lynch (1989)

have suggested highly detailed mechanistic explanations of that injury. Cold-acclimated (ACC) and
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nonacclimated (NA) rye protoplasts respond very differently to slow freezing. NA protoplasts

exhibit two very different forms of slow-freezing injury depending on the degree of dehydration

attained. Down to –5°C, at which point ~80% of the cell water is lost, injury on thawing is caused

by “expansion-induced” lysis. The dehydration causes the NA protoplasts to lose a portion of their

plasma membrane by blebbing into the cell interior. The protoplasts are osmotically responsive

during the initial stages of thawing, but lysis occurs during the latter stages because the diminished

membrane does not have sufficient area to permit the protoplast to return to full isotonic volume.

If the NA protoplasts are subjected to further freezing and dehydration (e.g., –10°C and 90% water

loss), they become completely osmotically unresponsive during thawing. ACC protoplasts behave

dramatically differently in response to freeze-induced dehydration. They extrude membrane material

to the exterior, but the material remains attached and is reincorporated into the main membrane

during thawing. As a consequence, normal reexpansion can occur. The authors attribute these

differences to differences in lipid composition, which in turn lead to different responses to the

stresses on membranes resulting from the dehydration.

The chief source of the stress is proposed to derive from forces established when the dehydration

attempts to force membranes close together and that approach is opposed by the high energies

required to remove the intervening water of hydration (hydration forces). Damage is a consequence

of the response of the membranes to these stresses. The concept has been elaborated on in

considerable detail by Bryant and Wolfe (1992) and Wolfe and Bryant (1999). They consider a

situation in which two or more bilayer membranes separated by intervening water are exposed to

bulk outside water, the chemical potential of which is progressively dropping with temperature as

a result of ice formation in the bulk phase. The assumption is that ice cannot form in the interlamellar

water; as a consequence, its chemical potential is transiently higher than that of the external ice (it

is transiently supercooled). The standard way to reduce the difference in chemical potential would

be for the interlamellar water to leave that region and freeze in the bulk phase. However, that efflux

of water would cause the two membranes to approach each other, and that approach will be

increasingly repulsed by the hydration forces, the value of which increases exponentially to very

high values as the separation decreases to less than ~2 nm. If the chemical potential of the

interlamellar water cannot be reduced to that of the bulk ice by efflux, it has to be reduced by

another route. That other route is the establishment of a negative hydrostatic pressure (i.e., suction)

on the lamellar water (Equation 1.5). Equilibrium is established when the suction force is equal to

the repulsive force. (Indeed, they point out that one way to measure the repulsive force as a function

of separation distance is to calculate the suction forces developed by freezing or by the introduction

of rather large solutes in the bulk phase and to determine by x-ray diffraction the resulting

separation.)

Although the forces are balanced normal to the plane of the membrane, they are not balanced

parallel to the membranes. As a consequence, the suction force acts to compress the membrane in

that plane. The compression leads to other responses that may be deleterious. These responses may

involve gel–liquid crystal transitions, they may involve the demixing of lipid components in the

membrane, and they may involve the formation of inverse hexagonal phases (Hexagonal II) in the

membrane in which tubes of water are surrounded by lipid rather than the normal reverse situation.

Which of the responses occur and to what degree depends importantly on the lipid composition of

the membrane. Furthermore, the forces generated by the dehydration are also affected by the

chemical properties of the solutes present in the medium and by whether or not the solutes can

enter the interlamellar water. The picture presented is elegant, but it raises questions.

First, the models and associated physical measurements and thermodynamics apply to two or

more bilayer membranes that are brought in close apposition by the dehydration that accompanies

freezing, unless an isolated single membrane forms folds or pleats during shrinkage. Closely

apposed dual membranes could arise if the plasma membrane of a cell makes close contact with

the membranes of its intracellular organelles, or if two cells approach each other closely. If the

latter, the hypothesis would predict that cells slowly frozen at low cytocrit should be quite resistant
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as the probability of cell-to-cell contact would be remote (Figure 1.16). That is clearly not the case

with red cells frozen in lower concentrations of glycerol (Figure 1.7), although, as we have seen,

injury can be exacerbated in cells frozen at high cytocrits.

Second, nearly all the experimental evidence cited by the above authors for the connection

between freeze-induced dehydration, membrane stacking, and phospholipid transformations comes

from studies on plant protoplasts and model systems. To date, however, these protoplasts are unique

in exhibiting no effect of variations in unfrozen fraction or volume excursions (Figure 1.12). One

instance of possibly similar phenomena in animal cells is Fujikawa’s (1981) electron microscope

study on human red cells. He found that the plasma membranes of red cells frozen at rates below

those inducing IIF exhibited patches that were free of the usual intramembranous particles (IMPs),

presumably a consequence of lateral demixing. When such slowly frozen cells were subsequently

vacuum dried and sectioned, he observed multilamellar structures in the membranes that seemed

on the basis of size to correspond to those patches. Whether these multilamellar structures were

present after freezing but before the drying is unknown. It is also unclear whether these IMP-free

patches represent damaging events. The membranes from cells frozen at 3°C/min exhibited very

few (but large) patches, yet they were 100% hemolyzed. The membranes from cells frozen at

1800°C/min exhibited 200 times as many (small) patches, yet 50% of the cells survived.

Even if applicable to plant protoplasts, the Steponkus/Wolfe hypothesis does not seem appli-

cable to slow-freezing injury in a number of other cell types. As already noted, yeast cells and cell

of Escherichiacoli
 survive slow freezing to –60°C and below, by which temperature they have lost

~90% of their total water as a result of efflux to the external ice, a degree of dehydration that

Steponkus and Lynch (1989) refer to as severe (p. 26) and damaging to the higher plant cell

protoplasts on which they base their hypothesis. Finally, I have already summarized evidence

indicating that the survival of slowly frozen red cells does not depend primarily on the final level

of cell dehydration attained

Third, Bryant and Wolfe (1992) indicate that a consequence of the repulsive force generated

as membranes closely approach each other during dehydration is that cell shrinkage at high

hypertonicities ought to be less than that predicted by a linear BVH plot; that is, the measured

volumes at high osmolalities should fall above the line. However, there are a number of published

instances in which the BVH relationship remains linear up to osmolalities of 8× isotonic, and one

instance in which that holds to 12× isotonic. Examples of the former are platelets (Armitage, 1986),

mouse embryo blastocysts and bovine morulae and blastocysts (Mazur and Schneider, 1986), and

corneal epithelium (Pegg et al., 1987). Figure 1.3 for mouse eight-cell embryos shows some

departure, but that could represent solute leakage.) The latter (linearity to 12× isotonic) was found

for human red cells using isotopic techniques (Farrant and Woolgar, 1972; Wiest and Steponkus,

1979). Cells that shrink in an ideal osmotic fashion in solutions that are 8× the isotonic osmolality

will have lost 88% of their osmotically available water; those that shrink ideally in a 12× solution

will have lost 92% of their osmotic water. These values are well within the range in which Steponkus

and colleagues argue for a dominant role of repulsive hydration forces, but in the instances cited,

if these forces are operating, their effects are not manifested in resistance to shrinkage.

Fourth, central to the Steponkus/Wolfe hypothesis appears to be the supposition that the water

of hydration on membranes is water of high activity. That does not seem consistent with adsorption

isotherms, which show that macromolecules retain significant quantities of water when equilibrated

with low a
 atmospheres, and it does not seem consistent with dielectric and NMR studies, some

w

of which I reviewed earlier, which show that at least one layer of the water of hydration is

irrotationally bound and that additional layers exhibit reduced mobility, presumably as a result of

hydrogen bonding with the underlying surface. Nor does it seem consistent with calorimetric studies

that show that approximately that same amount of water (~0.25 g H O/g dry wt) does not freeze

2

(or at least does not exhibit latent heat of fusion). Wolfe and Bryant (1999, p. 106) argue that ice

does not form in the transiently supercooled interlamellar water because the Kelvin effect, discussed

above in relation to nucleation through pores, reduces the temperature at which it would be stable.
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The alternative interpretation is that the water of hydration does not freeze because its activity is

already reduced by the binding forces of hydration. It is easier to see how the Steponkus/Wolfe

picture might apply to the damage resulting from freeze-drying, which does remove water of

hydration, than it is to see how it applies to the damage resulting from freezing per se
 , which seems not to perturb that water. Crowe et al. (1990) draw a similar sharp distinction between the degree

of dehydration produced by freezing and that achieved by freeze-drying or other forms of desic-

cation, the types of water removed in the two cases (freezable and hydrated), and the consequences

of removing these two types of water to the properties of cell constituents like lipid bilayers and

to viability. Wesley-Smith et al. (2001) have found that embryos from plant seeds dried to water

contents of 0.2 to 0.35 g H O per gram dry weight survive rapid freezing to –196°C. Sun (1999)

2

determined calorimetrically that oak seeds dried to a water content of 0.3 g per gram dry weight

survived rapid freezing in LN better than those dried to higher or lower water contents. Those

2

dried to lower water contents are damaged by the desiccation. Those dried to higher water contents

are presumably killed by IIF. (DSC indicated that no ice formation is measurable in seeds dried to

below 0.3 g water per gram dry weight.) O’Dell and Crowe (1979) obtained similar results for the

relation between the water content of nematodes and the percentages that survived rapid freezing.

Those with water contents less than 0.3 g H O per gram dry weight survived; 75% of those with

2

a water content of 0.4 g per gram dry weight were killed. Fully hydrated yeast and E.coli
 survive slow freezing to –60°C, at which temperature about 0.23 g of their water per gram of solids is

unfrozen (Souzu et al., 1961; Wood and Rosenberg, 1957), but survival drops when their water

content is reduced below that value by air-drying or freeze-drying (Mazur, 1968, p. 360).

Bronshteyn and Steponkus (1993) have disputed the view that unfreezable water is water of

low activity and have disputed DSC estimates of its magnitude. With respect to the latter, they

claim that if DSC baseline values are assessed with high precision, one sees that significant amounts

of ice begin to melt above approximately –50°C even in a pure ice/water sample. They argue that

the heat absorbed in that low-temperature melting is not included in other DSC studies and that

this omission leads to an underestimate of the total amount of frozen water. They ascribe the low-

temperature melting to a Kelvin suppression of the melting point of small ice crystals in thin films,

but that seems highly unlikely or impossible thermodynamically. Were ice to melt at, say, –40°C,

the resulting pure liquid water would be supercooled 40°C relative to large ice crystals with little

curvature and would rapidly refreeze on the surface of those larger crystals. Indeed, this may be

one of the mechanisms involved in the recrystallization of ice, the process by which larger ice

crystals grow at the expense of smaller ones in a polycrystalline sample. Furthermore, Wilson et

al. (1999), using three different DSC instruments, have failed to find any evidence of melting of

pure ice below –3°C except possibly a tiny endotherm in one case at –15°C. Moreover, other

calorimetric procedures such as the “method of mixtures” used by Wood and Rosenberg (1957)

measure the total amount of heat involved in the warming of a frozen system from, say, –60°C

through melting, and they lead to similar percentages of unfrozen water as those determined by

DSC. Bronshteyn and Steponkus’s other argument is that the barrier to the freezing of the unfrozen

water is kinetic, not thermodynamic. They present DSC evidence that the measured amount of

unfrozen water in a multilamellar liposome system decreases over a 30-min time period at subzero

temperatures. However, the decrease amounts to only about 10% and appears to be asymptotic.

Furthermore, it is difficult to see how the reduced mobility of water as assessed by NMR or its

immobilization as assessed by dielectric measurements would represent a metastable situation; yet,

the fractions of water exhibiting reduced or zero mobility agree reasonably well with the fraction

that does not freeze.

Fifth, Steponkus and colleagues have chosen to relate the experimental manifestations of injury

to dehydration per se
 , and in particular, to the dehydration of the plasma membrane, but their

experiments cannot exclude the alternative hypothesis that the effects derive from the concentration

of intracellular solutes that is an unavoidable consequence of the dehydration. There have been

numerous theories that emphasize the concentration aspects such as Levitt’s (1966) disulfide
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hypothesis. The strengths and weaknesses of some of these have been reviewed by others (e.g.,

Crowe et al., 1990), but as they are subject to the same confounding, I do not think it profitable to

review them.

Fujikawa and Miura (1986) have published an interesting electron microscope study on the

response of fungal hyphae to slow freezing that may represent one example of a sort of synthesis

of these several conflicting theories. They found that the fungal fruit bodies became increasingly

damaged as slow cooling progressed from –5° and –20°C. Concomitantly, the hyphae became

increasingly dehydrated, they became increasingly deformed, and increasing percentages of their

plasma membranes display aggregated IMPs. IMP aggregation occurred only in regions in which

the deformation caused the inner surfaces of the plasma membranes in a given hyphum to come

in contact. A 5.4-osmolal sorbitol solution has the same osmolality as that experienced by the

hyphae at –10°C, but the hyphae in pieces of fruit body exposed to that solution at 22°C did not

distort, and their IMPs did not aggregate. In other words, slow freezing appears to be damaging

primarily because the external ice caused hyphal deformation (a direct physical effect) and not

because it caused osmotic dehydration (a solution effect). The combination led to plasma membrane

contact and changes in IMP pattern. Perhaps these changes in pattern were a prelude to deleterious

membrane fusion. Mouse oocytes represent another example in which slow freezing produces

extensive deformation of dehydrated cells (Leibo et al., 1978), whereas osmotic shrinkage of cells

in hyperosmotic unfrozen media does not (Jackowski et al., 1980). The same is true of barley tissue

culture cells (Olien and Smith, 1977).


1.3.3.4 Mode of Action of Cryoprotectants


Both the Lovelock/Pegg and the Mazur hypotheses of slow-freezing injury ascribe the protective

effects of low-molecular-weight cryoprotectants such as glycerol to their nonspecific colligative

ability to reduce the concentration of damaging solutes, increase the unfrozen fraction, or reduce

volume excursions during freezing and thawing. The major support for the colligative theory comes

from detailed studies like those of Santarius and Giersch (1983), who showed with spinach thylakoid

membranes that survival after slow freezing in media containing a variety of sugars and NaCl

depended on the concentration of NaCl that was attained in the partly frozen state and was

independent of the chemical nature of the sugar (although at very low NaCl concentrations, sugar-

specific effects were noted).

However, there is an opposing view that ascribes the protection from CPA to solute-specific

interactions with the phospholipids of bilayers that lead to the stabilization of the plasma membrane.

Major proponents of that view are Crowe and colleagues (e.g., Anchordoguy et al., 1987). Their

experiments with liposomes indicate that the sugars sucrose and trehalose are especially protective

on a molar basis and are considerably more effective than glycerol, which in turn is considerably

more effective than Me SO. Although the issue is important mechanistically, it is not currently

2

resolvable, in spite of an enormous amount of data on the effects of various additives on various

cells and model systems. Each concept has its difficulties. For example, the colligative school has

difficulty explaining why high–molecular weight compounds such as polyvinylpyrrolidone and

hydroxyethyl starch can protect some cells; for example, Hamster V79 (Mazur et al., 1972) and

red cells (Scheiwe et al., 1982). The specific interaction school has difficulty not only with that

finding but with explaining why glycerol and Me SO are often equivalently protective on a molar

2

basis in mouse embryos, for example. Part of the problem is that for a rigorous test of the colligative

hypothesis, one needs phase diagrams of the CPA/NaCl/water system under study, but these are

only available for a handful of systems like glycerol/NaCl/water. (For further discussions on

cryoprotectant action, see also Chapters 2 and 21.)

Still another possibility is raised by the interesting finding of Ishiguro and Rubinsky (1994)

that human red cells slowly frozen in saline are pushed into unfrozen channels between the growing

ice crystals, whereas those frozen in 2.7 M
 glycerol/saline appear to be encapsulated within the
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FIGURE 1.17
 Effect of cooling velocity to –70°C on the survival of cells of the yeast Saccaharomyces
 cerevisiae
 subsequently cooled to –196°C and warmed at the rates indicated on each curve. The dotted curve labeled “Supercooling” and the right-hand ordinate show the calculated extent to which the intracellular water is supercooled at –15°C in cells cooled at the indicated rates. (From Mazur and Schmidt, 1968, by permission of Academic Press.)

ice. The latter survive; the former do not. (Interestingly [and perhaps significantly], this glycerol

concentration lies in the range shown in Figure 1.7 in which striking protection is manifested.)

Cells frozen in 2.7 M
 glycerol/saline containing antifreeze proteins behave like those frozen in

saline alone; that is, they are pushed between the spicular ice crystals and do not survive.


1.4 WARMING AND THAWING


Frozen cells have to be warmed and thawed before they can be used or their viability assessed,

and the effects of rate of warming can be as profound as the effects of cooling rate. The two factors

interact strongly; that is, the effects of warming rate depend importantly on the prior rate of cooling.

When cells have been cooled at rates that lie in the right-hand side of the inverted U, survivals

tend to be substantially higher when subsequent warming is rapid than when it is slow. Yeast

represents a striking example (Figure 1.17). Other instances have been reported in Neurospora


spores (Wellman and Pendyala, 1979), rat lymphocytes (Taylor et al., 1987), and mouse morulae

(Kasai et al., 1980). Because such cooling rates are computed or shown to induce IIF, the conclusion

can be rephrased to say that when cooling rates are high enough to induce IIF, rapid warming tends

to be beneficial. That has generally been explained on the basis of its ability to inhibit the

recrystallization of the internal ice or to prevent the devitrification of glassy water. Recrystallization is the conversion of small ice crystals to large ones. It occurs as a consequence of the fact that

small ice crystals possess higher surface free energies than larger crystals. The argument is that
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because crystal size decreases with increasing cooling rate (Van Venrooij et al., 1975), the crystals

that form in cells at high cooling rates will tend to be small, and because they are small, they will

have high surface energies. Because they have high surface energies they will tend to grow by

recrystallization given sufficient time at appropriate temperatures. Slow warming provides more

time at gradually increasing temperatures than does rapid warming. The final step in the argument

is that large intracellular ice crystals are more damaging than small ones either because of size perse
 or because of forces arising from the growth process. Recrystallization in cells and foods was reviewed in considerable detail by Fennema et al. (1973), and there have been several reports

experimentally demonstrating a correlation between visible recrystallization of intracellular ice and

cell death during the slow warming of rapidly cooled cells; namely, in yeast, higher plant cells,

ascites tumour cells, hamster tissue culture cells, and mouse embryos (reviewed in Mazur, 1984).

Although the temperatures for the two events do not always correlate exactly (Rall et al., 1984), I

suggested in my 1984 review that the discrepancies are not sufficient to negate the hypothesis.

The effects of warming rate on slowly cooled cells are more complex and more difficult to

interpret. Again, I define slowly cooled cells as those cooled slowly enough to preclude IIF; that

is, those depicted by the left-hand limbs of the inverted U curves in Figure 1.6. The three possibilities are that warming rate is without effect, that slow warming is more damaging than rapid, and that

rapid warming of slowly frozen cells is more damaging than slow warming. There are examples

in all three groups. Examples of the first group are human stem cells frozen slowly in Me SO

2

(Wells et al., 1979); eight-cell mouse embryo frozen slowly in glycerol to –50°C or below (Miya-

moto and Ishibashi, 1983; Rall and Polge, 1984); one-cell mouse embryos frozen slowly in

propanediol to –35°C or below (Van den Abbeel et al., 1994); rat morulae in Me SO, ethylene

2

glycol, or glycerol (Kasai et al., 1982); mouse lymphoma cells frozen slowly in glycerol or Me SO

2

to –100°C (Akhtar et al., 1979); and rat lymphocytes frozen slowly in Me SO (Taylor et al., 1987).

2

(The CPA concentrations in these studies were 1 to 2 M
 [mostly 1.3 to 1.6 M
 .])

Examples of the second group are equally common, as illustrated by the left side of Figure

1.17 for yeast. In this group, slowly cooled cells, like rapidly cooled ones, are more damaged with

slow warming than with rapid warming, but usually much less so. Such a pattern is also seen in

mammalian sperm (Fiser et al., 1986, 1993; Henry et al., 1993; Koshimoto and Mazur, 2002). It

is probably not fruitful to try to assign specific physical/chemical causes to this second type of

response, as there are too many possibilities. Most of what I discussed with respect to injury from

slow cooling may also apply to slow thawing. The cell volume excursions during freezing are to

a first approximation reversed during warming. Solutes that have concentrated during freezing

become diluted during thawing, and the dilution may set the stage for posthypertonic hemolysis

or lysis. Furthermore, injurious events that have been activated during freezing may only be

expressed during thawing. That seems to be the case with respect to the release of some of the

hemoglobin in red cells (Gupta, 1975). In general, if the development of a damaging event is time-

dependent, one might expect the sequence of slow cooling/slow warming to be more damaging

than that of slow cooling/rapid warming, simply because of an increase in the total exposure time

at subzero temperatures.

The third and opposite type of warming rate dependence is that slowly cooled cells are more

damaged by subsequent rapid warming than by slow warming. Although less common than the other

two groups of responses, instances of this third pattern have been reported in mouse embryos frozen

in 1 or 1.5 M
 Me SO (but not 1.5 M
 glycerol or propanediol; Rall and Polge, 1984; Van den Abbeel 2

et al., 1994; Whittingham et al., 1972, 1979), human red blood cells (Mazur, 1984, Figure 18), and in

higher plant cells (Levitt, 1966). One suggested explanation for the increased sensitivity to rapid

warming is that it induces osmotic shock. There is evidence that additional additive may be driven into

cells during slow freezing, a process referred to as solute loading (Fuller and De Loecker, 1985; Griffiths et al., 1979). In such cases, there may not be sufficient time for the excess solute to diffuse back out

when thawing is rapid, so the cells swell and lyse as the medium becomes abruptly diluted by the

melting of extracellular ice. Van den Abbeel et al.’s (1994) experiments are consistent with this view.
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When they added 0.1 M
 sucrose to the 1.5 M
 Me SO as an impermeable osmotic buffer, the detrimental 2

effect of rapid thawing disappeared. However, there are complications with this interpretation. Pegg

and Diaper (1988) agree that solute loading can occur during freezing and thawing, but they maintain

that there is no driving force for permeating solutes to enter during freezing; rather, the solutes that

enter are ones to which the cells are normally impermeable, such as cations or sucrose. Furthermore,

they believe that the inward leak develops during the initial stages of thawing and not during freezing,

and that the membranes subsequently reseal to trap excess solute.

One potential cause of injury during the slow warming of slowly cooled cells that is not self-

evident is the devitrification of extracellular or intracellular glass formed even when the initial

freezing is slow. In elegant studies Rall et al. (1984) and Rall and Polge (1984) showed that the

warming rate dependence of the survival of slowly frozen (0.5°C/min) eight-cell mouse embryos

depended on the temperature at which the slow cooling was interrupted by very rapid cooling to

–150°C or below. When the transition from slow to rapid cooling was made below –55°C, slow

warming was innocuous, but when the transition was effected at –30° to –40°C, slow warming was

much more damaging than rapid warming. A combination of cryomicroscopy and DSC provided

the explanation. Although the cells dehydrate during the initial slow freezing, they still contain

“freezable” water at –40°C. That dehydration, however, has caused the external and internal solutes

to concentrate with a resulting large increase in the viscosity of the solutions. Because of the high

viscosity, the residual freezable water at –40°C does not crystallize during the subsequent rapid

cool to –150°C or below, but undergoes vitrification to form a metastable glass. When subsequent

warming is slow, the glass devitrifies (freezes), the resulting ice recrystallizes, and the embryos are

killed. In contrast, when the subsequent warming is rapid, there is insufficient time for devitrifica-

tion, and the embryos survive. When the slow cooling is continued to –55°C or below, most of the

remaining freezable water leaves the cells, so that when rapid cooling is then initiated, the remaining

unfreezable water forms a stable glass that does not undergo devitrification even during subsequent

slow warming. Van den Abbeel et al. (1994) have obtained very similar results for one-cell mouse

embryos frozen in propanediol, except that the critical transition temperature occurs at about –30°

to –35°C. When the shift from slow to very rapid cooling is made above –30°C, the embryo survival

is far higher when subsequent warming is rapid than when it is slow. When the shift is made below

–40°C, warming rate is without effect. Karlsson (2001) has recently published a detailed thermo-

dynamic model of these sorts of events. One counterintuitive conclusion from the analysis is that

with certain combinations of slow cooling and slow warming, cells that contain residual vitrified

solution after the dehydration that accompanies the initial slow cooling will actually continue to

shrink during the initial stages of slow warming. Karlsson argues that the additional shrinkage can

be beneficial in lessening the chances of devitrification. However, if the dehydration during slow

freezing is damaging, any additional shrinkage during the beginning of slow warming may become

even more damaging.


1.5 SUMMARY AND CONCLUSIONS


This review has been concerned with analyzing the main elements affecting the survival of cells

subjected to ice formation during their journey to low subzero temperatures. Although many of the

elements are clear, others are not. With respect to intracellular freezing, an important unresolved

question is the mechanism by which the plasma membrane mediates the nucleation of the intrac-

ellular milieu by extracellular ice. With respect to slow freezing, there continue to be a number of

unresolved questions. Does external ice play merely a neutral role, exerting its effects solely by

modifying the composition of the outside solution, reducing the chemical potential of the external

water, and inducing cell dehydration? Or does it play a more direct role through mechanical effects

on the cells and through enhancing cell–cell interactions? Is the protection from CPAs primarily

physico-chemical and colligative, or do they exert chemically specific effects on cell membranes

and on the properties of the external and internal solutions?
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A number of topics highly relevant to cryopreservation but not directly involved in the freezing

of individual cells have been omitted or only incidentally touched on. One of these is the osmotic

events involved in the introduction and removal of CPAs. If these steps are carried out in overly

large increments or too rapidly, the osmotic damage can be considerable. As nicely illustrated by

Gao et al. (1995) and Katkov (2000), one can use values of L
 and P to develop procedures that


p


s

are innocuous. A second omitted topic is chill injury in the absence of ice formation. In some cases

such as Drosophila
 eggs (Mazur et al., 1992a, 1992b) and pig morulae and bovine morulae derived

from in vitro
 matured oocytes (Pollard and Leibo, 1994), it can be so severe as to preclude

cryopreservation by slow equilibrium freezing. A third topic touched on only incidentally here but

studied in detail by many others is that the cryopreservation of tissues and organs introduces

problems that are not present in the individual cells that compose those multicellular systems. In

those systems, it is clear that extracellular ice or intercellular ice (ice growing between the cells) is mechanically destructive. Furthermore, as organs are composed of a variety of cell types, a preservation procedure optimized for one type may be suboptimal for others (Karow and Pegg, 1981).

A fifth topic, also touched on only incidentally, is vitrification. It is a potential solution both

to severe chill injury and to the detrimental mechanical effects of external ice. In the former, it

permits the use of cooling rates that are high enough to outrun chilling injury without introducing

lethal intracellular ice, and it has permitted the cryopreservation of, for example, Drosophila
 eggs (Mazur et al., 1992a, 1992b; Steponkus et al., 1990). For the latter, it can avoid mechanical damage

from extracellular ice by preventing the formation of that ice. The concept of the utility of

vitrification was pioneered by Luyet and colleagues, who published extensively on the conditions

under which it would and would not occur (e.g., Luyet and Rasmussen, 1967; MacKenzie and

Luyet, 1967). Many others have since continued to study both the physics of the vitrification of

biological solutions (e.g., Angell and Senapti, 1987; Boutron, 1987; MacFarlane and Forsyth, 1987)

and its biological applicability (e.g., Fahy, 1987; Rall, 1987). (For more detailed discussions on

vitrification and current applications of this technique in cells, see Chapters 10, 12, and 18; in

Chapter 22, Taylor et al. describe the extension of vitrification to complex tissues.)

Finally, although I have tried to extract the commonality of cryobiological events, there are a

number of specific cell types that present specific challenges and problems both to cryopreservation

and to understanding. In some cases, such as insect and fish eggs and to a certain extent mammalian

oocytes, the problem is poor permeability to water and cryoprotective solutes. Successful cryo-

preservation demands high permeability to both. In some cases, most notably mammalian sperm,

the experimental responses to freezing variables are not always in accord with those inferred from

physical–chemical analysis. Presumably, the same laws of physics apply to sperm as to other cells,

so that the discrepancies must be caused by unidentified cell biological factors or by the use of

incorrect parameters in the models. In some cases, difficulties in cryopreservation may stem from

the complex concatenation of conflicting variables. Thus, cooling rates that are low enough to avoid

IIF may be so slow as to induce damage from solution effects or chilling. The use of higher CPA

concentrations to minimize solution effects may introduce toxicity or exacerbate osmotic damage.

Toxicity may be reduced at lower temperatures, but lower temperatures slow the permeation and

further exacerbate osmotic damage. Damage from external ice can be prevented by vitrification,

but the induction of the vitrified state requires high CPA concentrations that exacerbate both toxicity

and osmotic problems. These incompatibilities may not be challenges to our understanding, but in

some cases they remain challenges to achieving successful cryopreservation.
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2.1 INTRODUCTION


When liquid water is cooled, a temperature is reached at which the solid phase, ice, becomes stable.

That is to say that an ice crystal, when added to the cold water, will not melt. If the liquid is below

that fusion temperature, the ice crystal will, in fact, grow; water molecules will leave the jostling,

random walk of the liquid phase and join the fixed lattice of the ice crystal. When the pure liquid

is cooled below the fusion temperature without any external ice being added, however, the solid

phase does not necessarily appear. There is a temperature range in which the liquid is metastable;

the presence of a seed crystal (or other nucleating enhancement) is required to initiate the phase

transition. In this region there are clusters of water molecules joining together to form networks

that extend the correlation length between water molecules beyond the scale of a few molecules.

As these networks grow, the number of possible paths for continued growth increases exponentially,

0-415-24700-4/04/$0.00+$1.50
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but the correlation length also decays exponentially because of collisions that break the network.

Only the latter phenomenon is dependent on temperature, so there is a critical temperature at which

the multiplicity of growth paths can overwhelm the collision-based fractures. Below this temperature

a nucleation event can occur whereby the length scale of a particular network exceeds the length

scale of the destructive collisions that break these extended clusters. The growing network becomes

an ice crystal.

All living organisms primarily consist of water, so their response to freezing is necessarily

dramatic. Though humans suffer profound injury when any part of their body freezes, we see an

enormous number of organisms that can withstand the harshest winter climate, and therefore we

know that life can withstand these conditions. Our investigation of this phenomenon is not merely

out of curiosity, either, as there is an enormous practical benefit to being able to store living tissues at low temperatures. Life exists far from equilibrium and will therefore decay quickly without an

expensive energy throughput to maintain itself. A steady state that avoids decay can be established,

with respect to the timescale that is important for living organisms, by lowering the temperature.

The clocks that determine the timescale for life are biochemical reactions, and the rate at which

these reactions proceed is controlled by an energy barrier. Though the energy balance favors the

forward reaction, the reactants must overcome an intermediate energy barrier before the reaction

proceeds. The simplest way to slow the rate with which these reactions occur, and thereby slow

biological time, is to lower the free energy of the reactants by lowering the temperature. Indeed,

it would be as easy as that were it not for the troublesome tendency of water to form ice when it

is cooled. We will look at some of the problems that biological systems encounter that are caused

by the water to ice transition. The topic is far too broad to cover in this chapter, and thus we will

concentrate on our own investigations that have centered around the direct observation of the

freezing process under a microscope, giving only a brief background to set this work in context

and to introduce the conceptual tools that have been used to design experiments.


2.2 WATER TO ICE



2.2.1 AQUEOUS SOLUTIONS


Solution thermodynamics describes a variety of processes that occur when a cell suspension is

subjected to lowering temperatures. Chemical potential is the thermodynamic property of a solution

that governs many of these processes. The chemical potential of a solution is, in general, a function

of pressure, temperature, and concentration. If a solution is assumed to be thermodynamically ideal

and dilute, then the chemical potential at a given temperature and pressure depends only on the

concentration of solute, not on the type of solute. For many biologically relevant solutions, however,

both the concentration and types of solutes are important.

At equilibrium, the chemical potential of ice is equal to the chemical potential of the solution

with which the ice is in contact. This gives us an equation for the freezing point as a function of

solution concentration (freezing point depression). For an ideal, dilute solution the freezing point

depression is given by

 RT2 

∆T

m

=

X

(2.1)

 ∆H

B

fus 



where ∆ T
 is the freezing point depression, T
 is the melting point of the pure solvent, ∆ H
 is the m

fus

enthalpy of fusion of the solvent, and X
 is the mole fraction of the solute. For a solution that is B

not ideal and dilute, the relationship between equilibrium temperature and mole fraction will not

be linear. As an aqueous solution is cooled, ice will begin to form when the extracellular solution

reaches its freezing point (if a nucleation event occurs). As ice forms, the pure crystal excludes
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FIGURE 2.1
 The liquidus curve for the NaCl–water phase diagram is shown. The arrows indicate starting concentrations of isotonic (0.3 M
 ) and 3× isotonic (0.9 M
 ). If the temperature of these solutions is dropped, starting at room temperature, the composition of the solution remains the same until the liquidus curve is reached. Any further lowering of the temperature will follow this curve until the eutectic is reached at –21.2°C.

solutes that concentrate in the residual liquid, further lowering the freezing point. The dotted line

in Figure 2.1 shows the path of a simple physiological solution (0.15 M
 NaCl) during cooling and

warming. Starting at a temperature above freezing, the solution concentration remains constant as

the temperature is lowered. Freezing can occur when the sample temperature goes below the melting

point of the solution (–0.55°C). As the temperature is further lowered, more ice is formed and the

concentration of NaCl in the liquid phase increases. In the presence of ice, the phase diagram in

Figure 2.1 shows that the composition of the liquid phase is dependent only on temperature, not

on the concentration in the initial sample. Ice continues to form with decreasing temperature until

the sample reaches the eutectic point at which the entire system solidifies and there is no further

change in composition. During warming, the sample retraces the path, diluting the liquid phase as

ice melts. The unfrozen solution in this sample would therefore develop highly concentrated

solutions (up to 9 M
 ) at subzero temperatures. The nonlinear curve shown in Figure 2.1 indicates

that a sodium chloride solution cooled to its eutectic cannot be considered ideal and dilute.


2.2.2 OSMOTIC RESPONSE OF CELLS


At equilibrium, the chemical potential of the intracellular solution is equal to the chemical potential

of the extracellular solution. Because the cell membrane is effectively semipermeable (impermeant

to many of the solutes that determine the chemical potential but permeant to water and some added

cryoprotectants), water will move in or out of the cell in response to changes in solution concen-

tration outside the cell. With freezing, the extracellular solution becomes more concentrated and

water therefore leaves the cell until the gradient in chemical potential is neutralized, establishing

“osmotic” equilibrium across the plasma membrane. This new equilibrium results from the con-

centration of the intracellular solutes. The equilibrium cell volume, V
 , is a function of the extracellular solute concentration and has been traditionally given by the Boyle–van’t Hoff equation:

1

V

0

= π (V − b) + b , (2.2)

e

o

π e
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FIGURE 2.2
 The Boyle–van’t Hoff plot for cell volumes as a function of inverse osmolality. The graph uses an osmotically inactive fraction of 0.41, a value reported for bovine chondrocytes (From McGann et al., 1988.

With permission.).

where π is the osmolality of the extracellular solution, b
 is the osmotically inactive volume of the e

cell and V
 and π 0 are the cell volume and the extracellular osmolality, respectively, for the isotonic o

e

condition. Note that the Boyle–van’t Hoff equation is derived by assuming that the cell contents

form a thermodynamically ideal, dilute solution; it is not valid for solutions that are not ideal and

dilute. In addition, osmolality in the equation should not be replaced by osmotic pressure if the

equation is to be used at a variety of temperatures. The Boyle–van’t Hoff plot in Figure 2.2 shows

the relative cell volume as a function of inverse osmolality. Extrapolation of this line to infinite

osmolality (to zero on the abscissa) has been used to estimate the osmotically inactive fraction of

the cell volume. If the cell contents were ideal, dilute solutions, the value of this parameter would

represent the proportion of the total cell volume that does not participate in osmotic activity. In

real cells, the solutions are not ideal and thus the physical interpretation may be misleading.

When cells are exposed to an increased concentration of an effectively impermeant solute, as

occurs when ice forms in a physiological solution, the cell will shrink to a volume defined by the

Boyle–van’t Hoff plot in Figure 2.2. At the temperatures at which ice forms, the cells do not have

the metabolic capacity to alter their intracellular osmotic environment, and thus the cells are

essentially ideal osmometers.

The rate of movement of water across a membrane is limited by the permeability properties

of the membrane. If there is a chemical potential gradient across the membrane, the rate of change

of cell volume will be determined by this gradient and by the permeability of the membrane. Figure

2.3 shows the cell volume as a function of time after exposure to, and dilution from, a solution

containing an impermeant solute. The rate at which the cell loses water is a function of the magnitude

of the osmotic gradient and the permeability of the plasma membrane (the area of the membrane

and its conductivity to water) and is given by:


dVW
 = L ART
 (π −π , (2.3)

)


dt



p



i



e


where V
 is the water volume of the cell, t
 is time, L
 is the hydraulic conductivity, A
 is the membrane W



p


surface area, R
 is the gas constant, T
 is the absolute temperature, and π is the intracellular osmolality.


i
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FIGURE 2.3
 Cell volume changes caused by water movement are shown for hamster fibroblast cells placed into a 3× isotonic salt solution and then returned to isotonic. The dashed line shows the response at 22°C, and the solid line is at 0°C.

Water movement through the membrane occurs through aqueous pores created by hollow protein

cylinders that are embedded in the membrane as well as directly by diffusion through the lipid

bilayer (Finkelstein, 1987). There are a variety of water transport pores, known as aquaporins, and

the type and quantity of these pores in a given cell type can significantly alter the water permeability

(Verkman et al., 1996). Even in cells with aquaporins, though, water will continue to move through

the bilayer by a solubility/diffusion mechanism; this permeability will be determined by the lipid

composition of the bilayer. In both of these cases permeability will be temperature dependent

because of the temperature dependence of water self-diffusion, for both aquaporins and solubil-

ity/diffusion, and because of the fluidity of the bilayer lipids in the case of solubility/diffusion

(Elmoazzen et al., 2002). Because both processes are caused by diffusion of water, the rate will

be proportional to the osmotic gradient across the plasma membrane (but limited by the permeability

of the membrane, a property that is different for each cell type). The temperature dependence of

the kinetics of water loss is demonstrated in Figure 2.3 by the different curves at 22° and 0°C,

though the equilibrium volume depends solely on the solution osmolality. The difference between

the two temperatures arises from the explicit temperature dependence of Equation 2.3 and the

temperature dependence of L
 (described by an Arrhenius relation). On dilution back to isotonic


p


conditions, the cell volume simply returns to its isotonic value according to the same equation.

In the presence of a permeant solute (such as Me SO, glycerol, propylene glycol, or many other

2

cryoprotectants) there is both water and solute movement, and there may be an interaction between

these fluxes in the membrane. In a situation in which there is an osmolality difference caused by

a solute that cannot permeate the membrane as well as a solute that can permeate the membrane,

we need to account for the flow of this penetrating solute as well. The equations to describe such

coupled transport have been derived from nonequilibrium thermodynamics by Kedem and Katch-

alsky (1958). We will introduce a simplified form of the K-K equations given by Johnson and

Wilson (1967) so that the interested reader can reproduce the simulations described elsewhere in

the chapter.

Johnson and Wilson wrote the water flux equation in terms of both solutes as


dVW
 = L ART I



I


σ S



S


, (2.4)

[ [( ] −[ ] )+ [( ] −[ ] )]


dt



p



i



e



i



e


where [ I
 ] is the intracellular concentration of impermeant solute and [ I
 ] is the extracellular concen-i

e

tration of impermeant solute, [ S
 ] is the concentration of permeant solute inside the cell, and [ S
 ] is the i

e
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FIGURE 2.4
 Cell volume changes caused by water and solute movement are shown for hamster fibroblast cells placed into a 1 M
 Me SO solution and then diluted out to isotonic at 22°C.

2

concentration outside the cell (all concentrations are expressed as osmolalities). The reflection coeffi-

cient, σ (on the interval 0–1), was introduced to account for the interaction of solute and solvent.

Johnson and Wilson gave the solute flux equation as


dS



dV



P A S



S


1 σ [ S



W


=

]

, (2.5)

[( ] −[ ] )+( − )


dt



s



e



i



dt


where S
 is the number of moles of permeant solute, P
 is the solute permeability of the membrane, s


and [ S
 is the a

]

verage concentration of permeant solute within the membrane:

[ S
 ] + [ S
 ]

[ S
 ]


e



i


=

.

(2.6)

2

Because there are a number of assumptions made in using Equation 2.5, it should be recognized

that P
 will, in general, be a function of permeant solute concentration; the importance of this s


concentration dependence needs to be checked for particular circumstances.

These two Equations (2.4 and 2.5) are often referred to as the coupled transport equations and

can be used to describe the osmotic behavior of a cell with a permeant cryoprotectant present. They

are based on the more general coupled transport equations derived from nonequilibrium thermo-

dynamics (Kedem and Katchalsky, 1958).

The advantage of the thermodynamic approach is that the parameters, L
 , P
 , and σ, are not p



s


tied to a physical model of membrane transport. For cryobiology, in which extrapolation of osmotic

behavior is the dominant concern, rather than membrane biophysics, it is preferable to use the most

general formalism. In addition, there are some inconsistencies in the model involving the definition

of σ. Thus the physical interpretation of the parameters used in the above model, although peda-

gogically helpful, should be used with caution unless careful experiments are performed to distin-

guish physical mechanisms. The interested reader is directed to the review by Kleinhans (1998),

in which these issues are discussed, and a two-parameter formalism (i.e., without σ) is reintroduced

that may be sufficient for the demands of cryobiological osmotic modeling.

Figure 2.4 shows the typical transient volume changes that will occur in a cell during addition

and dilution of a permeant cryoprotectant. The magnitude and duration of the transient volume

excursions are dependent on the osmotic properties of the cells, on the concentrations of solutes,

and on the temperature. Not only may these transients exceed tolerable limits of cell volume and

cell surface increments, particularly during dilution but they also expose cells to high osmotic
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FIGURE 2.5
 Cell volume changes during cryoprotectant removal. (a) Cells are initially equilibrated in a 1


M
 Me SO solution, then transferred into 0.5 M
 Me SO at 120 sec and later into 0 M
 Me SO at 240 sec. The 2

2

2

dashed line shows the volume change if the cells are placed directly into a 0 M
 Me SO solution at 120 sec.

2

(b) Cryoprotectant removal in a sucrose solution. Initially the cells are in equilibrium in a 1 M
 Me SO solution 2

and are placed into a solution with 1 M
 sucrose and 1 M
 Me SO. At 26 sec, the cells are placed into a solution 2

with 1 M
 sucrose and no Me SO. At 52 sec, the cells are placed into an isotonic solution with neither sucrose 2

nor Me SO.

2

gradients across the membrane and high water flux through the membrane, which may also be

damaging (Muldrew and McGann, 1990). Strategies to reduce osmotic stresses during removal of

cryoprotectants include stepwise dilution and sucrose dilution. In stepwise dilution, the concentra-

tion of permeant solute is progressively reduced, allowing enough time between steps for the cell

to return to an equilibrium volume to avoid exceeding the osmotic tolerance of the cells. Figure

2.5a compares the dilution of a 1 M
 Me SO solution in a single step vs. two steps; the maximum

2

cell volume is substantially lower in the two-step removal. Alternatively, a sucrose dilution (Figure

2.5b) is often used for rapid removal of the cryoprotectant (important if the cryoprotectant exhibits

some toxicity) while remaining within the osmotic tolerance of the cells. Sucrose, an impermeant

solute, is added to the suspending solution to counteract the water influx that occurs during removal

of the permeant solutes from the extracellular solution. The presence of the impermeant solute in

the extracellular solution maintains volume excursions and osmotic stresses within tolerable limits
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during efflux of the permeant solute from the cells. The impermeant solute is then removed in a

subsequent single step and the cell returns to its isotonic volume.


2.2.3 MEASUREMENT OF OSMOTIC RESPONSES


Determination of osmotic properties requires measurement of the equilibrium and nonequilibrium

changes in cell volume as a function of the osmolality of the suspending solution. Fitting experi-

mental data to theoretical predictions yields estimates of osmotic permeability coefficients of the

plasma membrane to water and various solutes. Since the early 1950s there have been a number

of mathematical models developed that allow researchers to determine the osmotic parameters of

many cell types (Davson and Danielli, 1952; Kedem and Katchalsky, 1958; Johnson and Wilson,

1967; Kleinhans, 1998; Mazur, 1963a). The classic approach has been to apply the methods of

Kedem and Katchalsky (1958) who followed Staverman (1948) and Kirkwood (1954) in their use

of irreversible thermodynamics. This approach to determine the osmotic parameters of biological

membranes has since been revised and applied to the conditions occurring during cryopreservation

(Kleinhans, 1998; Mazur, 1963a).

Over the last 50 years there have been a number of techniques developed to measure changes

in cell volume that occur during exposure to hypo- and hypertonic solutions. These techniques

include stopped-flow spectrophotometers (Boroske et al., 1981; Terwilliger and Solomon, 1981),

diffusion and perfusion chambers (McGrath, 1985; Walcerz and Diller, 1991; Woods et al., 1997),

and electronic particle counters (Armitage and Juss, 1996; Gilmore et al., 1998; McGann et al.,

1982). The spectrophotometric method was developed exclusively for the determination of red

blood cell volumes during exposure to hypo- and hypertonic solutions. The linear relationship

between the volume of a cell and the intensity of light scattered by the cell suspension is used as

a basis for monitoring cell volume. Although this technique was widely used, there were a number

of inherent problems that limited its widespread application. The indirect nature of the measurement

of the average cell sizes coupled with the requirement for large sample volumes and the considerable

shear stresses produced during the procedure adversely affected the use of stopped-flow spectro-

photometers. Microscopic diffusion chambers proved to be much more versatile for the determi-

nation of cell volume changes.

Diffusion chambers have been widely used for the measurement of cell volume changes since

the early 1940s. Many innovative designs have been documented that allow cell suspensions to be

viewed using a standard light microscope while the extracellular media is rapidly changed (Aggar-

wal et al., 1984; Gao et al., 1996; McGrath, 1985; Walcerz and Diller, 1991; Woods et al., 1997).

Changes in the physical dimensions of individual cells (typically cross-sectional area) are used to

calculate the change in cell volume. By observing and measuring this response, calculations can

be made to determine cellular osmotic parameters and critical osmotic limits, though the technique

cannot be used to measure solute permeabilities.

Electronic particle counters have also been used to determine cell membrane permeability

characteristics (Acker et al., 1999b; Armitage and Juss, 1996; Buckhold et al., 1965; Gao et al.,

1998; Gilmore et al., 1998). On the basis of the principle developed by Coulter, cells traversing an

aperture in an electronic particle counter displace a volume of conducting fluid proportional to the

volume of the cell (Adams et al., 1967; Gregg and Steidley, 1965; Hurley, 1970; Kubitschek, 1958).

This displacement results in an electronic pulse that allows for the determination of cell concen-

tration (pulse count) and cell volume (pulse height). Interfacing an electronic particle counter with

a computer allows one to track the sequence of pulses and to perform detailed studies on the

dynamic osmotic response (McGann et al., 1982). Electronic particle counters provide a rapid,

reproducible means to collect the equilibrium and kinetic cell volume data needed to perform

osmotic modeling and to extract cell membrane permeability parameters. Although diffusion cham-

bers and electronic particle counters have inherent advantages and disadvantages, both techniques

are useful in studies on the osmotic response of cells (Acker et al., 1999b).
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2.2.4 CELLULAR OSMOTIC BEHAVIOR AT LOW TEMPERATURES


During cooling of cells in the presence of ice, there are two kinetic processes—the growth of ice

and the loss of water from the cell both occur with characteristic rates. These are the primary

determinants of osmotic responses during freezing for isolated cells in bulk solution. The rate at

which cells lose water during freezing is strongly dependent on the particular cooling profile. If

cooling proceeds at a constant rate, then a slow cooling rate will allow the cell to remain close to

osmotic equilibrium by losing water at the same rate that water is being lost from the extracellular

solution (to form ice). A rapid cooling rate will result in water being converted to ice in the

extracellular solution at a faster rate than the cell can lose water (because of the permeability

barrier); thus the osmolality gradient across the plasma membrane continues to increase as cooling

proceeds.

The differing osmotic responses at different cooling rates can be simulated using the cell

permeability model. In bulk samples, the rate of freezing must be considered because the latent

heat of fusion is often liberated faster than the cooling apparatus can remove the heat. This is

mainly a problem at the time of nucleation after supercooling below the freezing point, when the

majority of the water turns to ice. For our simulation, we will assume that the latent heat is

completely removed and thus the composition of the extracellular solution is given by the phase

diagram. At low rates of cooling, the cells are able to lose water through the membrane fast enough

to maintain chemical equilibrium across the cell membrane; therefore, they become progressively

dehydrated during exposure to solutions of increasing concentrations as the temperature is lowered

(Mazur, 1963a); an example is shown in Figure 2.6a. At higher rates of cooling, the rate of ice

growth is faster than cellular water loss, and the cytoplasm becomes increasingly supercooled. The

amount of supercooling is defined as the difference in temperature between the melting point of a

solution and its actual temperature. The probability of nucleation in a solution increases as the

amount of supercooling increases. Figure 2.6b shows the amount of supercooling in cells as a

function of temperature during cooling at different rates. Increasing the cooling rate increases the

amount of supercooling, which correlates with an increase in the likelihood of intracellular freezing.

Cellular osmotic responses have significant consequences for the survival of cells following a

freeze–thaw cycle. Cells are damaged at rapid and at slow cooling rates, so an optimal cooling rate

exists between these two in which cell survival is maximal (Mazur, 1984). Because “rapid” and

“slow” cooling are relative terms, related to the water permeability of a given cell type, it is clear

that the optimal cooling rate will also be specific to a given cell type. The current understanding

of the cellular response to freezing is that there are two competing mechanisms of injury; one that

occurs during slow cooling but that can be avoided by increasing the cooling rate, and another that

occurs during rapid cooling but that can be avoided by decreasing the cooling rate (Mazur et al.,

1972). Slow-cooling injury has been shown to accumulate with exposure to high concentrations of

solutes (though it manifests itself on dilution to isotonic; Lovelock, 1953b) and is often referred

to as “solution-effects” injury, whereas rapid cooling injury is associated with the formation of

intracellular ice.

That rapid cooling injury should be intimately related to the water permeability of a particular

cell type follows from the fact that the cytoplasm has to be supercooled before intracellular ice can

form. That solution-effects injury should also be related to a cell’s water permeability may be

related to the temperature at which a cell is exposed to concentrated solutes; the reduced rate of

injury at low temperatures may prevent any accumulation of damage from occurring. Although this

explanation provides an understanding of why solution-effects injury would not occur at rapid

cooling rates, it does not explain the curious relationship between the cooling rates at which this

injury declines and the water permeability of the cell. Indeed, over several orders of magnitude of

water permeabilities, the optimal cooling rate for a particular cell is directly related to the cell’s

water permeability (Mazur, 1984). If the two types of injury were truly independent, then we would

expect to see some cells with a broad plateau at the optimum, whereas other cells would show
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FIGURE 2.6
 (a) Cell volume changes are shown for various constant cooling rates. (b) Supercooling of the cytoplasm is shown for the same cooling rates (note that the timescale is changed for clarity).

Solution affects injury

Intracellular ice formation

Cell survival

Optimal cooling rate

Slow

Rapid

Cooling Rate


FIGURE 2.7
 Overlapping injury mechanisms that occur at slow cooling rates (solution effects injury) and at rapid cooling rates (intracellular ice formation) are shown with the resulting cell survival vs. cooling rate curve.

overlapping injuries with no survival at any cooling rate. Instead we always see an optimal cooling

rate that falls away sharply on both sides (Figure 2.7). Thus, both rapid- and slow-cooling injury

appear to be related to the presence of an osmotic pressure gradient across the plasma membrane,
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although other factors such as temperature are clearly important. Nevertheless, this indicates that

a reduction in the osmotic pressure gradient should result in less injury at any given cooling rate.


2.2.5 TWO-STEP AND NONLINEAR PROTOCOLS


During cryopreservation, an optimal cooling rate is normally selected to avoid intracellular ice

formation while minimizing the deleterious effects of concentrated solutes. Constant cooling and

warming rates are therefore often mistakenly considered as fundamental variables in cryobiology.

An alternate strategy to minimize damage is the “two-step method” for cooling (Farrant et al.,

1977; McGann and Farrant, 1976a, 1976b), in which samples are cooled rapidly to a constant

subzero temperature and held at that temperature to allow sufficient osmotic water efflux to avoid

intracellular freezing on the subsequent rapid cooling to a low storage temperature (–196°C). This

approach allows adequate osmotic dehydration at an intermediate temperature (Farrant et al., 1977),

which reduces the probability of intracellular nucleation. A subsequent rapid cooling step then

minimizes damage caused by exposure to the concentrated solutes at lower temperatures.


2.3 CRYOPROTECTIVE ADDITIVES


Many chemicals have now been identified as having a cryoprotective action; by adding these

cryoprotective additives (CPAs) to a cell suspension, the survival following freezing and thawing

can be substantially increased. CPAs are broadly classed as penetrating (for chemicals that will

diffuse through the plasma membrane and equilibrate in the cytoplasm) and nonpenetrating (chem-

icals that do not enter the cytoplasm). Penetrating CPAs are small, nonionic molecules that have a

high solubility in water at low temperatures and low cellular toxicity. Their activity can be under-

stood by their effect on the freezing point. Most important, the presence of penetrating CPAs lowers

the concentration of the salts that are normally found in physiological solutions for a given

temperature (below the freezing point, when ice formation causes the concentration of these salts).

They do this by lowering the amount of ice present for a given temperature (Figure 2.8a) as well

as by acting as a secondary solvent for salt (Pegg, 1984). Thus, a cell that is being frozen in a

simple saline solution will see a higher sodium chloride concentration at –10 °C than will the same

cell in a saline solution with 1 M
 dimethyl sulfoxide at the same temperature (Figure 2.8b). By

lowering the temperature at which the cell is exposed to the increased extracellular solute concen-

tration, the magnitude of injury, and the kinetics at which damage accumulates, is reduced. Pene-

trating CPAs are able to greatly mitigate slow-cooling injury but provide little protection against

rapid-cooling injury.

Nonpenetrating CPAs are generally long-chain polymers that are soluble in water and that have

large osmotic coefficients (they increase the osmolality far in excess of their molar concentration).

They are thought to act by dehydrating the cell before freezing, thereby reducing the amount of

water that the cell needs to lose to remain close to osmotic equilibrium during freezing. The

cytoplasm does not supercool to the same extent, and therefore intracellular ice becomes less likely

at a given cooling rate. These compounds provide little protection from slow-cooling injury.

The inability of nonpenetrating CPAs to provide protection against solution-effects injury seems

to indicate that the intracellular concentration of solutes is at least as important as the extracellular concentration for this type of injury. This indicates that the aforementioned relationship between

solution-effects injury and a cell’s water permeability is caused by the intracellular solute concen-

tration. During rapid cooling, the intracellular solute concentration remains low because the cell

cannot lose water fast enough to remain in equilibrium with the extracellular solution. This delays

the effects of having a highly concentrated intracellular solution to lower temperatures (where it

has a less damaging effect). Thus it appears that solution-effects injury may be dependent on the

solute concentration of both the intracellular and extracellular solutions as well as on the integrated

exposure to these solutions as a function of temperature.
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FIGURE 2.8
 (a) The amount of ice formed in a simple physiological solution (0.15 M
 NaCl) containing different concentrations of Me SO. (b) The concentration of electrolyte in a simple physiological solution 2

(0.15 M
 NaCl) containing different concentrations of Me SO. (Data were calculated from Pegg et al., 1987.) 2

Studies of natural systems that survive extreme environmental stress have shown that one of

the adaptive mechanisms used is the overproduction and accumulation of sugars (Crowe and Crowe,

2000). Recent work has shown that these “natural cryoprotectants” are capable of stabilizing and

preserving the biological activity of proteins, viruses and bacteria (see Chapter 21, this volume).

High concentrations of mono- and disaccharides can act to protect biological structures during

dehydration through the formation of a stable glassy matrix (Buitink et al., 1998; Crowe et al.,

1998; Wolfe and Bryant, 1999) or through binding to sites previously stabilized by water (Crowe

et al., 1993a, 1993b; Gaber et al., 1986). In the absence of more traditional cryoprotectants (e.g.,

Me SO, glycerol), sugars have been shown to be effective protectants in mammalian cell cryo-

2

preservation (Eroglu et al., 2000). Although it has been shown that sugars need to be present on

both sides of the plasma membrane to be maximally effective (Chen et al., 2001; Eroglu et al.,

2000, 2002), the mechanisms by which these “penetrating” agents function to protect cells during

cryopreservation are relatively unknown. Further work in this area is warranted.
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2.4 MECHANISMS OF CRYOINJURY



2.4.1 SLOW-COOLING INJURY


During slow cooling, the cell is able to maintain osmotic equilibrium with the extracellular solution

through dehydration. Although osmotic equilibrium is maintained and intracellular ice is avoided,

damage can still occur. There are two basic mechanisms by which damage is thought to occur

during slow cooling: solute toxicity (Lovelock, 1953b; Mazur et al., 1972) and physical changes

to the cell induced by excessive cell shrinkage under an osmotic stress (Lovelock, 1953a; Meryman,

1970, 1974; Steponkus and Wiest, 1978). During slow cooling, the increase in concentration of the

extracellular and intracellular solutes occurs because of the formation of external ice and the

resulting efflux of water from the cells, respectively (Mazur, 1963a). Although the molecular

mechanisms by which concentrated solutes damage a cell are unknown, it is foreseeable that

alterations in the chemical equilibrium of the cell could result in numerous biophysical and

biochemical changes that could lead to cell death. One of the mechanism proposed by Lovelock

was a lyotropic effect on the plasma membrane by highly concentrated salt (Lovelock, 1953b);

little progress has been made in this area since then.

The second mechanism by which slow cooling is thought to injure cells is by the shrinkage of

the cell that results from exposure to hypertonic solutions. Work with red blood cells showed that

cells remained intact during exposure to high concentrations of solutes, but then lysed when they

were diluted back to isotonic (Lovelock, 1953a). The so-called posthypertonic lysis was thought

to be a result of salt loading caused by a limitation on the minimum size that a cell could attain

through osmotic shrinkage. Once the cell had reached its minimum volume (the membrane simply

could not collapse any further about the physical structure of the cell interior), it could no longer

lose water to maintain osmotic equilibrium. The gradient in chemical potential could only be

decreased by the movement of salt from the extracellular solution into the cytoplasm. On thawing,

the cytoplasm would have a higher than isotonic concentration of salt and would draw water in to

reach equilibrium. If the swelling-induced expansion of the cell surpassed the yield strength of the

membrane, then the cell would lyse (Zade-Oppen, 1968). Later it was shown that there was indeed

an uptake of sodium during hypertonic exposure, but there was no minimum volume that could be

surpassed osmotically; the previous result had been an artifact of the measurement technique

(Farrant and Woolgar, 1972).

A variant on the minimal volume hypothesis suggested that the osmotic pressure gradient that

developed once the minimum volume had been reached led to a mechanical stress on the cell

(caused by an induced hydrostatic pressure gradient) that caused injury (Meryman, 1974), though

it should be noted that this hypothesis requires a minimum volume below which the cell could not

shrink osmotically (something that seems not to occur). Alternatively, it has been proposed that

the surface area of the cell is reduced as a result of a loss in membrane material during slow cooling.

Shrinkage of the cell leads to membrane fusion events, triggered by the dehydration of the membrane

itself, whereby some of the plasma membrane is internalized as vesicles. This reduction in the

surface area of the plasma membrane reduces the magnitude of expansion that the cell can tolerate

during dilution to isotonic (Steponkus and Wiest, 1978).

Another, more recent hypothesis (Muldrew et al., 2000a) suggests an alternative mechanism

for salt loading during hypertonic exposure in which cytoplasmic proteins with salt bridges are

brought into solution through the interaction of dissolved ions with fixed charges on the proteins.

This sinking of ions by cytoplasmic proteins is the putative mechanism behind the experimentally

observed uptake of sodium chloride during hypertonic exposure (Farrant and Woolgar, 1972). On

thawing (or dilution to isotonic), the excess ions are released back into solution in the cytoplasm,

and the cell may swell beyond its elastic limit.


2.4.2 INTRACELLULAR ICE FORMATION


Intracellular ice formation (IIF) occurs when a cell is unable to maintain equilibrium with the external

environment. During rapid cooling, the formation of ice and the concentration of extracellular solutes
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occur too quickly for the cell to respond by exosmosis. Thus, the cytoplasm becomes increasingly

supercooled, and there is a corresponding increase in the probability of intracellular freezing.

Supercooling, however, is not the only prerequisite condition for IIF. Because the cell membrane

serves as an effective barrier to ice growth (Chambers and Hale, 1932; Luyet and Gibbs, 1937;

Mazur, 1965) and the cytoplasm contains few effective nucleators (Franks et al., 1983; Rasmussen

et al., 1975), the mechanism by which the supercooled cytoplasm becomes nucleated has been the

subject of much debate.

There is evidence to indicate that extracellular ice and the plasma membrane are involved in

the initiation of IIF. Many cells in an isotonic solution will freeze intracellularly between –5° and

–15°C (reviewed in Mazur, 1965). However, IIF will only occur under these conditions when

extracellular ice is present. Attempts to observe ice formation in a supercooled cytoplasm in the

absence of extracellular ice have so far been unsuccessful. In all cases, the cell cytoplasm reaches

temperatures very close to the homogeneous nucleation temperature before nucleation occurs

(Franks et al., 1983; Rasmussen et al., 1975). Furthermore, investigations with liposomes, mem-

branes with no intracellular components to act as nucleation centers, demonstrated IIF at temper-

atures above –10°C (Callow and McGrath, 1985).

The cell membrane has been shown to be an effective barrier to ice growth (Mazur, 1965). If

extracellular ice is an important element in the nucleation of ice in the cytoplasm, then the plasma

membrane must be involved. Work with nonacclimated and acclimated plant protoplasts has shown

that compositional alterations of the plasma membrane during cold acclimation change the condi-

tions under which IIF occurs (Dowgert, 1983; Pitt and Steponkus, 1989; Steponkus, 1984). Simi-

larly, work with hydrophilic antifreeze proteins has suggested that by promoting a closer interaction

of ice with the plasma membrane, the incidence of IIF can be affected (Ishiguro and Rubinsky,

1994; Larese et al., 1996; Mugnano et al., 1995). In fact, extracellular ice appears to grow right

through the plasma membrane when antifreeze proteins are present (Larese et al., 1996; Mugnano

et al., 1995). This may be a result of the creation by the amphipathic nature of the antifreeze

proteins of a hydrophobic surface on a growing ice crystal that allows the ice to penetrate the

hydrophobic region of the membrane.

At present, there are three dominant hypotheses that attempt to explain the mechanism by which

extracellular ice interacts with the plasma membrane to initiate intracellular ice formation. The

protein-pore theory of Mazur (1965) was motivated by the observations that supercooled cells could

freeze internally well above the homogenous nucleation temperature and that the plasma membrane

was an effective inhibitor of ice only above a certain temperature. Mazur hypothesized that external

ice could seed the supercooled cytoplasm by growing through aqueous pores in the membrane. For

this to occur, the tip radius of the growing ice crystal must approximate the radius of the pores in

the plasma membrane. The Kelvin equation relates temperature to the smallest stable radius of an

ice dendrite through the freezing-point depression because of the curvature of the tip (Acker et al.,

2001; Elliott, 2001; Mazur, 1965). For any given pore size, therefore, there is a corresponding

temperature below which ice should be able to grow through the pore. The mechanism of injury

is thought to be an enlarging of the membrane pore by the process of recrystallization during

warming (a reduction in the ratio of surface area to volume by the loss of ice from regions of high

curvature and accretion at regions of low curvature). In support of this mechanism of IIF, recent

studies have suggested that ice growth through stable proteinaceous membrane pores is responsible

for the intercellular propagation of intracellular ice that is observed in confluent monolayers (Acker

and McGann, 1998; Acker et al., 2001) and tissues (Berger and Uhrik, 1996), although as we will

discuss later, this type of intracellular ice does not necessarily correlate with membrane failure on

thawing.

Disruption of the plasma membrane has been proposed as an alternative mechanism by which

extracellular ice can nucleate the cytoplasm. Working with unfertilized eggs of the sea urchin


Hemicentrotus pulcherrimus
 , Asahina proposed in 1962 that the cause of intracellular ice formation was damage to the plasma membrane, concluding that membrane damage precedes IIF. Similarly,
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Steponkus and Dowgert (1984) were able to directly observe ruptures in the membranes of plant

protoplasts immediately before the formation of intracellular ice. They later suggested that the

disruption occurs as a result of the development of electrical transients created by charge separation

at the interface of the growing ice and the aqueous solution (Steponkus et al., 1984). Motivated by

the fact that cells can be damaged at 0°C in the absence of ice because of an osmotic pressure

gradient remarkably similar to those produced during freezing, Muldrew and McGann proposed

that membrane damage may be a result of a critical osmotic pressure gradient across the membrane

(Muldrew and McGann, 1990). They noted that the occurrence of IIF correlated with the peak

water flux across the plasma membrane and mistakenly postulated that the movement of water

could create an outward force on the membrane that could lead to rupture (Muldrew and McGann,

1994). A refined version of this hypothesis will be developed in a later section. In all variants of

this basic mechanism, there is damage to the plasma membrane before IIF, and there is a trans-

membrane ice crystal following IIF; therefore, recrystallization on warming could serve to enhance

the preexisting lesion.

Intracellular ice that results from an intracellular nucleation event has been hypothesized, where

the membrane of a cell can behave as a nucleation site for internal ice when acted on by extracellular

ice. Though the detailed mechanism by which this might occur has yet to be explored, the

thermodynamics of the process have been found to agree with experimental data. Toner initially

proposed the idea of surface-catalyzed heterogeneous nucleation in 1990 (Toner et al., 1990). The

theory attributes the formation of intracellular ice to the ability of external ice to interact with, and alter, the structure of the cell membrane. The nature of this interaction could be chemical, electrical,

mechanical, ionic, or thermal, but it appears to make the plasma membrane an effective nucleator.

The external ice can therefore induce the formation of intracellular ice without physically disrupting

the integrity of the plasma membrane (Toner et al., 1990). A second form of intracellular nucleation,

volume catalyzed IIF, was also proposed to account for IIF events that occur at low temperatures when

the cell has lost much of its cytoplasmic water (Toner et al., 1990). The mechanism by which intra-

cellular ice leads to failure of the plasma membrane on thawing is presently lacking in this model.

The three mechanisms proposed for the formation of intracellular ice each assume a different

role for the plasma membrane. In the protein-pore theory, the cell membrane is an effective inhibitor

of external ice only above the temperature at which the ice crystals are too large a size to propagate

through permanent transmembrane pores. The membrane failure hypothesis requires that the integ-

rity of the membrane be disrupted and postulates that cell damage precedes the initiation of IIF.

Finally, the surface-catalyzed nucleation theory suggests that the barrier properties of the cell

membrane do not have to be compromised for the initiation of internal ice. Although each of these

theories proposes an alternative means by which ice can enter the cell, each one supports the

assertion that it is the extracellular ice interacting with the plasma membrane that is responsible

for the formation of intracellular ice.

Although the mechanism of IIF is still controversial, the ability to predict the probability of

IIF for a given freezing protocol has been attained using phenomenological curve fitting techniques.

This use of mathematical models that can predict the occurrence of IIF has been motivated by the

potential utility of these models in the design of cryopreservation protocols and their ability to

further the investigation of the mechanisms of IIF. Numerous phenomenological models (Mazur,

1984; Pitt and Steponkus, 1989; Pitt et al., 1991, 1992) have been developed that use statistics and

an understanding of the conditions surrounding the cell just before freezing to predict the likelihood

of intracellular freezing. Mechanistic hypotheses have also been developed into mathematical

models by fitting parameters to IIF data rather than determining their values from more fundamental

principles (Muldrew and McGann, 1994; Toner et al., 1990). These two approaches, phenomeno-

logical and mechanistic, although fundamentally different in design, have been shown to give

relatively similar end results (Karlsson et al., 1993). Each model is able to predict with some degree

of certainty the degree of intracellular ice formation in a cellular system under well-defined

conditions.
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2.5 INVESTIGATION OF THE MECHANISMS OF CRYOINJURY



2.5.1 INTRODUCTION


The nature of cellular injury caused by freezing and thawing is undoubtedly complex. Many of the

investigations aimed at understanding this injury can be said to fall into the study of first-order

mechanisms of injury. This type of injury refers to the catastrophic events that lead to cell death.

It is highly likely that there are second-order effects that occur in cells that represent sublethal

injury (i.e., the cell is able to repair the damage once metabolism is restored). These second-order

effects may be quite independent of the first-order effects that have been studied thus far, adding

multiple injuries to the “two factors” that are normally considered. Indeed, the possibility of

overlapping modes of first-order damage is also a reasonable proposition. The common behavior

of the wide variety of cell types and experimental arrangements might only reflect a common

proximal cause (e.g., an osmotic pressure gradient), whereas independent molecular mechanisms

could be the detailed causes leading to a common endpoint (e.g., cell lysis). Nevertheless, it is

important to identify the primary modes of injury before studying the secondary modes because

we need to understand this injury before we can properly run controlled experiments in which we

separate out the overlapping effects.

Our own program of investigation into the mechanisms of cryoinjury has exploited two fun-

damental tools to feed the processes of building theories, generating hypotheses, experimentally

testing the hypotheses, and then returning full circle and refining the theories. We are still going

around this loop; certainly we are ahead of where we started, but still with many interesting questions

and uncertainties remaining. This section will attempt to give an overview of our current thinking

along with some of the developmental work that led us to this position. Our primary conceptual

tool in this progression has been the mathematical modeling of the osmotic responses of cells. By

simulating cellular responses on a computer, we can visualize our idealized model of what the cells

are experiencing during freezing and thawing under arbitrary conditions. This tool has allowed us

to refine vague notions about how cells might be injured into precise hypotheses that can be tested.

Our primary experimental tool has been the cryomicroscope. The computer-controlled cryostage

allows an incredibly diverse range of thermal protocols to be generated, and it allows direct visual

observation of the cells during the process. Individual cells can be followed during freezing and

thawing, and after, allowing direct testing of various cellular parameters. Through the use of these

two tools we are beginning to develop a theoretical understanding of first-order cryoinjury, and we

have collected a substantial body of experimental work that puts limits on what alternative theories

will have to account for. The following descriptions will largely focus on our own developments,

leaving different perspectives to be advanced in other chapters.


2.5.2 OSMOTIC PORATION AND INTRACELLULAR ICE FORMATION


Hydrophilic pores have been postulated to form spontaneously in the lipid bilayer through thermal

fluctuations (Bordi et al., 1998; Glaser et al., 1988; Paula et al., 1996). These pores are small, short

lived, and widely spaced, though they are stable enough to substantially raise the permeability of

cell membranes to small ions (Bordi et al., 1998; Paula et al., 1996). In fact, the permeability of

cell membranes to ions (e.g., sodium) that is predicted from considering the transport of ions in

the absence of pores is at least three orders of magnitude lower than the measured value (Paula et

al., 1996). If the membrane is subjected to a high potential difference, then these thermal pores

can expand through a process of reversible electric breakdown to become relatively stable (Abidor

et al., 1979; Glaser et al., 1988). Similarly, the presence of thermal pores during periods of large

osmotic water flux will allow the water molecules to preferentially pass through the pore. These

water molecules will have collisions with the edge of the pore that tend to enlarge the pore, allowing

more water to flow through it if the driving force is sufficient. This positive feedback loop will

proceed as long as there is a local osmotic pressure gradient to drive water movement. A corollary
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of this hypothesis is that cells that are subject to high osmotic stresses would require dedicated

water channels (such as aquaporins) to avoid the potential injury of osmotic poration. This corollary

is supported by the high concentration of aquaporins in red blood cells, the cells of the renal

collecting ducts, and other cells that are subject to osmotic stresses (Verkman et al., 1996).

Data from osmotic pulse experiments (a technique for loading impermeable solutes into a cell)

seem to indicate that osmotic stresses can, in fact, lead to the presence of reasonably long-lived

aqueous pores in the membrane (Franco et al., 1986). We have pursued the hypothesis that pores

generated by osmotic stresses are responsible for intracellular ice formation during rapid cooling

and its concomitant injury. Simply put, the pores form spontaneously because of thermal fluctuations

and are then expanded by the interaction of water with the edge of the pore during periods of high

osmotically driven water movement. The pore will collapse once the water flux diminishes, but if

it opens wide enough when extracellular ice is present (i.e., during freezing), then the supercooled

cytoplasm can be seeded by ice growth through the pore. The minimum size of pore that will lead

to IIF is given by the relationship between the minimum radius of an ice crystal and the temperature

(given by the Kelvin equation; Elliott, 2001). The formation of intracellular ice is not specifically

tied to the lysis of the cell on thawing. If the pore through which the ice crystal grows is below

the critical size that causes cellular lysis, then the pore will simply reseal when the ice melts. A

complicating factor is that ice crystals will undergo recrystallization during warming (the ratio of

surface area to volume is reduced). If the transmembrane ice crystal expands during warming, the

pore will become enlarged. Rapid warming will tend to lead to resealing (if the pore is below the

critical size), whereas slow warming will lead to cell lysis.

When isolated cells are cooled on a cryostage to a temperature just below the freezing point

and ice formation is seeded, the ice can be observed to grow around the cells confining them to

unfrozen channels between ice dendrites. Unless some insult has been imposed on the cells, it is

a universal observation that the ice never grows through the plasma membrane into the cytoplasm,

even in the absence of cryoprotective compounds. For this reason, the increased solution concen-

tration in the unfrozen channels imposes an osmotic gradient across the cell membrane and the

cell loses water until the osmotic pressure of the cytoplasm equals that of the unfrozen solution.

If pores are present in the membrane when extracellular ice is present, then their size must be

smaller than the minimum radius of curvature of an ice crystal at that temperature for the membrane

to retain this barrier property.

Because the hypothesis of osmotic poration predicts that these pores are not linked to ice

growth, except by the osmotic conditions generated by the formation of ice, we postulated that

they could be formed through osmotic stresses at temperatures above the freezing point. If large,

stable pores could be produced, then we hypothesized the cell membrane would lose its barrier

properties to ice growth just below the freezing point. To test this experimentally, we used dimethyl

sulfoxide (Me SO) to produce an osmotic gradient across the cell membrane at 0°C. Because cells

2

are relatively permeant to Me SO, the osmotic gradient developed was transient, and thus we could

2

add it in one dose for a maximal osmotic pressure gradient or in small increments to keep the

osmotic gradient low while still developing the same concentration of Me SO in the cells. The

2

Me SO was then diluted and the cells placed on a cryostage, and ice formation was seeded just

2

below the freezing point. The hypothesis was supported, as the proportion of cells that lost their

barrier properties was a function of the originally imposed osmotic pressure gradient (Table 2.1;

Muldrew and McGann, 1990).

These data gave us a powerful tool to investigate whether these pores were the cause of

intracellular ice, as we could correlate the temperature dependence of IIF and osmotic poration in

the absence of ice. If the correlation existed, then we would have additional confidence that the

same mechanism was responsible for both phenomena.

Our osmotic modeling work that had first led us to suspect that IIF was caused by excessive

osmotic pressure gradients suggested a line of inquiry using cryomicroscopy that would help to

answer this question. Cryomicroscopy would allow us to actually measure some of the physical
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TABLE 2.1



Membrane Damage Caused by the Osmotic Stress



of Rapid Addition of a Permeant Cryoprotectant at



0°C; Toxicity Effects Are Shown to be Negligible by



the Low Rate of Injury with Slow Addition
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Rapid-Addition Rupture



Slow-Addition Rupture
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47

0
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parameters that had been implicated in the literature on IIF with direct visualization of the formation

of IIF in individual cells. In addition, we could also use this data to see whether the osmotic pressure

gradients associated with IIF correlated with osmotic poration in the absence of ice.

We chose to combine the modeling of cellular responses to osmotic stresses that we had

developed with cryomicroscopic observation of IIF so that we could estimate the physico-chemical

environment during freezing and thawing. The two experimental protocols that we focused on were

based on freezing cells at constant cooling rates and holding cells at constant temperatures (sub-

freezing) while seeding ice. The convection cryostage was ideal for these experiments, as it was

possible to supercool the sample without ice forming in the extracellular compartment. For the

constant cooling experiments, ice had to be seeded just below the freezing point, and then the cells

had to be held at that temperature to bring them into osmotic equilibrium (so that our simulations

would give reasonable estimates of the conditions). For both of these experimental protocols we

used cells that were equilibrated in several different concentrations of cryoprotectant. This helped

to prevent any artifacts that might have been caused by cellular injury from exposure to the freezing

environment (the solution-effects injury), and it also gave altered conditions for the formation of

IIF so that we could look for mechanisms.

The isothermal technique showed, first of all, that IIF was not likely to be caused by electrical

transients at the ice interface, as suggested by Steponkus et al. (1984). The magnitude of charge

separation at an ice interface is proportional to the interface velocity, but when we measured this,

we found that the formation of IIF occurred at lower velocities as the concentration of cryoprotectant

was increased (Muldrew and McGann, 1990). With the buffering action of the cryoprotectant, we

expected either the opposite trend or an independence from cryoprotectant.

The comparison between the isothermal experiment and the constant cooling experiment led

us to initially discount the hypothesis, first postulated by Mazur, that extracellular ice was able to

grow through membrane-bound proteinaceous aqueous pores (Mazur, 1960, 1965, 1966). Although

this theory is very similar to the osmotic poration theory, the size of the pores is independent of

water flux (and is also very small). If the temperature and composition of the solution determine

the minimum radius of a growing ice crystal, then there should be a characteristic IIF temperature

for a given solution. When we compared the temperature associated with 50% IIF, for each solution,

between the isothermal and the constant cooling experiments, we found that this temperature was

about a factor of two lower in the constant cooling experiment in each case (Muldrew and McGann,

1990). This conclusion is being reevaluated in light of our recent work on innocuous intracellular

ice formation (see following).

This technique was unable to discount intracellular heterogeneous nucleation, as hypothesized

by Levitt (Levitt and Scarth, 1936) and others (Pitt and Steponkus, 1989; Toner et al., 1990), as

being responsible for IIF. In fact the isothermal experiment supported the hypothesis. The amount

of supercooling that correlated with IIF increased as the temperature of IIF decreased (because of
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increasing cryoprotectant concentration; Muldrew and McGann, 1990). If the likelihood of nucle-

ation gets smaller as solute is added to a solution, then we would expect the degree of supercooling

required for IIF to similarly increase.

These experiments were also consistent with the hypothesis of osmotic poration being respon-

sible for IIF. The osmotic pressure gradient that correlated with IIF decreased as the temperature

of IIF decreased (again because of increasing cryoprotectant concentration; Muldrew and McGann,

1990). This is expected because of the relationship between the critical pore size and temperature.

We were able to extrapolate the relationship between the osmotic pressure gradient and the tem-

peratures that correlated with 50% IIF to 0°C to compare them with the osmotic pressure gradient

that gave 50% osmotic poration from rapid addition of Me SO. The values matched exactly

2

(Muldrew and McGann, 1990), giving us confidence in this interpretation. We further tested the

osmotic poration hypothesis by looking for the presence of membrane pores immediately after

intracellular ice formation. By performing an isothermal experiment in which 50% of the cells

underwent IIF, then warming them to just above the freezing point (so that both intracellular and

extracellular ice would melt but no metabolic repair could occur), and then cooling to just below

the freezing point and seeding ice formation, we were able to correlate IIF with the loss of membrane

barrier properties for individual cells. We found that although 7% of cells that did not form IIF

had lost their barrier properties (perhaps because of the fact that no cryoprotectant was used), 94%

of the cells that had formed IIF were also found to have a pore in the membrane (indicating that

some resealing of osmotic pores probably occurred).

Although this evidence strongly supported osmotic poration as the mechanism by which IIF

occurred, it also weakly supported a mechanism based on intracellular nucleation. To further test

the hypothesis, we developed a physical model of how the water flux might lead to a loss of

membrane integrity. The theory that we developed was based on the frictional drag of water moving

through the membrane under an osmotic stress (through a solubility/diffusion mechanism rather

than through pores). We mistakenly generalized the frictional force to an outward pressure on the

membrane (because the membrane moves inward during water efflux, the actual hydrostatic pressure

must also be inward) and postulated that this pressure could exceed the yield strength of the

membrane (Muldrew and McGann, 1994). When we calculated the magnitude of the “pressure”

that correlated to IIF, it matched exactly the hydrostatic pressure required to rupture a lipid

membrane. This unlikely coincidence, coupled with the strong experimental support for an osmot-

ically induced membrane defect, led to our inability to see the obvious flaw.

Fortunately, the reduction of the theory to a practical implementation was carried out using

statistical arguments and phenomenological parameters and was thus not tied to the interpretation

of a water pressure. The equation describing the probability of IIF was based on a critical water

flux, which we still hypothesize as the driving force for pore expansion. Unfortunately, our error

served to divert attention from this mechanism for IIF despite the experimental support for the

general hypothesis of osmotic poration. The phenomenological equation also was found to work

very well for describing experimental data involving IIF, as we were able to use it to successfully

describe IIF in bovine chondrocytes (Muldrew and McGann, 1994). We measured the permeability

parameters for isolated chondrocytes and then performed both constant cooling and isothermal

experiments on the cryostage (with various concentrations of cryoprotectant as before). The osmotic

response of the cells for both freezing protocols was simulated, and the parameters describing IIF

were fit to the experimental data using the simulated water flux. The figures below show that the

equation was able to reasonably describe IIF under a wide variety of conditions (it should be noted

that the parameters could be adjusted to provide an almost exact fit for either the data in Figure

2.9a or the data in Figure 2.9b; the discrepancies in the fit come from using the same parameters

to simulate both experiments).

To further uncouple the effects of temperature (and hence the likelihood of forming IIF through

proteinaceous pores) from the effects of water flux, we developed an experimental method that
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FIGURE 2.9
 Intracellular ice formation is shown for hamster fibroblasts in solutions with no Me SO, 1 M


2

Me SO, and 2 M
 Me SO. (a) IIF is shown as a function of cooling rate. (b) IIF is shown as a function of 2

2

holding temperature (the cell suspension is supercooled at the holding temperature and then ice formation is initiated while holding the sample at a constant temperature). The solid lines represent the predictions of the osmotic rupture equation using a single set of parameters for the cell type.

would introduce a lag between the lowest temperature reached and the peak water flux. Even though

this would not separate the relative magnitudes of these peak values, by separating them temporally

we hoped to be able to correlate IIF with one or the other. The technique relied on cycling the

temperature of the cryostage sinusoidally such that the cells would be alternately subjected to

hypertonic and “hypotonic” conditions (relative to the instantaneous state of the cytoplasm). The

temperature remained below the freezing points of the solutions, so that ice was always present,

but the amount of ice was varied so that the osmotic pressure of the unfrozen solution would vary.

Figure 2.10 shows the thermal protocol as well as the water flux and the degree of supercooling

for a given condition.

Figure 2.10 also shows that the peak water flux occurs just past 180°C into the cycle whereas

the minimum temperature occurs at 270°C. The results of the experiment showed that not only did

IIF correlate most strongly with the point in the cycle corresponding to the peak water flux, but

the magnitude of supercooling of the cytoplasm that corresponded to IIF was inordinately small

(Muldrew and McGann, 1994). Indeed, IIF was observed with as little as 2°C of supercooling—a

magnitude that would require an astonishingly efficient nucleation site for heterogeneous nucleation

to occur. Furthermore, once IIF was observed to occur in a cell, it was also observed in that cell

on all subsequent cycles, with the magnitude of water flux (or supercooling) required becoming
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FIGURE 2.10
 Water flux is shown during sinusoidal thermal cycling for hamster fibroblasts. The temperature is cycled between –0.5° and –9.5°C. Intracellular ice forms at the point in the cycle corresponding to the peak water flux as well as the peak supercooling. The dashed line shows the freezing point of the cytoplasm; thus, supercooling is given by the difference between this line and the temperature line. In this case, though maximum supercooling is only 3°C, 25% of the cells undergo IIF by the fifth cycle.

less and less with each subsequent cycle (Muldrew and McGann, 1994). In fact, there were some

instances in which the hole in the cell membrane was so enlarged by the fifth cycle that we could

actually see the ice crystal growing into the cell (the radius of the “pore” was about one-quarter

the radius of the cell).

The hypothesis that osmotic poration is the mechanism by which IIF forms remains a viable

alternative to nucleation-based theories. It also provides a mechanism of injury (unlike the nucle-

ation theories) and a rationale for avoiding that injury. The substantial base of experimental evidence

in support of osmotic poration remains as solid today as ever and should be considered on its own

rather than in the context of a previous mechanistic model that was incorrect. The broad range of

applicability (explaining poration phenomena above freezing, the type of injury associated with

IIF, and the phenomenon of IIF itself) and the very useful extension of the hypothesis toward

finding ways to achieve rapid cooling without the lethal injury associated with IIF (discussed below)

must surely be taken as strong support for continuing to investigate this phenomenon.


2.5.3 INNOCUOUS INTRACELLULAR ICE FORMATION


A long-held tenet in cryobiology is that intracellular ice is lethal to cells. Because it has been shown

that intracellular ice formation in cells in suspension occurs during rapid freezing (Chambers and

Hale, 1932; Luyet and Gibbs, 1937), and that rapid freezing causes cell death (Luyet and Gehenio,

1940; Mazur, 1966), it has been assumed that intracellular ice causes cell death (Diller et al., 1972;

Karlsson et al., 1993; Mazur, 1966, 1977, 1984; Muldrew and McGann, 1990). However, the degree

to which intracellular ice is damaging to cells and the mechanisms by which this injury occurs

have been largely speculative. The most widely held view is that IIF damage occurs as a result of

mechanical damage caused by a surface-area-to-volume redistribution of the ice crystal (Karlsson,

2001; Mazur et al., 1972; Muldrew and McGann, 1990). Recrystallization of the ice during slow

warming will manifest itself as a net increase in the size of an intracellular ice crystal. The

observation that cells could be “rescued” from intracellular ice formation as a result of rapid-

warming techniques (Fowler and Toner, 1998; Mazur et al., 1972) has provided support for this

mechanism of damage. Recrystallization, however, is not the only means by which IIF can be

lethal. Various nonmechanical mechanisms have also been proposed including solution effects and

thermal shock (Farrant and Morris, 1973), osmotic injury (Farrant et al., 1977), protein denaturation

(Levitt, 1962), and gas bubble formation (Ashwood-Smith et al., 1988; Morris and McGrath, 1981;

Steponkus and Dowgert, 1981). Although the presence of intracellular ice has been thought to result
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in irreversible damage to cells frozen rapidly, conclusive evidence to support this claim has been

difficult to obtain.

Intracellular ice may not be in itself lethal. The fact that rapidly cooled cells can survive if

rapidly warmed suggests that the intracellular ice per se
 is not damaging. Instead, the amount of ice, the size of the ice crystals (Shimada and Asahina, 1975), the location of the ice formed (Bischof

and Rubinsky, 1993; Farrant et al., 1977; Hunt, 1984), or the mechanism of formation (Acker and

McGann, 2000, 2001, 2002; Acker et al., 2001) have been identified as conditions that could lead

to cellular damage. There have been numerous studies that suggest that innocuous intracellular ice

formation is possible if the amount of ice formed can be controlled (Mazur, 1990; Rall et al., 1980).

Minimizing the size of the ice crystals formed during rapid cooling and warming to the point that

the sample remains transparent has been shown to be successful at preserving tumor cell function

(Asahina et al., 1970; Sherman, 1962). It is thought that there is a critical size of ice crystal that

the cell can tolerate before damage to internal organelles occurs. Shimada has suggested that this

critical size is 0.05 µm (Shimada and Asahina, 1975).

Historical attempts to obtain vitrified tissues using rapid freezing provide an excellent example

of the success that researchers have had in minimizing the size of intracellular ice crystals and

enhancing postthaw survival (Keeley et al., 1952; Luyet and Hodapp, 1938; Mider and Morton,

1939). Although the initial assumption was that ice formation had been prevented by rapid freezing

(Keeley et al., 1952; Mider and Morton, 1939), it was subsequently determined using x-ray

diffraction that these cells did indeed form intracellular ice but that the crystals were too small to

be resolved using light microscopic techniques (Luyet and Rapatz, 1958). Even today, there are

frequent reports of tissues being “vitrified,” using rapid-freezing techniques, with superior survival

( Day et al., 1999; de Graaf and Koster, 2001; Zieger et al., 1997). Because complete vitrification

of bulk systems using traditional freezing protocols is unlikely (Fahy et al., 1990; Meryman, 1957),

these results may be the product of “partial vitrification,” or the presence of innocuous intracellular ice.

Although it is generally accepted that intracellular ice formation inevitably results in lethal

damage to cells in suspension and single attached cells (Acker and McGann, 2000, 2002; Diller et

al., 1972; Diller, 1975; Karlsson et al., 1993; Mazur, 1966, 1977; Muldrew and McGann, 1990),

the relationship between cell damage and intracellular ice formation has proven to be difficult to

experimentally verify (Karlsson et al., 1993; Acker and McGann, 2001). It has not yet been

conclusively established whether intracellular ice formation is the cause of (Levitt, 1962; Farrant

et al., 1977; Mazur, 1966; Mazur and Koshimoto, 2002; Mazur et al., 1972) or results from

(Dowgert, 1983; Muldrew and McGann, 1994; Toner et al., 1990) damage to cellular components.

Identifying the temporal sequence of events involved in intracellular ice formation, the role of

biology in IIF, and the IIF-related sites of cell injury are critical outstanding issues in the field of

cryobiology. Over the last 15 years, we have made some progress toward understanding these issues.

There is an innate relationship between intracellular ice formation and the cell plasma membrane

(Diller et al., 1972; Karlsson et al., 1993; Mazur, 1965; Muldrew and McGann, 1990; Toner et al.,

1990, 1993). The limited permeability of the membrane to water and solutes results in cytoplasmic

supercooling during rapid cooling. Because the membrane is a barrier to ice propagation (Chambers

and Hale, 1932; Luyet and Gibbs, 1937), and there are few efficient nucleators in a cell (Franks et

al., 1983; Rasmussen et al., 1975), nucleation of ice within the supercooled cytoplasm at high

subzero temperatures is thought to involve extracellular ice. One of the consistent elements in the

study of IIF has been the observation following warming that there is significant damage to the

plasma membrane. Although it is not known whether this damage to the plasma membrane occurs

during freezing (Asahina, 1962; Muldrew and McGann, 1994; Steponkus et al., 1983) or thawing

(Mazur, 1963b, 1965; Fowler and Toner, 1998), or whether IIF is the cause of, or results from, this

damage, the fact is that damage to the plasma membrane is almost always observed after IIF

(Chambers and Hale, 1932; Dowgert, 1983; Fujikawa, 1980; Mazur, 1965, 1966, 1984; Muldrew

and McGann, 1990; Steponkus et al., 1983; Steponkus and Dowgert, 1984). Because a damaged

plasma membrane and subsequent loss of semipermeability are strong indicators of lethal injury
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FIGURE 2.11
 Cumulative incidence of intracellular ice formation of hamster fibroblasts as a function of temperature of extracellular ice nucleation for four tissue models: cells in suspension (▫); individual cells attached to glass (♦); cells in monolayers (); and cells in a spheroid (•). Lines are logistic curves fitted to the data using a least squares method. (Reprinted from Acker et al., 1999a. With permission.)

to a cell (Acker et al., 1999a; Dankberg and Persidsky, 1976; Mazur, 1965, 1966; Yang et al., 1995),

intracellular ice formation has always been correlated with cell death.

In 1997, while studying the effects of cell–cell and cell–matrix interactions on IIF, we were

able to dissociate intracellular ice formation and membrane damage. We observed that a majority

of cells in confluent monolayers that form intracellular ice at low temperatures did not display a

damaged plasma membrane following thawing (Acker and McGann, 2000). Prior work had already

shown an increased probability of intracellular ice formation in confluent monolayers and cell

spheroids (Acker and McGann, 1998; Acker et al., 1999a), which indicated that cell–cell contact

was an important mediator of IIF (Figure 2.11). By directly observing and measuring the diffusion

of a membrane impermeable fluorescent stain, ethidium bromide, into frozen cells and correlating

the results with the formation of intracellular ice and the postthaw integrity of the plasma membrane,

we were able to examine the time course of IIF-related membrane damage (Acker and McGann,

2000, 2001). We found that in monolayers, cells that form intracellular ice before any of their

nearest neighbors have a higher probability of having a disrupted cell membrane than cells that

freeze next to an already frozen cell. We now had a condition in which intracellular ice formation

could occur without damaging the cell membrane, allowing us to begin to understand the causal

relationship between IIF and membrane damage.

From this work, it became clear that IIF-related membrane damage was dependent on the

location of the frozen cell within a monolayer and that cell–cell contact was an important deter-

minant of both the incidence and kinetics of IIF and membrane damage. Using the cryomicroscope

to observe the pattern in which IIF occurred in confluent monolayers of different cell lines gave

us important information on the mechanism by which intracellular ice forms in these systems

(Figure 2.12). We found that with fibroblast monolayers, the nucleation of ice in one cell was

followed, after a brief delay, by the freezing of an adjacent cell. This resulted in well-defined

clusters of cells with intracellular ice when the monolayers were frozen at constant subzero

temperatures. This effect was amplified in epithelial monolayers in which a wave-like propagation

of intracellular ice occurred in the samples, resulting in all cells forming intracellular ice at relatively high subzero temperatures. Using a simple statistical method to test the degree of randomness of

IIF in the confluent monolayers, we were able to conclude that the formation of ice in a cell that
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FIGURE 2.12
 Pattern of intracellular ice formation in confluent cell monolayers. Photomicrographs of a hamster fibroblasts stained with the fluorescent nucleic acid stain SYTO 13 before freezing on a convection cryomicroscope. (a) Before freezing at –7°C; (b) brightfield photomicrograph of cells frozen at –7°C showing characteristic darkening of the cytoplasm; (c) fluorescent photomicrograph of frozen cell at –7°C.

is part of a monolayer increases the likelihood of intracellular freezing in adjacent cells (Acker

and McGann, 1998).

As the propagation of intracellular ice between adjacent cells in monolayers and tissue systems

had been previously documented in the literature (Asahina, 1956; Berger and Uhrik, 1996; Brown,

1980; Brown and Reuter, 1974; Chambers and Hale, 1932; Levitt, 1966; Luyet and Gibbs, 1937;

McLeester et al., 1969; Molisch, 1982; Stuckey and Curtis, 1938; Tsuruta et al., 1998), we became

interested in understanding why this phenomenon occurred and how it affected postthaw cell

viability. In 1992, while working with single strands of salivary tissue, Berger and Uhrik demon-

strated that the induction of ice between cells could be inhibited using a chemical agent that

uncoupled the cells (Berger and Uhrik, 1992, 1996). They concluded that intercellular junctions

(gap junctions) were responsible for the propagation of ice between adjacent cells. Critical to their

hypothesis was the assumption that ice could grow through small-diameter pores. To test this idea,

we examined the theoretical relationship between the equilibrium ice crystal radius and the tem-

perature of extracellular ice nucleation and compared it with experimental data on the temperature

of intercellular ice propagation (Acker et al., 2001). By examining cell lines with and without gap

junctions, we found a temperature that resulted in a significant deviation in the incidence and pattern

of IIF that we attributed to gap junction-facilitated intercellular ice propagation. This temperature

agreed (at least qualitatively) with our theoretical predictions. This work provided strong evidence

to support the concept that intracellular ice can propagate between adjacent cells via gap junctions.

This hypothesis has recently been tested and verified in a much more rigorous manner by Irimia

and Karlsson (2002), using micropatterned substrates to control cell–cell interactions.

It is important to note that nonrandom intercellular ice propagation has also been observed in

cell lines that do not form pores between cells (Acker and McGann, 1998; Acker et al., 2001; Irimia

and Karlsson, 2002,), and therefore, ice propagation via gap junctions cannot be the sole mechanism

for ice propagation between adjacent cells. Recent studies have suggested that the induction of ice

between adjacent cells can occur as a result of surface catalyzed nucleation in which ice in one

cell, using the adhesion between cells, results in the nucleation of ice in adjacent cells (Acker et

al., 1999a; Tsuruta et al., 1998). This hypothesis awaits theoretical and experimental validation.

With a better understanding of how intracellular ice formation occurs in confluent monolayers

and the role of cell–cell contact on membrane integrity, it became clear to us that intracellular ice

formation in confluent monolayers was markedly different from IIF in cell suspensions. As much

of our understanding on IIF had come from work with cell suspensions, we believed that studies
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with confluent monolayers would enhance our ability to more precisely define the relationship

between IIF and cell injury. Specifically, we were interested in testing the long-standing tenets that

intracellular ice is lethal and that intracellular ice formation should be avoided during cryopreser-

vation.

We knew that intracellular ice could propagate between adjacent cells and that the majority of

the cells that formed intracellular ice as a result of intercellular ice propagation had intact plasma

membranes. Because we now had a means to form intracellular ice in cells and thaw them without

incurring membrane damage, we could now dissociate IIF from membrane damage and focus on

the important question of whether intracellular ice is lethal. We induced all of the cells in confluent

monolayers to form intracellular ice by freezing at defined subzero temperatures. We then thawed

the cells and assessed the postthaw survival using three different indices: membrane integrity,

metabolic activity, and clonogenic function. We found that the postthaw survival of confluent

monolayers was dependent more on the presence of an intact plasma membrane than on the presence

of intracellular ice (Acker and McGann, 2002). As approximately 80% of the cells that had

intracellular ice survived freezing and thawing, this implied that the presence of ice inside cells

was not inherently lethal. Intracellular ice itself can be innocuous. It would appear from this

preliminary work that the mechanism of intracellular ice formation—the mechanism that results

in membrane damage—is the lethal event.

The most surprising results from our work on intracellular ice came when we compared cells

frozen to –40°C in 10% Me SO to those cells that formed innocuous intracellular ice. By inducing

2

intracellular ice formation in confluent monolayers in the absence of any chemical cryoprotectant,

we obtained high cell viability following freezing and thawing (Acker and McGann, 2002).

Although the recovery was not as great as that obtained using a standard cryopreservation protocol

with 10% Me SO, these data would indicate that intracellular ice is not only innocuous but can

2

have a cryoprotective effect. We followed this work with an examination of the effect of innocuous

intracellular ice on cell survival following slow cooling (Acker and McGann, 2003). We found that

the survival of confluent cell monolayers cooled to –40°C at 1°C/min was highest when the

incidence of intracellular ice was close to 100%. Together, these studies support the concept that

conditions exist where intracellular ice may confer cryoprotection, a strategy that has been over-

looked in our development of protocols for the cryopreservation of cells and tissues.

Recent work has focused on the mechanism by which innocuous intracellular ice functions to

protect cells from cryoinjury. We propose that if cryoinjury occurring during cooling results from

excessive changes in cell volume during freezing and thawing, then preventing osmotic volume

changes would protect cells from this injury. Once intracellular ice forms, there is no longer a

driving force for the efflux of water across the plasma membrane during cooling, as osmotic

equilibrium is maintained by the formation of more intracellular ice. Innocuous intracellular ice

will therefore eliminate osmotic cell shrinkage during cooling. This proposed theory is consistent

with our understanding of osmotic poration.

The concepts arising from our work clearly indicate a need to reassess our understanding of

intracellular ice formation and the role of intracellular ice in biological systems. We contend that

it is not the intracellular ice that is lethal to cells, but the mechanism of formation, and that innocuous intracellular ice is a potentially important means to protect cells from freezing injury. The dramatic

differences we have observed in the effect of intracellular ice indicates the need for a better

understanding of the differences between the low-temperature response of cells in suspension and

the constituent cells of tissues.


2.6 ICE GROWTH IN TISSUES


Although techniques for the successful cryopreservation of isolated cells have been available for

over 50 years, there has been little success in scaling these techniques to cryopreserve organized

tissues or organs. The ability to model cellular responses to freezing and thawing has certainly not
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yet delivered on its promise of facilitating the cryopreservation of tissues. This failure has led us

to question the underlying assumptions that are currently being used to develop cryopreservation

techniques. The basic method comes from consideration of the two types of cellular cryoinjury

mentioned earlier; cooling too quickly leads to intracellular freezing (and cell death), whereas

cooling too slowly leads to solution-effects injury (and cell death). The strategy is to cool as rapidly

as possible while avoiding intracellular ice so as to minimize the time of exposure to concentrated

solutes. Also, chemical cryoprotective additives are added to reduce the concentration of solutes

at a given temperature. Under this premise, one need only know the phase diagram for the

extracellular solution and the permeability parameters for a particular cell type (to predict the

cooling rates that will allow the cell to remain in osmotic equilibrium, as well as the rates that will

cause sufficient supercooling of the cytoplasm so that IIF occurs) to plan a cryopreservation

protocol. When scaling this program up to tissues, where cells are embedded in an organized three-

dimensional structure, it is assumed that the physical and chemical conditions produced by freezing

are the same as in bulk solution and that the cellular responses will also be the same.

One of the motivating factors for pursuing this line of inquiry is the curious case of articular

cartilage. Articular cartilage is the tissue that is located at the ends of the long bones, distributing

load between the bones and providing a near-frictionless surface for articulation. The transplantation

of bone is second only to blood in terms of the frequency with which it is used in modern medical

practice. Unfortunately, all attempts to store bone with articular cartilage for transplantation have

failed to keep the cartilage viable (and the body has no way to repair or regenerate this tissue).

Recent work that attempted to scale cryopreservation techniques for isolated chondrocytes (the

cells that reside in and maintain the articular cartilage) to the intact tissue met with very poor results (Muldrew et al., 1994, 1996). Follow-up work led to the hypothesis that the structure of the tissue

was affecting ice growth and thereby negating all the assumptions that went into designing the

cryopreservation protocol (Muldrew et al., 2000b, 2001a, 2001b).

Articular cartilage basically consists of an extracellular matrix with cells embedded within it.

The matrix is about 80% water but has a highly organized network of collagenous fibers that

constrain the so-called ground substance (a collection of enormous molecules with a high degree

of exposed negative charges). Whereas the fibers give the cartilage tensile strength, the ground

substance draws water into the matrix and restricts its movement in compression. Nutrients and

waste products of the cells must diffuse through the ground substance as well. The structure can

be considered as a capillary-porous network in which the water channels exist in small pores that

are connected through tortuous paths.

Figure 2.13 is a micrograph of the structure of frozen articular cartilage. The outer surface of

the cartilage is visible at the top of the image, whereas the surface on the right side was created

with a scalpel blade before freezing. The large holes inside the matrix are lacunae, where the

chondrocytes were situated. The two distinct regions visible in the figure (the dense region adjacent

to a surface and the spongy region of the interior) are caused by fundamentally different ice

morphologies in these regions (the sample was freeze-substituted; thus, vacancies in the image

show where ice crystals were). Near the surface of the tissue, ice appears to have grown into the

matrix as a single crystal, leaving the tissue without apparent disruptions. Although cartilage is a

porous medium, the pore size is on the order of 5 nm (Maroudas, 1970); therefore, we do not

expect to see any aqueous vacancies in the tissue except for the lacunae at this magnification. The

matrix of the interior region, however, is porous and open, suggesting polycrystalline ice formation

and mechanical disruption of the matrix architecture. The growth of ice in this region is of a

completely different nature from that near the surface. Since the recovery of cells exactly correlates

with these two different ice morphologies (live cells in the outer dense region and dead cells in

the spongy interior; Muldrew et al., 2000b), understanding ice growth in this tissue appears to be

crucial to understanding cryoinjury.

If this phenomenon were limited to articular cartilage, it would have an important but specialized

application to cryobiology. However, all mammalian tissues have connective tissue as part of their
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FIGURE 2.13
 Scanning electron micrograph showing a cartilage section following freeze substitution (the tissue was cooled at 1ºC/min and then freeze substituted without thawing). The top surface is the articular surface and the surface on the right is a scalpel cut that was administered before freezing. The vacant holes are chondrocyte lacunae. The spongy interior is thought to be to the result of mechanical damage to the matrix caused by ice lenses. Bar, 38 µm.

architecture (connective tissue refers to the extracellular matrix, usually collagen based; articular

cartilage is a rather specialized form where almost the entire tissue is extracellular matrix). Thus,

an understanding of ice growth in connective tissue is relevant to the whole field of medical

cryobiology. Before pursuing the specific case of articular cartilage further, we will revisit the

process of ice growth in general.

The structure of ice is such that it does not allow the inclusion of impurities, except within

defects in the crystal structure. Thus, when an ice nucleus begins to grow, any solutes that are

present in the liquid will be excluded from this growing ice front. If the rate of crystal growth is

faster than the rate at which diffusion of the particular solutes can carry them away from the ice

front, then a concentration gradient will very quickly form in the liquid that surrounds the ice

crystal. The concentrated solute in the liquid phase, just in advance of the ice front, will then lower

the freezing point of the solution (Figure 2.14). When a sufficient amount of ice has formed, then

the solution at the interface will have a freezing point equal to the temperature of the interface; at

this point, if the ice interface is planar (and stable), then continued growth will be limited by

diffusion of the solute away from the crystal. If this situation arises when the solution well away

from the ice crystal (in which the solute is not concentrated) is supercooled (at a temperature below

the melting point), then we have constitutional supercooling of the solution in this region. Eventually
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FIGURE 2.14
 Constitutional supercooling occurs in advance of the ice front because of a high concentration of excluded solutes immediately adjacent to the interface.
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FIGURE 2.15


Ice growing into supercooled solution has an unstable interface because of the advantage that

a protruding region has for shedding its latent heat into a colder region of liquid.

diffusion will ensure that the system goes to equilibrium; however, an unstable situation is created

when this occurs.

The growth of ice in bulk solution is only planar for the case when heat is removed through

the solid phase (i.e., ice is growing on the surface of a heat sink). When nucleation occurs in the

solution (such that the crystal is completely surrounded by liquid, so-called equiaxed growth), then

the interface is unstable because of the release of heat from crystallization. The heat is created at

the crystal surface and must either be shed through the crystal or through the liquid (Figure 2.15).
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FIGURE 2.16
 Growth of ice into supercooled solution proceeds as dendritic growth. The branches of ice have smaller branches growing off them in turn. Solute is encapsulated between the dendrites.

The removal of this heat occurs by conduction and can only occur through the liquid if it is

supercooled. If the latent heat of fusion is conducted away through the ice (e.g., if the crystal is in

connection with a heat sink), then the growing crystal will remain essentially smooth, as any part

of the interface that grows beyond the planar front will not be able to lose its heat as quickly as

the ice on either side of it; thus, these instabilities quickly die out. If the heat is conducted away

through the liquid, however, then there are several aspects in which crystal growth is altered. For

instance, growth occurs preferentially along the a-axis compared with growth along the c-axis: This

occurs because of the rise in temperature of the liquid surrounding the crystal. As the molecules

become more energetic, they are less likely to join a planar surface where they can only hydrogen

bond with a single neighbor. On an a-axis face, they can bond with at least two neighbors, losing

more of their kinetic energy to potential energy of bond formation. Thus, we see a symmetry about

a hexagonal disk in ice crystals growing under such circumstances.

The existence of constitutional supercooling in advance of a growing ice crystal results in an

unstable situation. Because there is a gradient in the degree of supercooling, which is maximal a

little way out in front of the interface, a planar ice front will be susceptible to small perturbations.

If a local region of the interface advances just slightly ahead of the plane, then its growth rate will

increase as well. This is because of the fact that it will now be able to shed its latent heat of fusion

to a greater volume of liquid, as well as to liquid that is more supercooled. Such an instability will

grow through the supercooled region until the supercooling is reduced to the level at which the

rate of growth is limited by the conduction of latent heat once again. In fact, an entire planar

interface will form an array of these “cells” when constitutional supercooling occurs.

Further to the conduction of latent heat, there is also the destabilizing effect of solute exclusion.

The (ice) cells will exclude solute to the sides as well as in front; therefore, the regions between

cells will contain concentrated pockets of solute. If the conditions leading to cellular growth are

particularly pronounced, then the cells may turn to dendrites—protuberances that start to grow side

branches (Figure 2.16). The sides of the cells become plane fronts in themselves—also subject to

the same destabilizing effects of heat conduction and solute exclusion. Because the ice crystal is

built on a hexagonal symmetry, these side branches will follow that symmetry.
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FIGURE 2.17
 Dendritic ice growth encapsulates solute and biological cells between the dendrites; the unfrozen solution becomes progressively more concentrated causing the cells to lose water.

Once dendritic breakdown (the formation of growing dendrites from a planar interface) occurs,

then the excluded solute will be encapsulated in channels that are sandwiched between the growing

dendrites. If the freezing is initiated by a single nucleation event, then these channels will all be

connected. Any (biological) cells that are present in the solution will be encapsulated in these

channels along with the solute that was originally present in the solution (Figure 2.17).

Ice growth in bulk physiological solution proceeds dendritically, allowing the ice crystal to

extend throughout the solution and encapsulate solute in unfrozen channels. No region of the

solution is shielded from the ice crystal; thus, significant supercooling does not occur unless the

sample is small and the cooling very efficient. In contrast, however, ice growth in a capillary-porous

medium can proceed very differently, as the solid regions of the medium impose additional

constraints on ice morphology. Ice growth in a narrow capillary proceeds as a confined crystal with

a hemispherical interface with liquid water (Figure 2.18). The radius of the capillary, as well as

the contact angle between ice and the capillary wall, imposes a curvature on the interface. The

temperature at which a crystal of a given radius will be thermodynamically stable is given by the

Kelvin equation, which shows that as capillaries get to the submicron size, the curvature effects

can be appreciable. It is also possible for a capillary-porous medium to have capillaries that are

too small to allow cellular or dendritic ice growth, and all solute will be excluded at the ice front.

The rate of ice growth will then be limited by the diffusion of solutes away from the ice interface

(diffusion also has to proceed through the same channels), as the solutes cannot be encapsulated

between dendrites.

Ice growing into such a medium from one side could appear macroscopically planar in cross-

section because of the growth of many ice dendrites through the tortuous paths defined by the

medium. Though a real capillary-porous medium will have a complicated topology (it is not simply

connected) and nonuniform porosity, we will consider the simpler model in which the aqueous

channels are parallel and separate from each other (Figure 2.19).
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FIGURE 2.18
 Ice dendrites have a minimum radius for a given temperature; therefore, capillaries that are below some critical radius will not allow the excluded solutes to be encapsulated in the unfrozen channels between dendrites. Ice growth in capillaries below this radius will then be rate-limited by diffusion of the solutes away from the interface because diffusion will have essentially one dimension, rather than two.
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FIGURE 2.19
 Schematic of a capillary-porous medium in which ice growth appears to be planar macroscopically because of growth along porous channels from the outer surface. The rate of ice growth in these channels (and hence through the medium) is diffusion limited rather than temperature limited.
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FIGURE 2.20
 When an ice crystal cannot grow through the aqueous channels adjacent to it because of the necessity of a highly curved interface in the channel, water is drawn through the channels to the ice crystal.

Equiaxed growth in this situation forms an ice lens that can produce substantial mechanical forces.

In a porous medium with heterogeneous interstitial spaces, ice will form initially at the surfaces

(if ice is present externally) or in the larger aqueous cavities during freezing. For example, if ice

is growing into a capillary-porous tissue, then the growth of ice will be diffusion-limited. Continued

cooling of this tissue will lead to substantial constitutional supercooling of the interior, making

nucleation of ice likely. Once an ice crystal forms in a cavity in such a tissue, if it is connected to

water sources through capillaries that are small enough so that freezing cannot occur within them,

then water will flow to the ice crystal, leaving part of the sample in a desiccated state. The ice

crystal in the cavity continues to grow, generating mechanical forces that are responsible for

enlarging the cavity. In soils, where this phenomenon occurs frequently, the ice cavities are usually

shaped like a convex lens and are thus called “ice lenses” (Figure 2.20).

Because all biological tissues contain an extracellular matrix that consists of a macromolecular

framework with a porous aqueous component, considerations of ice growth through capillary porous

media are relevant to the freezing of biological tissues. Musculoskeletal tissues, in which extracel-

lular matrix is a primary structural component, are likely to show effects that dominate the

cryobiological behavior of the tissue. Even in more cellular tissues, the presence of basement

membranes and blood vessels (with tight junctions between the endothelial cells and a connective

tissue basal lamina) could severely affect the growth of ice and the redistribution of water during

freezing. The presence of ice on one side of an extracellular matrix boundary will preferentially

draw water from the other side if the temperature is too high for ice to grow through the porous

structure of the matrix. For example, ice is very likely to grow through the vascular channels of a

tissue without impedance, but it may not be able to grow into the interstitial compartment. As the

temperature is dropped, the interstitial space will become increasingly dehydrated and the ice crystal

in the vasculature will continue to expand, analogous to the aforementioned ice lens in soil. Both

mechanical and osmotic stresses could disrupt the integrity of the tissue architecture to an extent

where the tissue will not be able to function on thawing. Cryoinjury caused by tissue structure (and

cryodestruction of the tissue) has to be considered, in addition to cellular cryoinjury, when organized

tissues are frozen.

Cells, too, may have additional modes of cryoinjury when ice growth is altered by extracellular

matrix. If ice growth is rate-limited by the diffusion of solutes away from the ice front, the

consequence of further lowering of the temperature will be an increased supercooling of the interior

of the tissue and, eventually, spontaneous nucleation at many sites within the matrix and the
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FIGURE 2.21
 A cross-sectional view of articular cartilage showing the various morphological zones. Cell survival was restricted to the top portion of the superficial zone and most of the deep zone following

cryopreservation. (Reprinted from Muldrew et al., 1994. With permission.)

formation of ice lenses. Because ice lenses draw water to them from every direction, they can

expand against a resisting force and create mechanical effects. Cells adjacent to an ice lens may

be disrupted by mechanical forces resulting from ice growth. As a further consequence of ice lens

formation, the distribution of water is altered. Although water and solute would be drawn through

the capillaries to an ice lens, only pure water will join the crystal. Because the crystal can enlarge

without forming a network of aqueous channels (as occurs with dendritic ice growth), on warming,

the potential exists for cells to be subject to transient hypotonic stresses. Thus, the formation of

ice lenses could produce mechanical forces and osmotic stresses that lead to cellular injury and

the disruption of tissue architecture, acting in parallel with the conventional mechanisms of cryo-

injury.

We have used articular cartilage as a model to study ice growth in biological tissues because

of its relative simplicity. The tissue has neither nerves nor blood vessels, and only a single cell

type (the chondrocyte), yet there is still a great deal of complex biology that occurs in the tissue.

The cells in adult articular cartilage are immobile, and they are not active in the cell cycle (Figure

2.21). They do, however, monitor the integrity of the extracellular matrix in which they are

embedded (the functional component of the tissue—it distributes loads between bones and allows

smooth articulation of the joints) and remodel it to suit the biomechanical environment. This process

involves the trafficking of enzymes and structural molecules extracellularly to effect the remodeling

process; as yet, these processes are but poorly understood. Nevertheless, from a structural point of

view, we will consider the tissue to be composed of cells embedded in a homogeneous capillary-

porous medium.

Our initial attempts to cryopreserve articular cartilage were based on a rationale that treated

the cartilage matrix as bulk solution (i.e., we assumed that ice would grow dendritically throughout
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the matrix). Working with osteochondral dowels (cylinders of cartilage and bone of about 1 cm

diameter and 1 cm length), and using Me SO as a cryoprotectant, we were able to achieve a 40%

2

cell survival (assessed by measuring the integrity of the plasma membrane) following storage in

liquid nitrogen (Muldrew et al., 1994). The pattern of recovery was far from random, however,

with a thin zone of recovery adjacent to the articular surface and a larger zone of recovery adjacent

to the cartilage-bone interface; there were no surviving cells in the middle of the tissue when viewed

in cross section (Muldrew et al., 1994). When cryopreserved osteochondral dowels were trans-

planted into sheep and left for up to 12 months, the pattern of recovery seen just after thawing was

identical to that found following implantation in a live host, although cells without an intact

membrane before transplantation had been resorbed in the live animal, leaving an acellular zone

in the interior of the matrix (Hurtig et al., 1998; Schachar et al., 1999).

The two hypotheses that could explain this differential recovery were that the cells of the different

zones had different osmotic behaviors or that the structure of the matrix was imposing different physico-

chemical conditions in the interior as compared with those found near the surfaces. To test these ideas,

we made scalpel cuts in the cartilage, extending well into the interior zone where the cells had been

killed previously. These cuts opened up new surfaces in the cartilage matrix, thereby putting some of

the interior cells adjacent to a surface. After freezing and thawing, the cells adjacent to the cut surface showed identical recovery to the cells adjacent to the articular surface (Muldrew et al., 2000b), providing evidence that the pattern of cryoinjury in articular cartilage was caused by the physico-chemical

environment in the matrix rather than by a difference in cell types.

Figure 2.13 shows the ice morphology (using freeze-substitution and scanning electron micros-

copy [SEM]) in the cartilage matrix of osteochondral dowels that had been cut before being frozen.

In this study we found a remarkable correlation between the presence of vacancies in the tissue

(left behind by ice crystals) and the zone of cell death (Muldrew et al., 2000b). The interior of the

cartilage matrix (where the cells had died) had a spongy appearance with large vacancies on the

order of 1 µm across, at least 100 times the average pore size in normal cartilage. Ice growth in

this region had clearly caused a mechanical disruption to the tissue structure, whereas the region

adjacent to the surfaces (where the cells survived) had no visible vacancies, as would be expected

if the pore size remained on the order of 10 nm (Muldrew et al., 2000b). The boundary between

these two regions, as with the boundary between live and dead cells, was a sharp line, exactly

parallel to the outer surfaces.

We hypothesized that ice was growing into the cartilage matrix in a planar fashion rather than

dendritically, at least macroscopically. On a microscopic level, the ice would grow through the

aqueous channels as dendrites, but within each channel, the curvature imposed on the ice interface

would be too high to allow more than one dendrite to form in a channel. The effect of such a mode

of ice growth would be to impose a diffusion-limited growth rate on each ice dendrite, and hence

on the macroscopic ice front as a whole. The rate that ice could grow into the matrix from the

surface would then be limited by diffusion of solutes away from the interface (toward the interior

of the cartilage), even in the presence of a steep temperature gradient. A consequence is that the

interior of the tissue would become constitutionally supercooled, making nucleation events more

likely. Any ice crystal that formed in the interior of the matrix because of a nucleation event would

thus become an ice lens, drawing water from the nearby matrix and expanding the porosity of the

matrix. This would explain the spongy morphology of the matrix seen with freeze substitution and

also give a plausible reason for cell death. The chondrocytes in this region may have been injured

by mechanical effects of ice lenses, or the redistribution of water that accompanies the formation

of ice lenses may have imposed an osmotic stress that led to cell injury.

To test this hypothesis, we decided to look at the rate of cooling. If the growth of ice into the

matrix was truly diffusion-limited, then we could allow ice growth to proceed further into the

tissue—and reduce the likelihood of interior nucleation events—by slowing the cooling rate.

Because this would also have the effect of increasing the solution-effects injury to the cells that

were encapsulated in the ice growing into the tissue, we attempted to keep the temperature high,
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where solution-effects injury accumulates slowly, and to then proceed with freezing at a much

faster rate once lower temperatures were reached. To simplify the procedure, we used holding times

at various subzero temperatures rather than various cooling rates; the samples were held at –4°C

for 60 min, –8°C for 30 min, and –40°C for 10 min and then plunged into liquid nitrogen. Using

this method, we were able to see the overall cell recovery almost double, compared with the 1°C/min

protocol, and the regions of cell recovery extend much further into the matrix, though there remained

a zone of dead cells in the middle (Muldrew et al., 2001b).

Although this appeared to be a substantial improvement over previous techniques for cryo-

preserving articular cartilage, when we transplanted this tissue into sheep we found that it was far

from optimal. At 3 months following transplantation, the number of live cells was dramatically

lower than we had observed immediately after thawing (Muldrew et al., 2001a). This was a surprise

because our previous experience had shown that a membrane integrity assay had given a reliable

indication of cell death caused by cryoinjury in articular cartilage (because chondrocytes are

immobile, we could compare the results of the membrane integrity assay with the cells that remained

in the host following transplantation). As a further surprise, the chondrocytes that remained after

3 months in the host had reentered the cell cycle, and by 12 months there were chondrocyte clusters,

clonal in origin, that consisted of over 100 cells in some cases (Muldrew et al., 2001a). We

hypothesized that the extended holding period at high subfreezing temperatures, although facilitat-

ing ice growth into the tissue, was responsible for the loss of cellular processes that extended into

the cartilage matrix (because of hypertonic shrinkage). Because the normal chondrocyte phenotype

is dependent on these connections, their loss may have induced the cells to either initiate apoptosis

or to reenter the cell cycle (both of which actions are seen in late-stage osteoarthritis when cell-

matrix connections are lost because of matrix degradation).

Although the successful cryopreservation of articular cartilage remains an elusive goal, there

are lessons that may be applied to tissue cryopreservation in general. The most important are that

the tissue structure can alter the growth of ice, which can lead to osmotic conditions that are far

from the phase diagram; that ice lenses can cause mechanical and osmotic stresses; and that even

novel modes of cryoinjury may occur (because of altered cell-matrix interactions), when compared

with the cryopreservation of cells in bulk solution. Any attempt to optimize cell recovery within a

tissue using mathematical models should not assume that the cells are on the liquidus curve of the

phase diagram or that simple mechanisms of cellular injury are dominant. Articular cartilage is

unique in that it has almost no capacity to repair any injury (and thus cryopreservation must be

almost perfect for successful transplantation), but it has been precisely this property that has shown

us that the problem is much more complex than the mere cryopreservation of cells. Although

empirical methods have been very successful in developing cryopreservation techniques for different

cells, a sound understanding of ice growth, and the cellular responses to that growth, will be more

likely to lead to success with tissues.


2.7 MELTING OF ICE


During rewarming at temperatures above the eutectic temperature, as ice melts, the concentration

of solutes in the residual phase decreases. For cells equilibrated by dehydration during slow cooling,

there is a progressive rehydration during warming (Figure 2.22). Most practical protocols for

cryopreservation use the highest cooling rate that avoids intracellular freezing to minimize cryo-

injury. These cells are, therefore, not in osmotic equilibrium during cooling, so there will be further

dehydration occurring during the warming phase (Figure 2.22) as cells respond to the lower

extracellular chemical potential. However, as more ice melts, diluting the extracellular solution,

the water flux is reversed, and the cell becomes rehydrated.

For cells containing intracellular ice, recrystallization is a thermodynamic phenomenon that

occurs during thawing and that is thought to add further to cryoinjury. Small ice crystals will have

a higher internal pressure than larger ice crystals because of their increased interfacial curvature
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FIGURE 2.22
 The water movement across the plasma membrane of cells during warming at 100°C/min after cooling at different rates to –40°C in the presence of 1 M
 Me SO.

2

and the existence of ice–solution interfacial tension. Because of the dependence of chemical

potential on pressure, large ice crystals may grow while small ice crystals are melting at a given

temperature. These growing ice crystals may cause damage to cells (Mazur, 1984).


2.8 CONCLUSIONS AND FUTURE DIRECTIONS


The ability to cryopreserve many cellular systems with high postthaw viability has led to many

important developments in agriculture, animal husbandry, and medicine. Concomitant increases in

understanding the behavior of cells at the ice–water interface have refined these processes to the

point at which many cellular systems are routinely preserved with high recovery. Despite these

advances, new challenges for cellular preservation are emerging as the requirements for even higher

cell survival is becoming important, as in the areas of stem cell preservation, where a limited

number of valuable cells—natural or engineered—are available for specific applications. There also

are still some important cell types for which effective methods for cryopreservation are not available,

such as sperm cells and oocytes from several species and some blood cells (platelets and granulo-

cytes). The detailed mechanisms of injury need to be explored and understood, both to provide a

rational basis for extrapolating cryopreservation techniques and for discovering novel techniques

that may provide unforeseen benefits.

The cellular studies have provided a starting point for modeling low-temperature responses of

the cells within a tissue matrix, but the extrapolation is not trivial. At the very least, tissues are

three-dimensional structures, so heat and mass transfer within the tissue are important factors.

Tissues generally contain several cell types, with specific characteristics that affect low-temperature

responses. Cell–cell and cell–matrix adhesions strongly influence low-temperature responses, and

these interactions appear to be the factors limiting cryopreservation of tissues. Therefore, the limits

to our understanding on low-temperature responses of biological systems are most evident at the

ice–water interface in tissue systems. Like natural tissues, engineered tissues are constructed in a

variety of configurations—encapsulated beads, monolayers on flat or spherical surfaces, embedded

sheets, and three-dimensional structures with different morphologies.
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Cryopreservation is often the only method for preserving physiological structure, viability, and

function in living tissues for extended periods of time, so considerable research efforts around the

world are now exploring methods for cryopreservation of tissue systems, motivated by the fact that,

in medicine, tissue transplantation is increasingly being used in the treatment of a variety of

disorders, and engineered tissues are emerging for many biomedical applications. Our ability to

preserve these natural or engineered constructs for distribution has lagged significantly behind their

development and use. The pending use of engineered tissues (corneal, skin, liver) for toxicology

testing has increased the imperative for effective methods for routine preservation. Current indica-

tions are that low-temperature responses of engineered tissues are similar to those of natural tissues.

Experience over the last few decades has demonstrated that low-temperature responses of tissues

are too complex for purely empirical development of effective cryopreservation protocols, so

conceptual developments at the ice–water interface for tissues will require increased understanding

to guide empirical experimentation.
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3.1 INTRODUCTION


This review pertains to the coldest regions on Earth, highlighting the importance of applying a

fundamental knowledge of in vivo
 “life in the frozen state.” An overview of the geographical,

ecological, and physiological properties of the polar terrestrial environment and polar biodiversity

is presented. Emphasis is placed on the central importance of low temperature status and water

availability and the way in which these factors affect terrestrial polar habitats and define the life

therein. The first part provides a general account of polar environmental research and biodiversity.

Exemplar studies of selected permanent residents of Arctic and Antarctic terrestrial ecosystems

(algae, higher plants, insects, and arthropods) provide an excellent opportunity for applied low-

temperature biologists to explore extreme survival strategies and adaptive responses, thus offering

unique insights into how life tolerates and endures the “frozen state” in vivo
 . The second part

specifically focuses on physiological and biochemical adaptive responses in selected, terrestrial

polar biota, and particularly algae and cyanobacteria. The chapter concludes by discussing the

present and future potential uses of polar research in applied cryobiology.


3.1.1 SETTING THE SCENE: THE ARCTIC AND ANTARCTIC REGIONS


Polar regions may be defined as those areas that lie within the Arctic and Antarctic circles. Fogg

(1998) confines these to parallels of latitude at 66°33′ north and south, respectively, corresponding

to the angle between the axis of rotation of the earth and the plane of orbit round the sun. They

are vast areas, covering 16.5% of the Earth’s surface and comprising 84 million km2. The Polar

regions are of outstanding international scientific and environmental significance, and increasingly

studies of these areas are making major contributions to understanding global change—in terms

of the Earth’s ancient evolutionary history as well as with respect to contemporary climate change

issues. Studies of Antarctica’s ozone hole in particular assist the global monitoring of pollution

effects on the Earth’s outer atmosphere. The need to conserve, manage, and protect the polar regions

is exemplified especially by the Protocol on Environmental Protection and the Antarctic Treaty,

adopted in 1991 (see http://www.antarctica.ac.uk).

The seasonal and diurnal variations of polar terrestrial environments represent a series of water

availability gradients ranging from aquatic and semiaquatic to dry habitats. These patterns differ

in periodicity, amplitude, synchronicity, and regularity, and they initiate a number of different

ecological and physiological acclimation and adaptation responses. However, to understand the

basis of survival responses in polar regions, it is essential to appreciate that these environments are

subjected not only to extremes but also to rapid fluctuations across these extremes. For example,
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the speed at which water states (liquid to solid ice/snow) and low temperatures can change is one

of the most important ecological and physiological factors in polar regions. On a physiological

level, changes in temperature and water status provoke a series of adaptive responses comprising

resistance and tolerance to cold, freezing, drought, desiccation, and salinity stress. All these injurious components support, at the environmental level, the two-factor theory (see Chapter 1) of freezing

injury (ice and dehydration). Interestingly, most of these ecological and physiological acclima-

tion/adaptation strategies can also be found at temperate latitudes (cold season periodicity, moun-

tainous, and Alpine regions), but it is considered in this chapter that the physical and chemical

conditions that are uniquely imposed by polar environments have selected for a particularly specific

and resilient set of adaptive biological characters.

The severe biological constraints of polar habitats include diurnal and seasonal fluctuations as

well as the instabilities that arise from geological events, as over time these can affect polar

organisms by accelerating evolutionary processes. In this sense, the polar terrestrial environment

represents a unique natural history laboratory documenting the evolution of life (Vincent, 2000).

Studies of those organisms (extremophiles) that survive and even thrive in extreme polar terrestrial

habitats can provide unique insights into the mechanisms of low-temperature adaptation and

tolerance.


3.1.2 WHY ALGAE AND CYANOBACTERIA?


These photosynthetic organisms have a distinct and important status in Arctic and Antarctic ecology,

exemplified by their key role as primary producers. Terrestrial prokaryotic (cyanobacteria) and

eukaryotic microalgae have therefore been selected as “model organisms,” particularly as the lead

author is a polar phycologist and is able to consider the broader, environmental context of in situ


“life in the frozen state.” Freshwater and soil cyanobacteria and microalgae are the main “engines”

of primary production: they are widespread in all polar terrestrial environments and frequently

produce visible biomass (Figure 3.1; Vincent, 1988). Algae and cyanobacteria posses an oxypho-

totrophic type of photosynthesis and are well adapted to the extreme natural conditions of polar

terrestrial habitats, within which there is an absence of severe grazing pressure from animals and

a lack of strong competition from a wide range of other species (Hawes, 1989; Howard-Williams

et al., 1989; Vincent and Howard-Williams, 1986). Algae and cyanobacteria can therefore provide

a valuable and informative “model” for the study of adaptive strategies required to survive in one

of the Earth’s coldest and most extreme environments.


3.2 PHYSICAL AND BIOLOGICAL ATTRIBUTES OF THE POLAR



TERRESTRIAL ENVIRONMENT


The north and south polar regions differ considerably with respect to their physical and biological

attributes and also in terms of the ability of researchers to access and monitor these respective

regions. This section will overview the differences and similarities between the two areas. It will

also provide a critique of the problems and solutions encountered in undertaking temperature-

related polar research in such remote and extreme places.


3.2.1 COMPARING THE PHYSICAL ENVIRONMENTS OF THE ARCTIC AND ANTARCTICA


Because of their different geological histories, the Arctic and Antarctic regions differ remarkably

in their geology, energy transport, and balance. This is largely the result of the fact that the main

part of the Arctic is covered by the Arctic Ocean, which is connected to temperate oceans, which

critically affects the transport and exchange of heat energy in the region. Air circulation, influenced
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FIGURE 3.1
 Dry and frozen biomass morphologies of perennial, prokaryotic cyanobacteria (A, B, C) and annual eukaryotic algae (D, E, F) photographed in various localities of the Antarctica and the Arctic during which temporary summer or autumn temperatures are greater than 0°C. (A) Wet wall covered by black

cyanobacteria biomass (arrow) from the northern part of Sverdrup Pass, central Ellesmere Island, 79°N,

Canada. This cyanobacteria community is composed mainly of Aphanothece
 , Gloeocapsa
 , Chroococcus
 species (Chroocoocales), and Dichothrix
 , Scytonema
 , Calothrix
 species (Nostocales). (B) Nostoc
 sp. gelatinous dark brown rosette from Signy Island, 60°S maritime Antarctica photographed in dry and frozen stage (arrow) at the end of summer season. (C) Dry and frozen Phormidium
 sp. dark brown mats (arrow) from King George Island, (62°S) maritime Antarctica. (D) Dry and frozen biomass with snow flakes of Prasiola crispa
 a macroscopic green alga (arrow) producing foliose irregular, crisped monostromatic blades aggregated into

dense dark-green carpets on hydroterrestrial soils in and adjacent to bird colonies photographed at Signy Island, 60°S maritime Antarctica. (E) Dry and frozen community of filamentous algae ( Klebsormidium rivulare
 , Klebsormidium crenulatum
 and Ulothrix
 mucosa
 ) black-green (arrow) and or white-grey (dotted arrow) in color during summer temperature falls and glacial stream dry up periods in Sverdrup Pass, central Ellesmere Island, 79°N, Canada (after Elster et al., 1997). (F) Dry and frozen white-gray mats (arrow) of green algae (Conjugathophyceae) Zygnema
 cf. leiospermum
 and Spirogyra groenlandica
 covered temporal pools in area of deglaciated moraine in Sverdrup Pass, central Ellesmere Island, 79°N, Canada.

by oceanic currents, provides another major input of heat into the Arctic. The warm air moving

northward interchanges with cold polar air in cyclones associated with low pressure, thereby

providing heat energy input to the Arctic region. The south polar region is a huge area, and the

glaciated Antarctic continent is located exactly at its center, the presence of which strongly influ-

ences the main transport of thermal energy through atmospheric circulation. The westerly winds
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produce a succession of cyclones, which show a regular procession of air masses that spiral around

the Antarctic continent. In the sea there is a northward transport; however, the wind-driven Antarctic

Circumpolar Current deflects this. Detailed information concerning the polar physical environments

and their development in geological time can be found elsewhere (Fogg, 1998; Huntington et al.,

2001; Walton, 1987).


3.2.2 WHY SO COLD?


The severity and complexity of polar environment is a consequence of the Earth’s geometry. The

axis of the Earth’s rotation is not at right angles to the plane in which the orbit revolves around

the sun. Because of this asymmetry, the North and South Poles, instead of having a daily alternation

of diurnal cycles, have nightless summer months, followed by sunless winters. The frigid climate

of the polar regions is the most important and hostile feature, but it is not necessarily a result of

reduced solar radiation. Because of the 24 h of radiation received around midsummer, the sum of

energy reaching the Earth’s surface at the poles is higher than that on the equator at same time.

However, because of the low angular height of the sun and the entire lack of radiation in winter,

as well as reflection losses, the overall sum of energy per unit surface delivered during the year is

low. Reflection losses and thermal energy acquired by the absorption of solar radiation mainly

depends on surface characteristics. The ratio of reflected to incident radiation is higher in areas

covered by ice or snow than that of the snow-free terrestrial landscape or open water, and thermal

energy absorption of the areas covered by ice or snow is therefore negligible. Both the extent to

which ice and snow cover the landscape and its geographical characteristics are the most dominant

factors influencing the transport and balance of radiated energy in polar environments; however,

these properties have changed over geological time. Changes are also directed by the earth’s rotation

and the position of landmasses, which consequentially affect the circulation of the atmospheric and

oceanic currents, thereby affecting heat balance in the polar regions (Fogg, 1998; Huntington et

al., 2001; Walton, 1987).


3.2.3 HOW LONG HAVE THE POLAR REGIONS BEEN COLD?


The present distribution of continents results from their drifting (Walton, 1987). About 220 million

years ago, the northern part of Pangea fragmented and separated into the Siberian coast, Greenland,

and the North American archipelago, enclosing an area of sea containing the North Pole. The

movement of landmasses into the vicinity had a profound effect on climate. The heat storage

capacity of the sea was reduced, and winter cooling of the land brought a fall in mean annual

temperature leading to extensive glaciation, which began about 3 million years ago (Fogg, 1998).

About 180 to 200 million years ago, the southern part of Pangea, known as Gondwana, drifted

south to give rise to landmass pieces that would become South America, South Africa, India,

Australia, and Antarctica. Antarctica thus established its position in the vicinity of the South Pole,

and during that time, the gap between Antarctica and its neighboring landmasses widened as they

drifted north. Until around 25 million years ago, when the “gap” opened sufficiently for the

Circumpolar Current to become established, the southern continent was isolated. This had a

profound effect on the Antarctic climate, and from that time on the ice caps began to expand

(Walton, 1987; Fogg, 1998).


3.2.4 TEMPERATURE GRADIENTS, BIODIVERSITY, AND THE DISTRIBUTION OF LIFE



IN POLAR REGIONS


In terms of vegetation, soil, and climate the polar regions have been subject to various classification

schemes. In the Arctic, the most common schemes are Low (Subarctic), Mid- (True), and High

Arctic (Polar Desert; Aleksandrova, 1988). In Antarctica the most frequently used terminologies

refer to Continental Antarctica, Maritime Antarctica, and the Subantarctic Islands (Holdgate, 1970).
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These zones have been distinguished in various ways, none of which is entirely satisfactory. The

scheme of Longton (1988) is the one most commonly used for comparisons of the Arctic and

Antarctica; these are zones designated as Mild, Cool, and Cold in the Arctic, and Mild, Cool, Cold,

and Frigid in the Antarctic. Continental Antarctica, along with neighboring seas, is recognized as

the Frigid Zone (such a severe environment is not present in the Arctic) and is frequently compared

with the environment on Mars. Passing through these zones equatorward from the poles, a general

increase in productivity and species diversity can be found (Rosenzweig, 1995). The standard

explanation for this is that fewer and fewer plants can survive as the environment becomes

increasingly severe. However, the transitions are not smooth or definite because of local features

of climate, geology, and topography (Fogg, 1998). This pattern is broadly true for terrestrial

environments; however, the species richness and productivity of the marine polar ecosystem is quite

different. Recent data from lists of large marine species covering broad geographical ranges strongly

indicate that there is a gradient of increasing species richness from the Arctic to the tropic. In

contrast, the Southern Ocean has high species richness, and in the southern hemisphere there is no

clear evidence of a cline. A continuous variation in form within members of a species and their

populations (as well as an increase in biodiversity) results from the gradual changes or transitions

over the polar to tropical range (Gray, 2001). There are two types of natural selection that can

occur in the polar regions (Dunbar, 1977; Elster, 1999), and these lead to different types of

ecosystem stability, discussed below.


3.2.4.1 Marine, Nonoscillatory Steady State


This habitat has a poor input of energy, as polar oceans are frequently covered by ice, which restricts

solar input, and they also have an impoverished mineral nutrient content. However, because they present

a stable environment, evolutionary time is extended and genetic diversity is high. This system is sensitive to unpredictable, externally introduced perturbations (climate change and pollutants).


3.2.4.2 Terrestrial, Frequent Oscillation


Organisms in this environment have developed adaptive abilities to respond to perturbations and

return to status quo. The system has a poorer species diversity, reflecting a high production/biomass

ratio, and the species are less limited by low solar and nutrient energy economies. As they lack

competition and grazing pressures, their growth is punctuated by episodes of explosive growth and

development.

In nature, a series of transient ecological states can also exist, and it has been suggested (Dunbar,

1977) that successful maintenance of an ecosystem under conditions of considerable oscillation

depends on geographical scale. The main focus of this chapter will be given to polar terrestrial

and, thus, frequently oscillating environments. It is highly probable that those low-temperature

terrestrial environments (polar or mountainous), which demonstrate oscillating environmental con-

ditions, existed in very ancient geological time, even before Pangea or Godwana were respectively

fragmented. Indeed, it is probable that low-temperature, terrestrial environments dated from a

historical phase when the first organisms started to expand from the sea to take residence in the

terrestrial environment.

The diversity of polar terrestrial nonvascular plants, especially oxyphototrophic microorgan-

isms, is generally much higher than the diversity of vascular plants (Broady, 1996; Elster, 2002;

Lewis-Smith, 1984; Longton, 1988; Vincent, 1988). A similar situation can be observed for non-

photosynthetic microbial life. Thus, bacteria, fungi, and protozoa constitute the major part of polar

biodiversity, encoding the genetic information of a vast number of species (Beyer and Bölter, 2002;

Friedmann, 1993; Vincent, 1988; Wynn-Williams, 1996; Zöcker et al., 2002).

In the polar terrestrial environment, the classical explanations for an equatorward gradient in

productivity and species diversity include increased environmental severity and instability, occurring
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simultaneously with differences in acclimation and adaptation responses, dispersal mechanisms,

and a release from competition. Very few resistant biotas can survive on land in the extreme

conditions of the polar regions. Because of this, these terrestrial ecosystems are usually very simple

with respect to the structure and complexity of their trophic levels, food webs, and polar food

chains. For example, in polar desert soils, groups of algae will be the only primary producers

(comprising 20 to 50 species), and two species of microscopic animals will consume the algae. In

addition, there may be many (50 to 100) species of bacteria and fungi that use this biomass energy

and nutrients.


3.2.5 TEMPERATURE MONITORING IN THE POLAR REGIONS: LIMITATIONS,



PROBLEMS, AND SOLUTIONS


Physical parameters of the polar terrestrial environment, particularly low temperatures, clearly affect

the distribution of prokaryotic cyanobacteria and eukaryotic microalgae. Surprisingly, despite the

importance of such parameters, there is a paucity of information related to the continuous monitoring

of temperatures in polar terrestrial habitats. Only a limited number of field-based ecological studies

(Caulson et al., 1995; Friedmann et al., 1987; McKay et al., 1993) measure diurnal, seasonal, and

annual fluctuations (within and between years) in temperature on a truly comprehensive basis. Such

measurements are important for understanding the life cycle and physiological adaptations of the

organisms that live in these extreme and fluctuating environments. There are several key reasons

why temperature-defined ecological data are limited for terrestrial polar environments.

Practical and technical limitations related to inaccessibility include that the remoteness of

locations greatly restricts long-term monitoring and continuous field surveillance in polar regions.

To date, measurements mostly involve “classical” meteorological air temperature data acquisition

(at weather stations). These air temperatures are measured about 1.5 to 2 m above the ground

surfaces, where there are almost no or very low microbial populations. The lowest temperature

ever measured in Antarctica was –89.3°C, recorded at the Russian Vostok station. Other lowest

temperatures ever recorded in the Asian Arctic at Oimekon (–62.3°C); in Europe at Ust Shchugor

it was –46.4°C. These places are both in Russia. Finally, in North America the lowest temperature

was measured at Snag, Yukon, Canada (–56.3°C), and at Northice, Greenland (–60.2°C; see

http://www.ncdc.noaa.gov/oa/climate/globalextremes.html). These low-temperature minima were

measured at various altitudes and also latitudes, as thermal profiles are influenced not only by

altitude but also by elevation. The general rule of thumb used by meteorologists is that temperature

decreases approximately 0.82°C per 100 m in the troposphere. This is an average value and varies

from season to season. Thus, the mountain tops or nunataks are, in terms of their thermal properties,

the most extreme habitats in the polar terrestrial environment. In addition to the latter, extremely

low temperatures can also be considered in atmospheric supercooled cloud droplets, where actively

growing bacteria have been detected (Sattler et al., 2001). Amazingly, living microorganisms have

been detected even in the stratosphere (Imshenetsky et al., 1978).

There are a limited number of examples of polar temperature measurements being recorded

throughout the whole year in terrestrial polar habitats. The development and use of automatic data-

loggers for continuous measurement of ecological parameters, including temperature, has allowed

the monitoring of various types of terrestrial habitats (Caulson et al., 1995; Friedmann et al., 1987;

McKay et al., 1993), and as a result, data are now becoming increasingly available. However, the

difficulties encountered are further compounded by the fact that polar habitats possess highly diverse

properties with respect to their thermal behaviors. Thus, the complexity and heterogeneity of

different substrates and states (solid, liquid, and gaseous) make it very difficult to accurately

ascertain temperature changes and fluctuations. Different components can moderate the incidence

of solar radiation reflection, and they have very disparate temperature conductivities and absorption

properties. The polar terrestrial environment also comprises a complicated mosaic of fluctuating
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microenvironmental conditions (wind, sun, shadows, aspect, cold air, drainage from ice) that can

significantly influence the thermal properties of specific habitats. These factors intercalate the effects of water status, thermal state (liquid/solid) and longevity, geological substrate (density, granularity,

presence or absence of gaseous substances), and vegetation cover. Thus, it can be concluded that

the Arctic and Antarctica are the most extensive low-temperature regions in the world, and they

experience a wide range of temperatures with different thermal regimes. For example, even the

most extreme localities in high/low latitudes can reach extremes of from about +20° to +25°C to

about –50° to ≤ 60°C. By comparison, the lowest known recorded temperature for the universe is

approximately –272°C, which is about 1°C greater than absolute zero (1K; http://uni-

data.ucar.edu/staff/blynds/tmp.html).


3.2.6 EXAMPLES OF STABLE AND UNSTABLE TEMPERATURE ENVIRONMENTS


Two different (stable and unstable) ecosystems can be considered with respect to temperature

classification in the polar terrestrial environment.


3.2.6.1 Stable Low-Temperature Environments


Stable low-temperature environments comprise terrestrial ecosystems of frozen ground (permafrost)

and ice bodies (i.e., icecaps, glaciers), including melting surfaces and subglacial systems manifested

as either frozen permafrost or unfrozen subglacial lakes and soil. Temporary snowfields, in which

meltwater percolates through upper layers of snow, are also representative of this type of ecosystem,

even though this habitat is temporary. Stable low-temperature systems will now be considered in

more detail.


3.2.6.1.1 Glacial Ice


Atmospheric circulation in the polar regions provides an air-mass exchange with neighboring

latitudes. Microorganisms can thus be transported to these areas on terrestrial dust and in precip-

itation; as a result they become embedded in ice formed from falling snow. Direct sampling has

repeatedly demonstrated the presence of microorganisms characteristic of the microflora of more

northern and southern latitudes (e.g., Elster et al., 2003; Marshall, 1996; Wynn-Williams, 1991).

Microorganisms have accumulated in the ice sheets over many thousands of years, and certain ones

remain viable for long periods at low temperatures (Abyzov, 1993; Abyzov et al., 1998). For

example, isotope studies of the Vostok ice core showed that the lake beneath 3750 m of the Antarctica

ice sheet started to be formed about 420,000 years ago (Jouzel et al., 1999) and that it contains

viable microorganisms (Karl et al., 1999). Ice sheet temperature depends on ice thickness, geother-

mal conditions of the basal ground, latitude, altitude, and local climate. The mean surface and basal

temperatures of the high Arctic (e.g., the Aggasiz ice cap, Ellesmere Island) are approximately

–22.9° and –18.3°C, respectively; those for the Greenland ice cap –21.2° and –13.1°C. In compar-

ison, the Antarctica station of Vostok is at –55.5°C, and the Byrd station is at –28.0° and –1.6°C

(Abyzov et al., 1998; Koerner, 1989). Because of the subglacial lake under the Vostok station, the

basal temperature has not been directly measured yet. During the last decade, great attention has

been given to the microbiological analyses of the Vostok ice core and its deeper ice part, derived

from an ice subglacial lake (Christner et al., 2001; Karl et al., 1999; Priscu et al., 1999). It can

thus be concluded that the Vostok ice core contains a wide diversity of microorganisms; bacteria

prevail, although yeasts, fungi, and cyanobacteria and microalgae can also occur. However, microbial

ice core analyses have resulted in a cautionary debate, as they provide more questions than answers,

and future examinations must avoid problems associated with contamination (Vincent, 1999).


3.2.6.1.2 Permafrost


Permafrost is frozen ground comprising different (ranging from dry desert soils to water-saturated

soils) water profiles existing in the solid frozen state (see also Chapter 4). It may be regarded as
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the most stable polar environment for microorganisms, and studies of their distribution reveal their

numbers to be only one magnitude lower than that of surface soils (Gilichinsky et al., 1993;

Vishnivetskaya et al., 2000). From the soil surface down a few hundred meters, temperatures vary

from above zero to between –10° and –12°C in the Arctic and from –25° to –30°C in the Antarctic

(Vorobyova et al., 1997). It has been shown by Gilichinsky et al. (1995) that significant numbers

of viable microorganisms, representing various ecological and morphological groups, have been

preserved under permafrost conditions for thousands and sometimes millions of years. In north-

eastern Siberia, the oldest cells discovered date back 2 to 3 million years (Gilichinsk˘i et al., 1995).

This Russian team (Gilichinsk˘i) isolated viable cyanobacteria and algae and have produced a

collection of living cultivable strains dated from almost 2 million years ago; other microorganisms

may be even older. However, the occurrence of photosynthetic microorganisms in permafrost is

numerically much lower than that of bacteria. Nonetheless, viable ancient phototrophs (cyanobacteria

and green algae) have preserved their photosynthetic apparatus in deep darkness and were found and

isolated from Arctic permafrost soils of Pliocene–Pleistocene age (Vishnivetskaya et al., 2001).


3.2.6.1.3 Subglacial Systems


Unfrozen lakes and soils warmed by geothermal energy are a common feature in both polar regions.

Over 70 lakes have been identified beneath the Antarctic ice sheet (Ellis-Evans and Wynn-Williams,

1996; Jean-Baptiste et al., 2001). Although none of the water from these lakes has been directly

sampled, analyses of lake ice frozen at the underside of the ice sheet above Lake Vostok have been

undertaken. Findings from these studies support the proposition that small numbers of viable

microbes live in this unique and extreme ecosystem. All subglacial lakes are subject to high pressure,

low temperatures (about –3°C), and permanent darkness (Siegert et al., 2001). Similar interdisci-

plinary research studies focusing on the subglacial ecosystem are presently ongoing in the Arctic

Svalbard archipelago (Elster et al., 2002; Glasser and Hambrey, 2001).


3.2.6.1.4 Glacial Melting Surfaces


Meltwaters on glaciers contain a variety of aquatic biota, particularly within the habitat formed by

cryoconite holes. These cryoconite holes occur in the ablation regions of glaciers, where ice loss

occurs because of melting, wind erosion, evaporation, and calving (Wharton et al., 1985). The holes

fill with meltwater in summer, and they freeze in winter (Gerdel and Drouet, 1960). Their basal

layer is covered by dark sediment, and they can coalesce into bigger holes or become connected

by meltwater channels (Wharton et al., 1985). In extreme cases, this type of growth can result in

broad, shallow depressions holding a large amount of sediment. Summer water temperatures are

usually remarkably uniform, from –0.1° to +0.1°C, and they rank among the coldest polar freshwater

ecosystems (Säwsträm et al., 2002). As solar radiation decreases at the end of summer, ice forms

at the water surface and grows downward. During the freezing process, solutes are rejected because

they impede the formation of a regular hexagonal crystal structure. The phenomenon of “freeze-

out” is responsible for solute concentration until the temperature drop stabilizes or the solutes

precipitate out and the remaining water freezes (Lock, 1990). This process is less effective with

faster freezing rates: Because solutes do not have a chance to fractionate, they become trapped in

bubbles or brine pockets (Mueller et al., 2001). The holes freeze solid after reaching a minimum

brine temperature; they are most typically 10 to 60 cm deep and provide a suitable habitat for

microbial colonization and growth. The communities in these habitats are complex microbial

consortia of bacteria, cyanobacteria, eukaryotic algae, and protists, and the holes may also contain

microinvertebrates (Mueller et al., 2001; Säwsträm et al., 2002).


3.2.6.1.5 Temporary Snowfields


Where meltwater percolates through the upper layer of temporary snowfields, their surfaces may

be colored by various microbial communities, of which photosynthetic cyanobacteria and eukaryotic

algae are the most frequently represented. This type of ecosystem functions in a cryophilic stable

state, but only for a particular period of time (e.g., several days to ≥3 months). The rest of the time
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it behaves as a hydro-terrestrial or edaphic environment, and as the snow melts, part of the soil

flora survives in shallow freshwater ecosystems. A wide spectrum of cyanobacteria and algae has

also been found in the melted snows of the Arctic and Antarctica (Kol, 1972; Ling, 1996; Müller

et al., 1998). Leya et al. (2001) recorded snowfield temperatures in Kongsfjorden, Ny-Ålesund,

Svalbard, over 2 years, where cryophilic communities regularly occurred. During the melting period,

snow and wet soils present stable temperatures of around –0.6°C for the month of June and half

of July. As summer progresses, however, the soil surface dries, becoming exposed on occasions;

the temperature rises to +22°C but usually ranges between +3° and +10°C.


3.2.6.2 Unstable Low-Temperature Environments


Historically, three ecological categories, as presented by Vincent (1988), Vincent and James (1996),

Broady (1996), and Elster (2002), make up unstable low-temperature environments: terrestrial,

hydro-terrestrial, and lacustrine (glacial lakes in which water column stratification permanently or

temporarily occurs).

The lacustrine environment has fewer temperature oscillations and could therefore be considered

a different ecological category. Alternatively, it could also be included in the low-temperature stable

ecosystems (see above). Water gradient and status reflect the local climate and determine the

properties of the polar terrestrial ecosystem. There are great differences in heat exchange between

air and ground temperatures because of the presence or absence of water (dry soil, wet soil, or

shallow wetlands). Because of its large heat storage capacity, water in either liquid or solid form

acts as an important buffer to temperature change. Local climatic conditions of unstable terrestrial

ecosystems are the principal external factors controlling functionality. Near the ground surface

(microclimate) there is a zone of energy exchange between the substratum and the atmosphere

above. The microclimate and environment surrounding individual organisms are of the highest

significance. This very limited zone, comprising just a few centimeters above and below the ground

surface, forms the environment for life existing in bare landscapes. For the organisms living there,

these microhabitats are a “climatic paradise” or “haven” in what are otherwise cold and frozen

ecosystems.

Polar unstable terrestrial ecosystems also differ substantially from those of temperate regions

because of the presence of permafrost. The thickness of the active layer of the soil surface changes

periodically (seasonally and diurnally), causing temperature fluctuations. It is in this layer that the

most active biological processes occur, and this layer above the permafrost is dependent on solar

heat balance. Permafrost limits and delineates the subsurface system from the active layer, and in

doing so restricts the migration of liquid water to the deeper frozen soil. In the case of active layers, which are in milder localities, they frequently become saturated with water, and in addition to wet

soil, various shallow, temporary freshwater ecosystems (lotic and lentic wetlands) arise. The lotic

freshwater ecosystem pertains to ecological communities living in flowing rivers or streams, and

the lentic system designates ecological communities living in still water. Favorable conditions can

exist for those organisms that are able to acclimate or adapt to these unstable types of environment.

However, such habitats are affected by seasonal and diurnal variation and by environmental factors

that can impose severe conditions. Organisms living there have to overcome a series of very severe

environmental restrictions. It has been shown that water status (liquid or frozen extracellularly),

desiccation, and the availability of “free water” in biotic tissues are crucial factors influencing the

ability of life to exist in the polar terrestrial unstable ecosystem.

The distribution of organisms in active layer “active life zones” capable of supporting growth,

reproduction, and development in polar regions is influenced by a complex interaction between

temperature and water availability (influencing the changing of water to ice and vice versa). In the

polar terrestrial environment, water is available in liquid form for only a short period (as snow

melt, summer rain, or snowfall); it is also made available as air vapor absorbed from the air

(humidity). In nearly all polar terrestrial environments, microorganisms are invariably encountered
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both on and beneath the surface of soil and rocks. These microorganisms range from communities

on periodically wetted soils and rocks to two clearly distinguished terrestrial categories comprising

soil (edaphic) and aerophitic (lithophitic) communities. They play especially important ecological

roles in polar desert–semidesert and in young periglacial ecosystems. The edaphic environment of

wetted soils and rocks overlap in many cases with the hydro-terrestrial environment, which will

be discussed later.


3.2.6.2.1 The Soil Environment


Polar substrata (ground–bedrock) vary greatly in their physical and chemical characteristics (Ted-

row, 1991; Walton, 1984). Soil substratum is derived from a range of parent rock types in which

concentrations of salts differ widely. The organic content is usually extremely low, but soil can

sometimes contain higher levels if it is water saturated (e.g., peat bog, marsh, moss carpets). These

conditions support layers of high biomass, some of which have accumulated over hundreds and

even thousands of years. Soils vary in texture, pH, and nutrient content and can differ markedly in

their moisture status, ranging from extremely arid to water saturated. Cold and aridity slow down

chemical weathering and the rate of biological activity. Water saturation, in contrast, results in the

leaching of salts, exclusion of oxygen, and accumulation of organic matter. Of course, water

saturation and status also decelerates temperature change; this occurs either during the summer or

in prolonged transient periods in spring and autumn. However, these soil factors can change

remarkably over short distances and with time and altitudinal/latitudinal gradients. The soil factors

also affect the composition and abundance of soil polar algal communities (Broady, 1996; Elster

et al., 1999; Longton, 1988). It has been proposed that cyanobacteria and algae predominate in the

soils of the colder and more arid coastal and slope provinces of continental Antarctica. In contrast,

in milder and moister maritime areas of Antarctica, bryophytes and lichens are more common

(Broady, 1996; Elster et al., 1999; Lewis-Smith, 1984). Soil temperature may be greater than 20°C

during summer (Davey, 1991; Walton, 1982) and fall to less than –10° to –20°C. This may be even

lower in the Ross Desert of Antarctica (McMurdo Dry Valleys), where surface ground temperatures

can fall to from –42.7° to –47.2°C (Friedmann et al., 1987; McKay et al., 1993) during the winter,

although minimum temperatures are dependent on the depth of snow cover and on amelioration

by plant litter (Caulson et al., 1995; Davey, 1991; Leya et al., 2001). So, for example, Worland

and Block (2003) recorded a typical soil surface temperature (including winters) for four field polar

sites in the Arctic and the Antarctic. Minimum temperatures followed approximately the same

pattern, ranging from –20° to –4°C, with a highest maximum surface temperature of 22.5°C and

a low of 11.2°C. Snow cover and timing of snow fall acts as an efficient ground insulator, and a

continuous snow cover throughout the winter helps many biotas remain active in the subnivean

(beneath snow cover) environment (Caulson et al., 1995). By contrast, biotas overwintering above

the snow or in sites without snow experience low temperatures and repeated freeze/thaw cycles.


3.2.6.2.2 Lithophytic and Aerophytic Communities on or within



Rock Substrata


Communities of cyanobacteria, algae, filamentous fungi, yeasts, and heterotrophic bacteria can also

occur on or within rock substrata elevated above the ground (soil). Algae and fungi can be associated

as lichens, and they can cover or grow within wood, bone, and other natural or artificial materials

found in polar regions. Rock surface offers some hospitality to life, and those organisms that are

able to take advantage of such surfaces are termed epilithic. Endolithic (growing beneath the rock

surface) microbial life-forms predominate within rock outcrops, and cyanobacteria, green algae,

and members of the Xanthophyceae are the most dominant oxyphototrophic microorganisms of

lithophytic habitats (Friedmann, 1980; Golubic et al., 1981). In extreme desert areas, lithophytic

cyanobacteria and algae are the only photoautotrophic organisms (Cameron and Black, 1967).

Endolithic communities are the most thoroughly investigated terrestrial algal communities in Antarctica

and are located in regions ranging from southern Victoria Land to Signy Island in maritime
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Antarctica (Broady, 1981; Feingold et al., 1990; Friedmann and Weed, 1987; Friedmann et al.,

1988). Differences in the millimeter range pertain to the nanoclimate and control the environment

in which communities can exist. In the most extreme climates, the absolute limit for life is reached

in terrestrial lithophytic communities (McKay et al., 1993). In the Antarctic, desert temperatures

are far below the biological optima, and these organisms exist near the limit of their physiological

potential. Biological processes take place in rocks only at temperatures greater than –10°C, whereas

the lower temperature ranges dominate yearly temperature averages.


3.2.6.2.3 Hydro-Terrestrial


Liquid water is available for most of the entire period of summer in hydro-terrestrial environments

(wetlands). A common distinction between hydro-terrestrial (wetland) and lacustrine (lake) areas

in the polar regions is that wetlands freeze solid during winter, whereas most lakes do not (Hawes

et al., 1992). This inevitability is a strong habitat-defining characteristic, which places considerable

stress on resident organisms (Hawes et al., 1992; Vincent et al., 1993). Under the category of the

hydro-terrestrial environment, the environment of glacial melting surfaces and temporary snowfields

can also be taken in consideration. Hydro-terrestrial habitats can occur up to highest and lowest

possible latitudes and altitudes as long as water is available for some time during the year. Algal

distribution, abundance, and species diversity vary in accordance with habitat (microhabitat) char-

acteristics. In localities with a steady moisture and nutrient supply, abundance and species diversity

of algae is relatively high. However, as the severity of living conditions increases (mainly changes

in desiccation–rehydration and subsequent changes in salinity), algal abundance and species diver-

sity decreases. A wide spectrum of ecological studies have recorded seasonal, diurnal, and year-

round temperature fluctuations and changes in water state transitions in all types of polar hydro-

terrestrial habitats (Elster and Komárek, 2003; Hawes, 1989; Hawes and Brazier, 1991; Hawes and

Howard-Williams, 1998; Howard-Williams et al., 1986; Sheath and Müller, 1997; Vincent and

Howard-Williams, 1989). Seasonal water temperatures range usually from 0 to 8 to 10°C. Diurnal

air temperature can fall below 0°C, resulting in superficial freezing, but wetland bed temperatures

can fall below freezing only occasionally. These distinct diurnal spikes appear mainly at the

beginning and at the end of a summer season. Larger wetlands tend to be warmer, more temperature

stable, and frozen during the winter. However, wetlands covered by snow frequently show a

minimum temperature of only –4°C (whereas air temperatures can fall lower). Accumulation of

snow and ice offers a soil environment very effective insulation. In contrast, sites without snow

and ice freeze solid, and temperatures can fall down to very low temperatures (in the continental

Antarctica locations, up to ≥ –40°C). Schmidt et al. (1991) studied the limnological properties of

Antarctic ponds (at Cape Evans, Ross Island) during winter freezing. The bottom waters became

increasingly saline as freezing and water temperatures decreased to less than 0°C. In colder periods

of the year (June), the remaining bottom water overlaying the sediments had conductivities greater

than150 mS/cm and a temperature of –14°C.


3.2.6.2.4 Lacustrine


Lakes provide some of the most favorable habitats for microbial growth in the polar regions (Kalff

and Welch, 1974; Vincent, 1988). Many are capped by thick ice, and the water beneath remains

unfrozen, despite winter temperatures dropping far below 0°C. The ice cover has a pervasive

influence on physical, chemical, and biological properties (Canfield and Green, 1985; Ellis-Evans,

1981a, 1981b; Wharton et al., 1987). Ice protects the underlying water from wind so that the water

column is stabilized and mixing is restricted to the ice-free period. On this basis, polar lakes have

been defined as having surface temperatures always less than 4°C, with a short ice-free period

accompanying horizontal water mixing. Thick ice cover overlying the lake occurs mainly in cold

continental regions and persists even during summer. Extreme and unusual salinities can influence

the solute content of lakes, which can be concentrated several times by freezing and evaporation.

Trophic status and temperature are also important factors in polar lakes, many of which contain

TF1231_C03.fm Page 123 Tuesday, April 6, 2004 11:18 PM

Life in the Polar Terrestrial Environment with a Focus on Algae and Cyanobacteria


123


high concentrations of dissolved solids. Water layers can be stabilized by salt gradients, which

enhance the absorption of solar radiation; as a result, temperatures can rise well above ambient.

The most dramatic example of this occurring is at Lake Vanda in Antarctica, Wright Valley, Southern

Victoria land. Here temperatures rise from 0°C immediately beneath the permanent ice cap to 24°C

at the bottom of the lake. This inverse distribution of heat is stabilized by the increasing salinity

gradient with depth, from about 0.1% near the surface to 123% at the bottom (Vincent, 1987). In

contrast, a different affect is observed in the same region as represented by Don Juan Pond (about

300 × 100 m, and only about 10 cm deep). In the winter, the bottom of the water has a nearly

saturated solution of calcium chloride that remains unfrozen at temperatures which are less than

or equal to –50°C (Vincent, 1987). These factors cause remarkable differences in the composition

and abundance of microbial floras (largely cyanobacteria, phytoflagellates, and chlorophytes) that

exist in Arctic and Antarctic lacustrine environments (Vincent, 1997; Vincent and Hobbie, 2000;

Vincent et al., 1998).


3.3 LIFE STRATEGIES AND STRESS FACTORS IN THE TERRESTRIAL



POLAR ENVIRONMENT


Vincent (2000) reviews the present knowledge of the evolutionary origins of Antarctica’s microbiota

and life strategies, and because of the similarities in physical environment, this can be applied to

both polar regions, but it is important to take into account Antarctica’s geographical isolation.

Current debate concerns to what extent polar microbial flora is genetically different from the rest

of the globe’s microbial genepool and the effect that severe ecological constraints have on influ-

encing the direction and speed of evolution in the polar regions. Life cycle strategies and stress

factors will undoubtedly influence both evolutionary trends.


3.3.1 LIFE STRATEGIES


It is accepted that the global transport of microbial genomes over distant or local ranges is possible,

through atmospheric circulation, ocean currents, and via vectors (birds, fish, marine, terrestrial

mammals, humans). These vectors and transportation mechanisms can permanently displace

prokaryotic and eukaryotic microbial genomes (Broady, 1996; Elster et al., 2003; Marschall, 1996;

Vincent, 2000). However, our present knowledge of microbial dispersal is limited because relatively

little research has been performed to date (Broady, 1996; Broady and Smith, 1994; Elster et al.,

2003; Marschall, 1996; Marshall and Chalmers, 1997; Schlicting et al., 1978, Vincent, 2000). We

are also restricted by the fact that only a very small range of individual organisms respond to

cultivation after their dispersion and deposition in polar environments. This is because cells and

spores reduce their metabolic activities during airborne dispersal. In addition, their introduction

into colder polar habitats induces so-called cryptic dormant states that allow long-term persistence

sustained by a much-diminished metabolic state. Under these dormant conditions, they can be

considered to represent only a “potential component” of polar genetic diversity. This is because

this special proportion of the microbial biota is not capable of reproducing while dormant and will

not be exposed to the polar evolutionary pressures and genetic recombination, as would reproductive

representatives of polar biodiversity. To date, an understanding of those factors that are responsible

for changing the metabolic activity of introduced biota from normal to dormant states and vice

versa is limited. Similarly, it is not known how long these polar organisms persist in a dormant or

resting state. This is particularly the case for photosynthetic species, for which information is either

absent or very limited. However, it can be expected that once microbial viable cells or resting

spores arrive from either distant or local regions at a potential habitat (via physical or vector

transport), the limiting conditions will exert strong selection pressures. On the basis of different

habitat conditions, different microbial life strategies have been proposed as operating in polar

environments (Vincent, 2000; Vincent and Quesada, 1997), discussed below.
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Specialist organisms occupy narrow niches within extreme but stable environments, and their

life strategies are more common to the nonoscillating low-temperature marine ecosystem. However,

specialist psychrophiles prefer to inhabit an environment in which the optimal temperature for

growth is at or >15°C. These psychrophiles have only a minor ecological role in polar terrestrial

and hydro-terrestrial habitats of the active layer, and this is defined within a wide range of

temperature fluctuations. In contrast, habitats such as those of deep lacustrine (lake); glacial ice;

permafrost; and marginal, cryophilic habitats (e.g., microbiota growing in melting snow fields and

cryoconite holes), which have stable temperatures, contain a much higher percentage of specialized

genotypes (Vincent, 1988).

A more generalist genotype is one that grows suboptimally but survives because it is able to

tolerate environmental extremes. Many polar terrestrial and hydro-terrestrial microbial biotas show

a limited metabolic “tuning” to their ambient environment, with the manifestation of optimal growth

conditions that are outside the environmental range of their polar habitats (Vincent, 2000). For

example, mat-forming cyanobacteria are frequently the dominant biomass in the various shallow

wetlands (hydro-terrestrial habitats) of polar environments. Growth assays of 27 high-latitude strains

showed that they were all psychrotrophic (microorganisms growing at ∑5°C but that have a

temperature optimum for growth of >15°C) but had a mean temperature optimum for growth

significantly below that for strains from temperate latitudes (Tang et al., 1997). These observations

imply an environmental selection for adaptive genotypes and imply the potential for evolutionary

divergence from temperate latitude microbiota (Vincent, 2000). Generalist genotypes also occur

that occupy broad niches that support periods of optimal and suboptimal growth and acclimation.

Again, this strategy can be found in various terrestrial and hydro-terrestrial habitats in which

microbial biotas seem to be more likely cosmopolitan species that can grow in many parts of the

world (Vincent, 2000). It is thus evident that there is not a sharp distinction between the different

strategies and that the polar terrestrial environment has the capacity to modulate the physiological,

metabolic, and genetic properties of life over long periods of time. The evolution of organisms

through these processes is exhibited by, and expressed through, different life strategies, and these

strategies are frequently engaged as other responses and adaptations, as seen in nonpolar latitudes

and ecosystems.


3.3.2 EXTREMES AND FLUCTUATIONS IN ENVIRONMENTAL PARAMETERS:



IMPACTS ON MICROBIAL LIFE


Fluctuations in extremes of low temperatures or water status have a wide physiological range of

influence. For this reason, prokaryotic and eukaryotic oxyphototrophic microorganisms from polar

marine ecosystems are frequently used as a model for investigating cold acclimation, adaptation,

and survival (Kirst and Wiencke, 1995). In the case of the unstable polar terrestrial ecosystem,

Vincent (1988) and Friedmann (1993) have overviewed low-temperature and water status fluctua-

tions with respect to the microbial ecology and ecophysiology of the Antarctica ecosystem. To date,

the ecosystem of terrestrial ice bodies has not received detailed consideration, and the freshwater

ice bodies overlying the polar terrestrial ecosystem lack the habitat (brine channels) in which

microorganisms could live. However, as more studies ensue, it is notable that microbial cells/spores

introduced into Antarctica are transported together with air mass circulation, and they are later

deposited and stored on glacial surfaces. Because little is known about “storage” of microbial life

in continental icecaps, it is becoming increasingly important that intensive biological and interdis-

ciplinary research is performed in both polar regions. Such a study promises to expand an exciting

and potentially fruitful (in terms of acquiring both fundamental and applied knowledge) area of

polar environmental biology research.

Low temperatures and associated changes in water state (particularly at freezing point) have a

dramatic effect on chemical and physical characteristics of all potential habitats throughout the

polar regions. Ice formation physically changes the environment, and it can cause biologically
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significant chemical changes (in salinity, pH, conductivity, and gas content). Water availability, and

thus freezing and melt cycles, are also a dominant influence on the cellular environment of most

terrestrial life forms.


3.3.3 HOW DOES POLAR LIFE COPE WITH ENVIRONMENTAL EXTREMES?


Polar organisms have developed a wide range of adaptive strategies that allow them to avoid, or

at least minimize, the injurious effects of extreme and fluctuating environmental conditions. In

addition, a wide spectrum of ecological and physiological studies have shown that in terms of

environmental priorities, demands for moisture (water in a liquid form) precede demands for

nutrients, which in turn, precede demands for high temperatures (Elster, 2002; Kennedy, 1993;

Lewis-Smith, 1996, 1997; Svoboda and Henry, 1987; Vincent, 1988). The three main strategies for

coping with living in a polar habitat are avoidance, protection, and forming partnerships with other

organisms.


3.3.3.1 Avoidance


In polar terrestrial cyanobacterial and algal communities, a diverse range of ecological and phys-

iological life strategies and behaviors manifest the ability to avoid low temperatures and fluctuations

in water status. Prokaryotic cyanobacteria and eukaryotic algae are, together with bacteria, lichens,

and a selected group of mosses, poikilohydric organisms that are able to tolerate desiccation to

different capacities. This is because that they do not contain vacuoles, which in higher eukaryotic

algae and plants are the cellular component responsible for water control. The external environment

directly manages the metabolic activity of poikilohydric organisms by affecting the presence or

absence of water in either liquid or vapor forms. In ecological terminology these organisms are

called “ecological opportunists.” Thus, poikilohydric organisms have great ecological advantage in

the severe polar terrestrial environment.

Shelter strategies present another type of avoidance mechanism against low temperatures and

water status fluctuations. This strategy can be compared with those used in life in more stable

environments such as lakes, wetland bottoms, and substrata. Shelter strategies physically protect

oxyphototrophic microorganisms against stress factors caused by dynamic temperature and water

gradients. Poikilohydricity and shelter strategies are frequently intercalated, and when combined

with cellular and physiological modifications (cell motility, development of complex life cycles,

multilayered cell walls, sheet and mucilage production, life associations with other organisms),

they afford considerable advantages. These avoidance regimes have thus been developed because

of considerable evolutionary pressures.


3.3.3.1.1 Motility and Avoidance


Some polar prokaryotic cyanobacteria and eukaryotic algae are motile at vegetative or reproductive

cell stages. Mobility can facilitate avoidance of the most stressful conditions and propel the organism

to a more favorable environment (Castenholz et al., 1991; Spauldin et al., 1994; Wiedner and

Nixdorf, 1998). Motile cyanobacteria and algae can also react to stimuli generated by a wide

spectrum of environmental conditions and chemical factors (pH, temperature, viscosity). Among

their different motility types, flagella are most frequently responsible for movement in eukaryotic

unicellular algae. In contrast, filamentous prokaryotic cyanobacteria (Oscillatiorales) move using

straight-lined gliding. The actual mechanism of this type of motility is not known, but it is combined

with mucilage production. The existence of several different types of motility in Oscillatoriales has

been described (Castenholz, 1982; Van Liere and Walsby, 1982), and their properties have very

important ecological effects. Because of their motility and mucilage production, polar terrestrial

and hydro-terrestrial cyanobacteria are important in soil formation and aggregation (Bailey et al.,

1973). Poikilohydricity and motility are associated with the oldest evolutionary and simplest forms

of phototrophic life on the planet. In the polar terrestrial environment they can therefore be
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considered as the Earth’s most simple, and in evolutionary terms oldest and most primitive, form

of oxyphototrophic microorganism. Of course, there are a few exceptions, (e.g., the foliose mac-

roscopic green algae Prasiola
 ) associated in a cosmopolitan genus proliferating in very different, and sometimes even atmophytic, habitats of the Antarctica and the Arctic (Broady, 1989; Hamilton

and Edlund, 1994; Kovácˇik and Pereira, 2001).


3.3.3.1.2 Complex Life Cycles and Avoidance


Complex life cycles are a major avoidance strategy and usually involve the development of resting

(dormant), vegetative, and reproductive stages that change during an organisms’ life cycle to

accommodate seasonally incurred environmental fluctuations. A good example includes the snow

algae—inhabitants of melting temporary snowfields for which about 100 species have been

described (Akiyama, 1977; Kol, 1969, 1971). More recent studies (Ling and Seppelt, 1993, 1998;

Müller et al., 1998) revised these classifications, showing that for some, the original descriptions

were wrong because they showed single vegetative, resting, and reproductive stages. At present, it

is clear that some snow algae have developed complicated life cycles to protect themselves against

the severe and changeable environmental conditions that occur in melting snow. This is a very

important adaptive trait because of the seasonal instability that occurs within the polar terrestrial

environment, concurrent with the ability to produce resting, dormant stages through anhydrobiosis.

The environmental physiology of these stages has, however, received infrequent attention in the

field of polar algal ecology. Undertaking studies in this area is important, as dormant stages in

cyanobacteria and algae facilitate their transportation around the world and across the polar regions.

This has implications in terms of influencing global microbial geneflow and the distribution of

genomes across long distances.

Dormant stages accumulate high concentrations of soluble carbohydrates that substitute for

water molecules during dehydration. This stabilizes the structure and functions of macromolecules,

membranes, and cellular organization (Crowe et al., 1984). The presence of protective sugars in

cells enables the vitrification of cytoplasm on drying and supports the formation of a high-viscosity,

metastable glassy state (Bruni and Leopold, 1991). This preserves cell viability during dry frozen

storage through immobilizing cellular constituents and suppressing deleterious chemical or bio-

chemical reactions that threaten survival (Sun and Leopold, 1994a, 1994b).


3.3.3.2 Protection Strategies


The extracellular production of protective compounds and structures such as multilayered cell walls,

sheets, and mucilage is a very common phenomenon in polar terrestrial cyanobacteria and algae,

and it protects them against fluctuations in water status. The observation that many polar algae and

cyanobacteria have a layer of mucilage and thick protective sheet, which retards water loss from

cells, has been widely reported (Bawley, 1979; Whitton, 1987). The multilayered envelopes sur-

rounding these cells frequently contain sporopollenin or sporopollenin-like compounds. The

sporopollenins are a group of resistant biopolymers considered to be products of the oxidative

polymerisation of carotenoids or of their esters (Wiermann and Gubatz, 1992). The vegetative or

dormant cells covered by these multilayered compounds are widely distributed in nature, including

the polar regions, and they contribute to the strengthening of the cell walls of cyanobacteria and

algae, plant pollen, and fungal spores. Studies (Caiola et al., 1996) using the coccal cyanobacterium


Chroococcidiopsis
 sp. Chroococcales showed that simple organisms are able to modify the com-

position of their cell envelopes by altering the proportion of acid and beta-linked polysaccharides,

lipids, and proteins. Moreover, single cells of Chroococcidiopsis
 sp. scattered in desiccated cultures might be regarded as resting forms, allowing survival under prolonged and severe dry conditions,

so there may be a trade-off between adopting structures able to withstand short-term water loss

and those useful for prolonged survival. Such a phenomenon is observed in cyanobacteria and algae

in which dense mucilage-adhesive mats and multilayered cell walls and sheets are produced. They
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are also observed in periphyton ecology comparisons of continental and maritime Antarctica stream

ecosystems. Vincent and Howard-Williams (1986) and Vincent et al. (1993) showed that the stream

periphyton communities of the McMurdo Sound region of Antarctica are composed of dense,

cohesive, and frequently multilayered mats. These may be adaptive structures that accommodate

the short summer season and frequent freeze–thaw cycles of the habitats. In contrast, for the

relatively milder localities of the maritime Antarctica stream ecosystem (South Shetlands, King

George Island), the longer summer season and reduced-fluctuation freeze–thaw cycles do not require

such protective responses. In these cases the stream periphyton communities are composed of free-

floating mats and clusters of unicellular diatoms (Elster and Komárek, 2003; Kawecka and Olech, 1993).


3.3.3.3 Life-Form Associations


Life-form associations (symbiosis and mutualism) may also offer protection against low tempera-

tures and water status fluctuations. They are traditionally defined as the living together of two or

more unlike organisms to the benefit of both organisms. However, this definition has been modified

to include the acquisition and active maintenance of one genome by another or the acquisition of

novel metabolic capacity and structure (Douglas, 1994). These definitions avoid the oversimplifi-

cations inherent in the term “mutual benefit” and indirectly promote the linkage of symbiosis to

horizontal gene transfer mechanisms. The life associations that commonly occur in the polar

terrestrial environment, with the exception of physical protection, also have physiological and

metabolic advantages. The most frequent and also the most ecologically important association in

polar terrestrial environment is the association of cyanobacteria/algae with fungi in lichens. Asco-

mycetous lichens, especially those associated with green-algal photobionts, dominate the terrestrial

vegetation and are among the largest primary producers of polar terrestrial environment (Barrett

and Thomson, 1975; Kappen, 1993). With respect to water management, the algal and fungal

association (lichen symbiosis) is one of the most successful mutualistic life strategies found in the

polar regions.

Prokaryotic and eukaryotic oxyphototrophic microorganisms have very different life strategies

with respect to their susceptibility to low temperatures and freezing. Prokaryotic (cyanobacteria)

microorganisms are particularly well adapted to the severe and changeable conditions involving

cycles of desiccation, rehydration, salinity, and freeze–thaw episodes. This gives them a great

ecological advantage, and importantly, it allows them to be perennial (Davey, 1989; Hawes, 1989;

Hawes et al., 1992; Vincent and Howard-Williams, 1986). The cyanobacteria may have lower rates

of photosynthesis, but their biomass production is higher than is their subsequent decomposition.

This leads to an accumulation of cyanobacteria biomass in particular polar habitats. Eukaryotic

oxyphototrophic microorganisms (microalgae) have higher rates of photosynthesis (Davey, 1989;

Hawes, 1989) and lower resistances to freeze–thaw cycles. This predetermines their annual character

(Davey, 1989; Elster and Svoboda, 1996; Elster et al., 1997; Hawes, 1989; Hawes et al., 1993,

1997). The retention of year-to-year persistence is provided by only a very small number of highly

resistant cells (Hawes et al., 1992) that are able to survive winter conditions and extremes. This is

a very simplified summary, and it is evident that features responsible for resistance against low

temperature, cryoinjuries, desiccation, and salinity stress are taxonomically specific at the species

and ecoform level. In addition, low temperature and cryoinjury stresses act in concert with other

complex ecological factors (salinity, desiccation, rehydration, level of irradiation), and changes in

single factors can operate in a synergistically positive or negative manner. The timing and duration

of unfavorable conditions and the intensity of episodes of stress are also important factors that play

a detrimental role in the extent of cell damage. Differences in life strategies of prokaryotic and

eukaryotic oxyphototrophic microorganisms and their ecological behaviors in polar terrestrial

environment are varied; some are documented in Figure 3.1.

Cyanobacteria (Figure 3.1A) frequently have multilayered cell walls or sheets with rich muci-

lage. This wet wall occurs on the top of hill and is wetted only temporarily during spring melts or
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during summer rains. Most of season is dry with quick diurnal and seasonal temperature fluctuations.

Fluctuations in temperature are followed by enormous changes in irradiation, salinity, pH, and other

ecological factors. The Nostoc (Figure 3.1B) produces macroscopic colonies rich in mucilage

surrounded by multilayered surfaces. Hawes et al. (1992) showed that the Nostoc-dominated mats

rapidly recover from freezing and desiccation and that full mat recovery (photosynthesis and

respiration) occurs within 10 min of an episode. Recovery of acetylene reduction activity (nitrogen

fixation) is slower and requires about 24 h. Nostoc maintained high internal sugar-phosphate

concentrations under a wide range of environmental conditions, which is probably added protection

against freezing and desiccation damage. Nostoc is a widespread genus in various ephemeral

freshwater habitats and frequently occurs on well-wetted localities (seepages, moss, and vascular

plants carpets) of polar terrestrial habitats. Phormidium
 species (Figure 3.1C), envelop themselves in sheets and mucilage and produce rich skinlike mats, located at the base of various wetlands and

on water-saturated soils. Davey (1989) undertook an Antarctic study showing that the survival of


Phormidium
 sp. after freezing and desiccation is dependent on prevailing light conditions and the presence or absence of free water. High light intensities during freezing and desiccation negatively

influenced survival of Phormidium
 sp. Photosynthesis completely ceased following five freeze–thaw cycles without an excess of water but showed no impairment in the presence of water. Phormidium


sp. mats had low initial water content because of freezing and desiccation processes, but water loss

is slow because of the presence of mucilage. Under some circumstances, Prasiola crispa
 (Figure

3.1D) produces lichen symbiotic associations with Mastodia tesselata
 (Huskies et al., 1997). In

the same study previously described for Phormidium
 sp., Davey (1989) examined the freezing and

desiccation survival strategy of the Antarctic Prasiola crispa
 . This depends on light conditions and on the absence or presence of free water. At low irradiances, Prasiola crispa
 did not show a decline in rate of photosynthesis during five daily freeze–thaw cycles at low irradiances. However, at high

irradiance the decline of photosynthetic activity was recorded. Prasiola crispa
 is also sensitive to desiccation and freeze–thaw fluctuations in the absence of free water. Communities of filamentous

algae demonstrate black-green parts of mats sheltered against direct irradiation (Figure 3.1D; Elster

et al., 1997). These communities contained viable cells, contrasted with white-grey parts of the

mats, which were dead (J. Elster, unpublished data). In the case of green algal mats (Figure 3.1E),

the biomass of dead cells only can be observed (J. Elster, unpublished data). Indigenous Inuit

peoples call such a structure “Martian paper,” and it can persist in the field as dry, dead biomass

for several years. Hawes (1990) studied the effects of cryoinjuries on the Antarctic alga Zygnema


sp. During repeated overnight exposures to temperatures of down to –4°C, the alga’s photosynthetic

capacity was maintained. An increase in the duration of exposure or a decrease in temperature

resulted in loss of photosynthetic capacity and in leakage of solutes and cell death. This alga is

well suited to growth during the Antarctic summer, where diurnal freeze-thaw cycles rarely fall

below –4°C and, in addition, these temperature changes are slow. Slow temperature changes

(0.5°C/min) avoid ice nucleation, and in such populations a viability of 92% is reached. Hawes

(1990) also showed that in a Zygnema
 sp. community frozen to a temperature of –4°C for 10 d,

photosynthesis was undetectable, and viability decreased gradually to 40% after 16 d.

Clearly the ability of polar organisms to adapt to and survive in some of the most inhospitable

parts of the planet has important consequences for other aspects of cryobiological research. The

potential for interfacing polar and applied cryogenic research forms the final part of this chapter.


3.4 EXPLOITATION OF POLAR RESEARCH IN APPLIED CRYOBIOLOGY


As the rate of chemical reactions decreases in accordance with the Arrhenius equation, organisms

affected by chilling and freezing will, within species and life strategy-specific limits, respond to a

temperature reduction at the biomolecular level. All temperatures greater than or equal to –40°C,

the temperature of homogeneous ice nucleation (and as long as liquid water is available) biochemical

processes will continue to occur, albeit at low rates at temperatures less than 0°C. Tropical and, in
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some cases, temperate species, lethally succumb to critical limits of chilling and freezing at

relatively elevated low temperatures when they are applied in vivo
 . Remarkably, however, it is

possible to apply ultralow temperatures in the cryoconservation of many tropical as well as tem-

perate plant species (see Chapters 9 and 10). This has been achieved using cryoprotective meth-

odologies developed through the application of empirical, ecological, and physiological knowledge.

Importantly, valuable insights into the basis of low-temperature adaptations can be gained through

the pursuit of studies in comparative environmental stress physiology. When applied to diverse

organisms adapted to different ecosystems, this approach may help elucidate the generic stress

responses associated with freezing injury and cryotolerance.

Mankind’s interest in preserving “life in the frozen state” spans the temperature limits and

optima that polar organisms are naturally able to withstand. These pertain to studies (Fogg, 1998)

of polar psychrophiles (organisms that grow at or <0°C) and psychrotrophs (organisms that grow

at 0°C but that have optimum growth temperatures >15°C and upper limits at 40°C). There now

exist exciting opportunities to use the outputs of polar research to help elucidate the generic adaptive

mechanisms involved in freezing tolerance; such an approach has great potential in facilitating the

wider application of low-temperature biology. Importantly, the knowledge gained may be used to

help understand low temperature effects in nonpolar organisms. For example, understanding the

basis of natural, in vivo
 low-temperature tolerances and associated stresses (desiccation, dehydration) has exciting implications (e.g., the use of ice-nucleating proteins) for medical cryobiology

(cryosurgery and transplant organ storage). Furthermore, the application of polar knowledge may

help in the development of improved and novel ways to cryopreserve both native biodiversity and

the genetic resources of agricultural and forestry species, domesticated animals, and endangered

species from tropical, temperate, and extreme ecosystems. This chapter will therefore appraise the

potential applications of polar biology in applied research, specifically, acquiring a fundamental

knowledge of polar low-temperature tolerances that can be used in medical, environmental, and

stress physiology research; formulating the means to mitigate against cryoinjury; and developing

improved and novel methods of cryoprotection and cryopreservation.


3.4.1 POLAR ECOLOGY: PROVIDING INSIGHTS INTO THE GENERIC BASIS



OF
 
IN VIVO

 AND
 
IN VITRO

 FREEZING STRESSES


Convey (2000) identified seven interrelated stress factors that can affect polar organisms:

1. Temperature

2. Water

3. Nutrient status

4. Light availability

5. Freeze–thaw events

6. Length of growing season

7. Unpredictability

These factors have been discussed previously in this chapter in relation to their ecological

implications; now their effects at the cellular, biochemical, and molecular levels will be considered.

Importantly, many of the subcellular responses to these factors are similar to those that will affect

organisms and their component parts exposed to cryogenic manipulations. Indeed, these factors

involve the exposure of organisms and their component parts to extreme and episodic fluctuations

in stress; for example, during low-temperature storage, cryosurgery, in vitro
 cryopreservation, and organ preservation.

Changes in water status may be considered one of the main generic stresses across both polar

and nonpolar groups, and there is a very close relationship between the mechanisms of desiccation

and cold tolerance (Convey, 2000). Clearly there are parallels between the generic environmental
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stresses that affect both cold extremophiles and nonpolar organisms. Thus, despite the fact that

biodiversity exists in different and fluctuating environments, it is markedly apparent that represen-

tatives of the various Kingdoms possess common stress responses with respect to in vitro
 cryogenic freezing. This is especially so if low-temperature effects are considered at the subcellular level.

For “life in the frozen state,” the two-factor (colligative/dehydration stress and ice formation)

hypothesis of cryoinjury (see Chapter 1) can be universally applied across different physiological

levels (cells, tissues, and organs) from all taxonomic groupings. This has lead to the development

of the most common cryoprotectant additives and the strategies that are now so widely applied to

conserve biodiversity (animal, plant, fungal, and bacterial) across all taxa (see Chapters 8, 10, 11,

and 15). Membrane damage, metabolic uncoupling, and free radical–mediated oxidative stress

therefore represent generic stress responses (see Chapters 1, 6, and 20) in cryopreserved systems.

An understanding of the common basis of cryoinjury can help develop novel and improved

approaches to cryogenic storage in widely different fields of application. Within the field of applied

(medical, veterinary, aquaculture, microbial and plant) cryobiological research there occurs signif-

icant evidence of multidisciplinary interaction and the exchange of ideologies. The following

sections will therefore offer exemplars as to how terrestrial polar ecology research (specifically

pertaining to polar invertebrates and higher plants) may aid applied low-temperature research.


3.4.2 SURVIVAL AT SUBZERO TEMPERATURES: POLAR TERRESTRIAL ANIMALS



AND PLANTS


Surprisingly, there are, to date, few examples that present the importance of polar ecology in

facilitating the development of cryoconservation and low-temperature storage methodologies in

nonpolar organisms. However, such an approach has the potential to provide an exciting platform

on which to develop new and innovative means of low-temperature conservation. For example, the

discovery of glycerol’s cryoprotective properties for avian spermatozoa was rapidly applied there-

after to plant, microbial, and animal cells (see Chapters 9 and 11 for historical reviews). Recent

studies (Block, 2002; Dumet et al., 2000) and a European Consortium (http://www.cobra.ac.uk)

do, however, promise exciting developments in the application of polar biology in cryopreservation

research.

Some of the most important groups of polar terrestrial organisms that show adaptive responses

to extreme cold are the various groups of arthropods and other invertebrates that inhabit polar

environments. Fjellberg (1994) reports 34 species of Arctic Collembola in the Alexandra Fiord of

Ellesmere Island (Canadian High Arctic) that inhabit varied and extreme habitats with considerable

variations in water status. In the sub-Antarctic region in particular, there is a rich diversity of these invertebrate life-forms, and species such as the Antarctic springtail can be found in large numbers

in the maritime Antarctic (Worland and Block, 2001), yet they must survive long periods at deep

subzero temperatures during overwintering. These organisms provide a novel basis on which to

investigate the comparative effects of freezing on different types of organisms (Block, 2002). It is

beyond the scope of the present chapter to discuss these organisms in detail, but it is pertinent to

draw attention to some aspects of the known strategies employed by polar invertebrates to adapt

to the low-temperature environment (for more detailed discussion about insect freeze tolerance,

see Bale, 2002; Lee and Denlinger, 1991).

Polar invertebrates show adaptive or “cold hardiness” changes, in response to seasonal varia-

tions, which encompass morphological, biochemical, behavioral, and ecological changes (Block,

1990). In general, invertebrates can survive exposure to very low temperatures by one of two routes:

freeze avoidance or freeze tolerance (Block, 1990; Lee, 1991; Storey and Storey, 1992; Zachari-

assen, 1985). Those that choose the latter option have been identified as having evolved a very

interesting battery of responses to survive freezing, which responses in some respects have been

mimicked by the empirical experiments undertaken in the laboratory to cryopreserve living cells

(see Chapter 1). In the case of freeze avoidance, seasonal adaptations have evolved to inhibit ice

TF1231_C03.fm Page 131 Tuesday, April 6, 2004 11:18 PM

Life in the Polar Terrestrial Environment with a Focus on Algae and Cyanobacteria


131


formation in body tissues. This can be achieved by an increase in the supercooling point of the

body fluids (haemolymph) by increased production of solutes (such as glycerol and sorbitol) and

sugars (such as trehalose and sucrose) to such an extent that they produce a colligative depression

of freezing point (Lee, 1991; Zachariassen, 1985). This is also often combined with strategies to

inhibit organic ice nucleators by removing them from the body (e.g., emptying of gut contents)

and with synthesis of antifreeze proteins (or thermal hysteresis proteins, termed THPs), which can

mask the growing surfaces of small ice crystals (Block, 1990; Duman, 2001; Chapter 7). The

combined effects may decrease supercooling points in Antarctic arthropods to below –30°C (Block,

1990). For the most part, freeze-tolerant invertebrates employ similar strategies (accumulation of

natural cryoprotectants such as glycerol to allay damage from dehydration during freezing), with

protein agents, THPs, and ice nucleating proteins (INPs). It may seem counterintuitive to evolve

mechanisms for nucleating ice while avoiding the lethal effects of freezing, but for the major

categories of freeze-tolerant invertebrates, the control of the site and timing of ice crystal growth

is an essential part of the scheme. Via INP action, ice formation may be limited to multiple

extracellular compartments in the body, and by nucleating ice at high subzero temperatures, slow

dehydrative freezing may take place (over many hours or days), which reduces body water content

by more than 60% (Storey and Storey, 1992). There is some recent evidence that in certain selected

species of invertebrates (e.g., the Antarctic nematode Panagrolaimus davidi
 ), intracellular freezing may be tolerated (Wharton and Block, 1997). The nature and location of the intracellular ice remain

to be fully investigated, but there was no clear evidence of existence of a glassy or vitreous state

when these organisms were studied by calorimetric techniques; development of vitreous changes

has been suggested previously as one mechanism of survival in insect freeze tolerance (Waslyk et

al., 1988).

Applying acclimation treatments to help overcome low-temperature stress is an important aspect

of applied cryobiology (see Chapters 5 and 10). However, this response has also been noted

(Worland et al., 2000) in the larvae of the Diptera species H. borealis
 , obtained from Arctic habitats.

This organism overwinters in the larval form in the Arctic, and it can be subjected to temperatures

below –15°C, yet the larvae freeze at around –7°C. Interestingly, if the larvae were cold acclimated

(at 5°C for 1 week followed by gradual reductions in temperature at 1° to 2°C/h to terminal transfer

temperatures from 0° to –20°C and thence directly to –60°C), up to 80% were able to survive at

–60°C. However, of those that were exposed to acclimating temperatures between –4° and –15°C,

only very few (3%) were capable of pupation. Those cooled to –20°C had pupation levels of 44%,

and 4% emerged as adults. As is the case with plant studies (see Chapter 10), the acclimation of


H. borealis
 may be linked with the accumulation of cryoprotective sugars and polyols (trehalose, glycerol, sorbitol). Interestingly, larval fructose levels increased within the range –2° to –15°C.

The accumulation of sugars and polyols remained at relatively low levels and was probably not

sufficient to afford full cryoprotection. It was thus hypothesized that their presence restricted cell

volume reduction during the formation of extracellular ice (Worland et al., 2000). It was also

suggested that the main protective strategy was caused by the preconditioned hypometabolic state

that the larvae developed before the onset of winter. This occurs as the larvae enter a dormant phase

at a critical body mass. They maintain this state until they experience a low-temperature episode

(<15°C) followed by a warm period (5°C).

The similarities between cold acclimation, sugar accumulation, dormancy, and life cycle strat-

egies of polar invertebrates and temperate plants (e.g., see Chapter 5) are fascinating. A comparative

study of such evidence also supports the application and development of common (cross-Kingdom)


in vitro
 cryoprotection strategies for organisms from different taxa. Block (2002) has taken this approach by assessing the interactions of principle freezing phenomena in four very different

biological systems exposed to freezing: (1) the freeze-intolerant Antarctic springtail Cryptopygus



antarcticus
 , (2) the freeze-tolerant larvae of H. borealis
 from Arctic habitats, (3) the freeze-intolerant High Arctic springtail Onychiurus arcticus
 , and (4) cryopreserved meristems of Ribes ciliatum
 (a wild currant species)—a genotype originally collected from a volcanic region of Mexico. Block’s
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(2002) case study focused on examining the role of water in the different organisms. The main

factors identified were water status, the presence or absence of ice nucleating agents, and time

scales of desiccation. Prevention of ice nucleation and lowering the water content by osmotic means

were important cryoprotective strategies in the invertebrates. C. antarcticus
 was desiccated by the atmospheric removal of water through the cuticle to the atmosphere, which has similarities to the

application of evaporative desiccation in plant cryoprotection (see Dumet et al., 2000; Chapter 10).

In the case of C. antarcticus
 , the number of ice nucleators and their activities increased with lowered ambient temperatures. However, for the plant system, cryoprotection is achieved via the osmotic and

evaporative removal of water to a critical point at which the tissues survive and water forms stable

glasses on exposure to cryogenic temperatures. In contrast, H. borealis
 larvae do not desiccate, but conserve body water in a form that is osmotically inactive. O. arcticus
 is, by comparison, dehydration tolerant and can survive 40% loss of water to allow supercooling and thus ensure wintering.

The impacts of freezing stress in polar organisms cannot, however, be considered in terms of

physical parameters alone. There exist highly complex interrelationships between the geographical

distribution of different polar organisms, their life histories, and their trophic status, all of which can contribute to freezing tolerance. For example, parasitism is considered just as important a factor as

climate in the life-cycled development of the High Canadian Arctic insect Gynaephora groenlandica


(Kukal and Kevan, 1994). Similarly, Bale et al. (1999) assessed insect thermal tolerance (under labo-

ratory conditions) of three beetles sampled from South Georgia, sub-Antarctic. They were able to

correlate cold hardiness and heat tolerance (using supercooling points and upper and lower lethal

temperatures) with the altitudinal and latitudinal distributions of the species in vivo
 . When considering the application of in vivo
 studies, it is therefore also important to be aware of the interactive effects of both biological and ecological parameters on chilling freezing and desiccation responses.


3.4.3 POLAR PHYTOBIOTA: ECOPHYSIOLOGICAL INSIGHTS INTO CRYOTOLERANCE


Polar plant life (and algae and lichens) has to cope with incredible extremes and limiting factors

that restrict photosynthesis, growth, and reproduction. Short summers and low inputs of thermal

and light energy are characteristic of polar ecosystems, and they have a major effect on phyto-

biota. Even though there is a long photoperiod in the summer, the radiation received is of low

radiant flux densities and can be influenced by snow and ice cover. Comparative studies of temperate

and polar bryophytes and lichens (Convey, 2000) indicate that polar organisms show relatively high

optimum photosynthetic temperatures and shallow response curves; this permits a significant net

primary production at temperatures around zero. The possible physiological basis of subzero

photosynthesis is also considered to equate to tolerance to low water potentials and desiccation.

This is the particularly the case for cryptogams that can only become physiologically active when

moist (see Lee, 1998, for a review). The Arctic lichen Cetraria nivalis
 was found to be photosyn-

thetic at –5°C and at low photon flux densities of less than 150 –mol m–2 sec–1 (Kappen et al.,

1995). This study revealed that at a subarctic site in Sweden, C. nivalis
 was able to accumulate

200 mmol CO kg dry wt –1 over 6 d while growing under melting snow.

2

Even though water is in abundance in the polar regions, it is locked in ice. Low precipitation

and high transpiration rates caused by wind and evaporative desiccation exacerbate water loss in

terrestrial polar phytobiota. Poikilohydrous polar autotrophs (Ennos and Sheffield, 2000) may also

reach a state of anhydrobiosis at which metabolic activity ceases and maintain this state until more

favorable conditions ensue. This has been discussed earlier in this chapter. The importance of

microgeography and inclination in polar survival is also demonstrated (Montiel, 2000) by Antarc-

tica’s vascular plants Colobanthus quietensis
 (cushion pearlwort) and Deschampsia antarctica


(Hairgrass). These inhabit moist and sheltered north-facing slopes. Polar soils are frequently poor

in nutrients, and this can also be affected by wind erosion, lack of microbial activity, the absence

of legumes, and low phosphates. As the rate of soil formation is very slow, polar substrates tend

to be poor and unstructured and have low water-retention capacities (Fitter and Hay, 1995).
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The mechanical effects of ice, freezing/thawing, and melt cycles cause soil disruption, which

uproots plants and impairs the ability of seedlings to establish their root systems. Reproductive

problems are also important to polar plants, as the absence of insects, limited vegetation cover, and

low densities of animals that can aid pollination and seed dispersal limit the potential for cross-

pollination. Reproductive adaptations (Lee, 1998) in Arctic plants include the production of pre-

formed flower buds that maximize the time to flowering and seed set. Some plants are heliotropic

(following the sun); this helps pollination by attracting basking insects and raises the temperature

of the gynaecium, promoting fertilization of embryo development. A further interesting adaptation

is pseudovivipary, in which bulbils or miniplantlets are produced instead of seeds. These struc-

tures are relatively large and ready to undertake active growth and development. This ensures

that plants are established more rapidly (than is the case for a germination cycle) in short-growing

seasons.

The effects of all the above limiting factors are further compounded by interactions and

synergism. Convey (2000) explains that water and light availability will be intimately related to

meltwater patterns; for example, snow cover can provide an insulation layer, as has been discussed

above in the case of algae. High light intensities and temperatures associated with melts necessitate

the development by plants of mechanisms to overcome photoinhibition (see Chapter 6). These

include saturation at low light intensities, reversible photo-inhibition, the accumulation of screening

pigments (these can also be linked to ultraviolet-B radiation), avoidance of water loss, and enhance-

ment of cuticular waxes (Convey, 2000). Dark anthocyanin pigments can also accumulate in some

plants (Fitter and Hay, 1995). These increase the absorbance of radiant heat and have a key role

in raising the temperature of the plant. Flower warming can accelerate reproduction and may have

an effect on seed weight. Most polar plants adopt cushion or dwarfing growth patterns, closely

spaced prostrate plants, and the clustering of insulating, dead foliage aground young, developing

shoots. However, these are all energy- and resource-consuming tolerance strategies and influence

other components (growth and reproduction) of polar flora life cycles. Growth limitation is thus a

significant strategy, ensuring that there is sufficient energy to allow reproduction and development

(Fitter and Hay, 1995). Life cycle adaptations that allow overwintering and dormancy are an

important component of polar plant life strategies. Surviving very severe and long winters means

that the growing and reproductive season is very short (sometimes only a few weeks), and it can

be highly irregular. It is therefore critical that growth resumes at the earliest possible time, and

for this reason polar plants often start to grow as soon as the temperature allows. They do not,

therefore, generally display the highly programmed, innate dormancy that is found in temperate

plant species.


3.5 BIOCHEMICAL CRYOPROTECTION STRATEGIES IN POLAR



ORGANISMS: POTENTIAL FOR DEPLOYMENT IN APPLIED



CRYOBIOLOGY


So far, this chapter has primarily examined ecophysiological adaptations to the terrestrial polar

environment, focusing on algae as the main exemplar. A brief summary of polar plant and inver-

tebrate adaptive physiology has also been included, providing an antecedent for considering the

wider applications of polar biology research. At the whole-organism level, strategies for protection

against freezing injury equate to either freeze-avoidance or freeze-tolerance, depending on the

capacity to survive or to avoid extracellular ice formation. However, it is also important to assess

the cellular and biochemical basis of polar “cryotolerance” in vivo
 , as this has great potential for aiding the discovery, development, and application of cryoprotective strategies that may be implemented in applied cryobiology. Many organisms cannot avoid exposure to subzero tempera-

tures—polar organisms being a case in extremis—so they have to use a range of biochemical

strategies that permit them to suppress the temperature at which ice freezes.
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In vivo
 there exist three main biochemical cryoprotection strategies and they can alter the

formation and pattern of ice crystallization as well as conferring protection through undercooling.

They are:

•

Manipulation of cellular osmotic status via the synthesis of sugars

•

Sugar alcohols and polyols

•

Manipulation of ice nucleation

•

Production of antifreeze proteins (AFPs)


3.5.1 CARBOHYDRATES AND CRYOPROTECTION


A major biochemical approach to freeze avoidance involves the ability of organisms to change their

intracellular solute composition, especially with respect to sugars and sugar alcohols. This results

in the supercooling of water; in vivo
 freezing is therefore circumvented. This is a very important adaptation for surviving “the frozen state” in nature, but it also has great relevance to cryogenic

manipulations (cryopreservation) in vitro
 .

Biochemical studies of polar organisms collected from remote polar regions, and especially

Antarctica, are difficult, as collection and transport may compromise the biochemical integrity of

the tissues (Johnstone et al., 2002). However, a comparative study of the importance of sugars in

the cryoprotection of polar organisms has been documented by Montiel (2000). This comprises a

detailed analytical investigation of carbohydrate-based cryoprotection in a wide range of polar

biota. Biochemical analyses were performed using high-pressure liquid chromatography to detect,

at the cellular level, seasonal variations in soluble carbohydrate compositions of Antarctica species

from Signy Island. These species were selected from a wide range of taxa comprising invertebrates

( Alaskozetes antarcticus,Gamazellus racovitzai
 , C. antarcticus
 , Eretmoptera murphyi
 and Pseudoboeckella
 spp.), lichens ( Umbilicaria antarctica
 , Caloplaca regalis
 , Himantormia lugubris
 ), mosses ( Andreaea regularis/gainii
 , Polytrichum alpestre
 , Sanionia uncinata
 ), an alga ( P. crispa
 ), and two vascular plants ( C. quitensis
 , D. antarctica
 ) from terrestrial, maritime habitats. The study profiled environmental effects over air temperature ranges of –2° to <10°C in the spring/summer and –30°

to 0°C in the winter. Total soluble carbohydrate content in these organisms could be correlated

with low-temperature responses with a significant increase in most winter samples, as compared

to those taken in the spring and summer. In the case of the phototrophic species, polyols were the

main component in the lichens and the alga. These carbohydrates were absent in the vascular plants

and mosses, and in these cases, glucose, sucrose, and fructose levels were higher. In the cryptogams

that displayed seasonal changes in concentrations of solutes, carbohydrates were higher in the

spring. Trehalose was a major component in winter samples in some of the invertebrates and the

lichens. Montiel (2000) suggests that the production of this sugar may be correlated with a partial

dehydration step that allows low-temperature acclimatization, and that this may also correspond

with an overwintering dehydration state of the organism. Montiel also reports that there is strong

ecophysiological evidence that there is a widespread occurrence of trehalose across several Antarctica

biota (nematodes, tardigrades, fungi, lichens, arthropods). This certainly exemplifies the importance

of this protective sugar in in vivo
 , polar cryoprotection strategies. It is considered to have a key role in thermal and dehydration tolerance (also see Chapter 21). In the case of the poikilohydric

cryptogams, Montiel (2000) postulated that the relatively high concentrations of carbohydrates act

as osmolytes in the winter period and as physiological buffering agents in spring and summer. In

the case of overwintering invertebrates, soluble carbohydrates increase over the winter, and therefore

reduce intracellular water status.

The manipulation of cell solute composition and viscosity is a key component of cryoprotective

strategies applied to cryoconserve cells, tissues, and organs and low and ultralow temperatures.

This can be achieved through the application of polyols, sugars, dimethyl sulfoxide (Me SO), and

2

evaporative desiccation. Cells must achieve a solute composition at which, on exposure to ultralow

temperatures (liquid nitrogen, –196°C), the cells avoid ice formation completely and an amorphous,
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vitrified glass is created. This is essentially cryogenic storage in the absence of ice (see Chapters 9 and 10), although in some cases the cryoprotectant can form ice while the cells and tissues are vitrified.

Alternatively, colligative cryoprotectants can be applied that allow supercooling to a critical

point at which external (extracellular) ice is formed before intracellular ice. On the formation of

extracellular ice, a vapor pressure deficit is created between the inside and the outside of the cell.

As a result, intracellular water moves out of the cell, and in doing so, the water available for ice

formation in the cell is reduced. The aim of the applied cryobiologist is therefore to manipulate

this process (by optimizing cryoprotectant treatments, cooling rates, terminal transfer temperatures,

and ice nucleation events) to achieve an intracellular water status such that the solute composition

becomes concentrated enough (following the removal of water by the water vapor deficit gradient)

to support vitirification. Penetrating colligative cryoprotectants play an essential role in this process as they mitigate damaging solution effects. The process of vitrification has been extensively used

as a cryoprotective strategy across all applied cryobiological disciplines. It is also considered to

have a very important role in plant freezing tolerance in vivo
 (see Chapter 10). Changes in cellular osmotic status can also be invoked in vitro
 to assist the survival of organisms and their component parts after cryogenic storage. This occurs through the process of cold acclimation (see Chapter 5),

which can be applied as part of a cryoprotective strategy by simulating cold acclimation for in vitro
 systems (Chang et al., 2000; Dumet et al., 2000). Thus, cold acclimation has been simulated as a

method of enhancing the recovery of plants cells from cryogenic storage. The application of soluble

protective agents sugars, carbohydrates, polyols, and glycerol as cryoprotectants in germplasm

cryoconservation and medical cryogenic storage could, therefore, be considered to simulate, in part,

the natural cryoprotective responses of polar organisms; although, of course, trehalose and other

soluble sugars are also involved in the adaptive responses of freeze- and desiccation-tolerant

organisms from nonpolar regions. Broad-spectrum deployment of natural cryoprotectants in applied

cryobiology is especially exemplified by the use of trehalose and sucrose. Trehalose has been

similarly applied (Bhandal et al., 1985) for the cryopreservation of suspension cultures of plant

cells ( Daucus carota, Nicotiana tabacum
 , and Nicotianaplumbaginifolia
 ). Pretreatment of (5 to 10% w/v for 24 h before freezing) cells with trehalose as the sole cryoprotectant (20 to 40% w/v

trehalose on ice for 1 h) resulted in approximately 50 to 75% cell viability. Trehalose has been

used as a cryoprotectant for the cryopreservation of the highly storage-recalcitrant and thermophillic

bacterium Lactobacillus bulgaricus
 (De Antoni et al., 1989). At a concentration of 0.3 M
 , trehalose was able to maintain the viability and acidification functionality in the organism when stored at –60°C.

The application of sucrose in plant cryoconservation (as a pregrowth additive, cryoprotectant

in vitrification solutions, and osmoticum in encapsulation/dehydration) demonstrates the extensive

use of the sugar in plant cryogenic storage (see Chapter 9). However, applications of sugars in

cryoprotection protocols are also significant in medical and animal cryobiology. Kravchenko and

Sampson (1998) demonstrated that a cryoprotectant medium comprising 0.25 M
 sucrose, 1% (w/v)

bovine serum albumen (BSA), and a natural plant antioxidant silibor (derived from Silybum mar-



ianum
 ) preserved whole rat liver under hypothermic conditions (0°C) for 24 h and maintained good

biochemical activity. Rudolph and Crowe (1995) examined the effectiveness of trehalose and proline

in the preservation of membrane structure and function in frozen muscles derived from Homarus



americanus
 (lobster). Their studies showed that both compounds retained the functionality of the

tissue, and inhibited the membrane mixing on freezing, of phospholipid vesicles. Glycerol and

Me SO were less efficacious with respect to the preservation of membrane stability.

2


3.5.2 APPLICATIONS OF ICE NUCLEATORS


Intracellular ice nucleators (templates on which ice crystals are first initiated) can prove highly

problematic, yet they also offer important applications in environmental, agricultural, and food

technologies (Lindow, 1987; Lee et al., 1995; Li and Lee, 1995). Ice-nucleating bacteria are very

potent initiators of ice formation and are found in both temperate (Costanzo and Lee, 1996) and
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polar (Obata et al., 1999) habitats. For example, plants that are susceptible to frost may be injured

by the presence of ice-nucleating epiphytic bacteria (e.g., Pseudomonas syringae
 ). In nature these become associated with plant leaves, and they nucleate ice at relatively high temperatures. (–2° to

–5°C). Plants that have a bacterial flora capable of ice nucleation are therefore far more sensitive

to freezing stress. Orser et al. (1985) discovered the ice-nucleating gene from P. syringae
 . Strains of bacteria that lack the gene have been isolated from wild populations and used to infect plants

such that they out-compete the ice-nucleating bacteria, reducing the possibility of frost damage.

However, far more controversial (Miller, 1994) is the release of genetically manipulated bacteria

containing an ice-minus gene in vivo
 , the rationale being that these bacteria will compete with wild strains that do contain the ice-nucleating gene and will enhance freezing tolerance in crops.

Studies of polar ice-nucleating capacities in different organisms offer considerable potential

for the applied sector. The control of ice nucleation and ice growth in polar organisms can be a

very important survival strategy (Storey and Storey, 1992). In the case of polar microinvertebrates,

ice-nucleating organisms or other templates can be present in large numbers in the external and

internal body floras. If they are not eliminated from the body, this can pose a major problem. Some

polar organisms may therefore purge any potential ice-nucleating agents (food particles, proteins)

from their bodies on a seasonal basis, such that in the winter months moderating diet and body

fluids reduces the potential for ice nucleation to occur (Storey and Storey, 1992). This purge,

coupled to a programmed desiccation response in which body fluids are reduced (as is the freezable

water content), obviates the potential for lethal nucleation events to occur. The action of ice-

nucleating proteins and microorganisms in vivo
 and in vitro
 can also be beneficial if extracellular nucleation allows the slow dehydration of cells through a controlled water vapor gradient (Storey

and Storey, 1992; see also Chapter 7).

Interestingly, a strain (IN-74) of a novel ice-nucleating bacterium, Pseudomonas antarctica
 ,

has been identified as a potential freeze-texturing agent of food. The organism was originally

isolated from Ross Island, Antarctica, and it produces ice-nucleating activity at temperatures of

–15° to –22°C (Obata et al., 1999). Ice-nucleating proteins are also found in the blood of freeze-

tolerant vertebrates, and they have very similar characteristics to those of tardigrades, molluscs, and

insects. It has been proposed (Constanzo and Lee, 1996; Obata et al., 1999) that the selective expression of ice-nucleating proteins may be a critical factor in vertebrate freeze-tolerance. If these proteins fail, some organisms are able to use ice-nucleating bacteria that are harbored in the gut or on the skin.

Ice-nucleation activity (potentially assigned to clusters of bacteria and noncharacterized tem-

plates and particles) has been assessed using a droplet-freezing method in 19 cold-adapted species

of phytobiota sampled from South Georgia and the maritime Antarctic (Worland et al., 1996). The

main aim of the investigation was to develop a robust method to quantify the effect of different

variables (ice-nucleator particle size, cooling rate, and sample preparation) on nucleating activity.

Interestingly, this comparative study revealed a range of ice-nucleating capacities from 257,000 to

16,220 nuclei/gram for the respective successional order of activity: lichens > mosses > flowering

plants. Clearly the deployment of such information related to polar organisms may offer useful

insights into the wider applied use of ice nucleators (Lee et al., 1995; Li and Lee, 1995).


3.5.3 ANTIFREEZE PROTEINS: A DIVERSITY OF APPLICATIONS


Although ice nucleators are involved with the initial formation of ice, AFPs are associated with

postnucleation modification of ice crystal growth and structure. This is very important in nature

and in applied research (Griffith and Ewart, 1995), as the size and form of ice crystals can have a

major effect on the potential injurious effects of freezing. AFPs become adsorbed onto ice crystals,

and they actually modify crystal growth. At critically high concentrations the AFPs cause a thermal

change to the solution in which they are associated. This is termed “thermal hysteresis,” a phe-

nomena that causes the depression of the freezing point of a solution without affecting the melting

temperature. Importantly, at low concentrations, AFPs can also inhibit the recrystallization of ice
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(occurring at, or fluctuating near, 0°C). AFPs do not act colligatively, but because of their ability

to prevent the growth of ice (through adsorption and changing their tertiary structure), they are up

to 500 times more effective in lowering freezing temperature than other known solutes (Fletcher

et al., 1999). This is an important capability in nature, as it means that organisms, such as polar

fish, that are in possession of AFPs are able to moderate their cryoprotection mechanism without

changing their osmotic status.

In nature, AFPs are found in plants, insects, and various polar and subpolar fishes, of which

four classes have been characterized (Fletcher et al., 1999). About 30 angiosperm species demon-

strate AFP activity after cold acclimation, and some of these species are commercially important

crops (rye, wheat, barley, oat, a range of Brassica
 spp., potato, and carrot). Antifreeze glycoproteins (AFGPs) originate in Antarctic Notothenioidei
 teleost and northern cods; other fish types I–III are found in flounder, shorthorn and longhorn sculpin, sea ravens, smelts, and herring (Fletcher et al.,

1999). Notothenioidei
 teleost fish are the dominant fish fauna of the coastal regions of the Antarctic Ocean. They are considered to be ecologically successful because they have adapted their blood

composition to include antifreeze glycoproteins that have an equilibrium freezing point of –0.7 to

–1.0°C. Chen et al. (1997a, 1997b) have characterized the antifreeze protein of the Notothenioid


Antarctic fish taxon. The AFGP gene is thought to have evolved from pancreatic trypsinogen over

5 to 15 million years ago (coincident with the freezing of the southern Ocean). However, a

remarkable discovery has also been made in that two groups of polar fish (the Antarctic Notothenioid


teleost and the Arctic cod) originating from opposite poles of the earth have both evolved similar AFGPs. This research (Chen et al., 1997a, 1997b) demonstrates a unique direct link between the

evolution of protein, the diversification of an animal via covergent evolution and environmental

change in the polar regions. Although the Antarctic fish genes originate from trypsinogen, the AFGP

of Arctic cod shares no sequence homology with this enzyme, showing that it has a different

progenitor. However, the evolution of antifreeze proteins in these animals is suggested to be a major

factor in allowing the polar fishes to colonize different levels of the cold Arctic and Antarctic waters.

Many applications of AFPs have been identified (Fletcher et al., 1999; Griffith and Ewart, 1995)

in commercial, medical cryobiology and in agricultural sectors:

•

Improving food textures (e.g., of frozen foods)

•

Stabilizing the shelf life of frozen foods

•

Cryogenic storage of plant and animal germplasm

•

Enhancement of the success of surgical cryoablation

•

Medical cryobiology (transplant organ and tissue storage)

•

Crop protection against freezing injury

•

Improvement of the characteristics of transgenic fish

•

Application of transgenic technologies to introduce antifreeze genes into animals and plants

In terms of cryopreservation, the application of AFPs can be contentious, as some reports

indicate that they can enhance survival, whereas others indicate that clear beneficial effects are

equivocal. Comparing and contrasting the use of AFPs in cryopreservation with those in cryosurgery

may offer some explanation as to their confounding deleterious and positive effects. In the case of

cryosurgical applications, it is essential that all the tumor tissue is destroyed during cryoablation

(Chapter 16). This can be critically dependent on cooling rates, and it is important to avoid

vitrification processes that may confer cell survival (El-Sakhs et al., 1998). Pham et al. (1999)

performed an in vivo
 study of AFP adjuvant cryosurgery using subcutaneous metastatic prostate

tumors developed in nude mice. AFP TYPE I was applied in the tumor before freezing at a rate

of 10 mg/L. This treatment was found to enhance the cryodestruction of the tissues under thermal

conditions that would normally enhance cell survival. In a different application, Naidenko (1997)

applied AFP1 at a rate of 0.1 to 0.2 mg/mL to oocytes, embryos, and larvae of Crassostrea gigas


(oyster) and found that AFPI reduced cryoinjury in frozen oocytes.
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Clearly there is an interesting disparity in the application of AFPs in causing or ameliorating

cryoinjury. Pham et al. (1999) make the important comment that it is the way in which the AFPs

modify the structure of ice crystals that determines their effects (see also Chapters 2 and 22).

Studies have shown that at concentrations greater than 5 mg/L, AFPs can cause frozen cell

destruction; it is proposed (Pham et al., 1999) that the effect is caused by the formation of needle-

like ice crystals. These can be associated with the severe mechanical disruption of cellular and

connective tissues. The damaging effect of the AFPs occurs as the temperature gradient is propa-

gated and the formation of needle ice spicules thus concentrates the AFPs. Incipient concentration

effects are also considered by Ekins et al. (1996), who applied AFP I and III to rat liver slices with

a view to stabilizing their biochemical and functional activities. Pham et al. (1999) make a very

important comment in noting that many researchers studying the cryoprotective effects of AFPS

during cryopreservation may mistakenly apply them at too a high concentration, which promotes

the production of spicular ice structures that cause mechanical cell damage and is not related to

the cryoprotective effects of the proteins, which should be examined at much lower concentrations.

Ekins et al. (1996) concur with this observation and show that at high concentrations (1 mg/mL),

the AFPs applied to a rat liver system may act as ice nucleators, whereas at lower concentrations

(0.2 mg/mL), AFPI and AFP III may be beneficial.

Further examples are demonstrated by Wang et al. (1994) such that AFGPs derived from the

Antarctic nototheniod fish failed to protect cardiac explants in rats during hypothermic and freezing

preservation. Similarly, O’Neil et al. (1998) applied AFGP to cryopreserved vitrified mature mouse

oocytes. The AFGP was derived from the blood of the Antarctic nototheniod fish. Supplementation

with 1 mg/mL of AFGP produced poor rates of survival, and these were highly variable, depending

on the temperature of cryoprotectant application. Lowering the temperature of exposure to the

treatment did, however, improve viability. Thus the protective and deleterious effects of AFPs may

be critically concentration dependent. Ramlov et al. (1996) also consider the role of THP proteins

in the freezing-tolerant Antarctic nematode P. davidi
 , and this study may have some relevance in

helping to understand the action of AFPs in vitro
 . The possibility is presented that the role of THPs in insects is not solely to prevent ice recrystalization but also to prevent the migration of still-liquid domains present in the frozen tissue. These are operational because of the freeze concentration of

body fluids moving along differential temperature gradients in the organism (Knight et al., 1995;

Ramlov et al., 1996). Thus the migration of liquid domains could be harmful and the effects will

be related to the size. The larger the organism, and presumably in medical cryobiological applica-

tions the larger the tissue, the more likely that differential temperature gradients will become

significant on thawing/rewarming.

To summarize, clearly the application of AFPs/THPs in applied low-temperature research

necessitates a greater understanding of the different modalities (cryoprotective and cryodestructive)

of their complex functions. The size and shape of ice crystals formed in association with AFPs

appears to be critically affected by the concentration at which they are applied. Furthermore, size

may also have a critical effect on the movement of water (associated with AFPs) within different

domains of tissues. In the future it may be beneficial to combine multidisciplinary knowledge and

expertise (Block, 2002; Knight et al., 1995; Ramlov et al., 1996) of in vivo
 , in vitro
 , medical, and ecological aspects of AFPs with a view to enhancing our understanding of natural freeze-tolerance

adaptations. Cross-disciplinary studies of AFPs in cryodestruction (cryosurgery) and cryoprotection

(cryopreservation) may be particularly useful.


3.6 FUTURE DIRECTIONS OF POLAR CRYOBIOLOGICAL RESEARCH


This chapter has compared the ecological and biological attributes of the Arctic and Antarctic

terrestrial environments. To conclude, a summary (Figure 3.2) is presented that redefines the

environment of the different polar regions with respect to biotic and abiotic parameters affected by

low temperatures and water availability. Furthermore, it simultaneously introduces the different
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FIGURE 3.2
 This scheme summarizes low-temperature and water status parameters in the polar regions and simultaneously profiles the adaptive responses of microorganisms, using cyanobacteria and algae as exemplars.

In succession, from left (1) to right (4), the scheme depicts key differences between the Antarctica and Arctic regions related to: (1) Polar sea and terrestrial environment and their seasonal fluctuations; (2) summer temperature fluctuation inside of the terrestrial environment types; (3) life status; (4) life cycle strategy, incorporating programmed and nonprogrammed acclimation/responses and adaptations. For comparative purposes, the temperature ranges estimated for space research programs (e.g., relative to Mars and Jupiter’s Moon, Europa) are indicated. Perpendicular thick arrows depict the main range of each primary parameter (Polar Region and 1–4); perpendicular thin arrows delineate the fluctuations and parameter ranges within each parameter; periodic arrows (----) delineate interfacing margins across and within each parameter range.

levels of polar adaptive responses using cyanobacteria and algae as exemplars. The north and south

polar regions are remarkably different from each other in their geological histories, biodiversity,

energy balance, and transport, yet they share the common challenges for the life that exists

there—the fluctuating extremes of cold and desiccation stress. The Arctic is a geologically young

and open area in which rapid glacial and periglacial processes occur. There is a relatively (to

Antarctica) higher level of biodiversity and a greater capacity for geographical genome transfers

to take place, aided by biological vectors, land mass continuity, and air and oceanic currents. In

contrast, (see Figure 3.2), a thick ice sheet covers most of the Antarctic continent, which has been

geographically isolated for a very long period of time. As a consequence, glacial and periglacial

processes are much slower, and genome exchange and movement, and consequentially biodiversity,

are more limited in the south polar region of Antarctica.
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The different types of polar environment within a range of seasonal temperature fluctuations

are shown in Figure 3.2, indicating the differentials between the terrestrial and marine environments.

Seasonal temperatures of terrestrial environments vary greatly, with a maximum range of oscillation

of ~50 to ~80°C. In contrast, the maritime system is more stable, with maximum seasonal fluctu-

ations of ~2 to ~6°C. Figure 3.2 indicates the margins of terrestrial and marine environments and

their boundary lines, where temperatures can range from ~10 to ~40°C. These boundaries have

been estimated from previous sources presented in this chapter and from Deming and Huston

(2000), Deming and Baross (2001), and Deming (2002). Extremes of, and fluctuations in, temper-

ature and desiccation parameters (Figure 3.2) in Arctic and Antarctic regions have resulted in many

polar organisms possessing highly specialized adaptive responses (see Figure 3.2). As such, they

are described as “extremophiles,” and interest in them is rapidly increasing, as gaining insights into

the basis of their adaptive responses has great potential for applications in other fields; for example,

as indicative markers of climate change and in biotechnology and conservation, through the

deployment of extremophile protectants as cryoprotective (e.g., trehalose, antifreeze proteins) and

cryosurgical adjuvants (ice-nucleating proteins). This chapter will therefore conclude by highlight-

ing two future directions for the application of polar research.


3.6.1 POLAR CRYOBIOLOGY AND SPACE BIOLOGY


Polar biology, and especially extremophile research, provides an interesting platform from which

to consider space biology. Recently this has been exemplified by the topical, and indeed contro-

versial, issue of “Snowball Earth,” which speculates on the involvement of ice in the development

of early planetary life (Walker, 2003). Space and polar studies frequently interface with research

undertaken in some of the Earth’s most extreme environments, and most especially Antarctica

(Wynn-Williams and Edwards, 2000a, 2000b). Polar temperature classifications together with their

constraints are highlighted in Figure 3.2, and for comparative purposes, estimates of extraterrestrial

temperatures are given. Temperature and the availability and state of water (as ice) may well dictate

the most likely contenders within our planetary system for harboring extraterrestrial microbial life

(Deming and Huston, 2000; DesMarais and Walter, 1999). One such candidate is Mars, as within

its present polar ice caps, water may have been present in the past (Baker, 2001). That water and

life existed on Mars previously, or that it exists now or indeed has the potential to exist in the

future, is open for debate (Mullins, 2003). Another candidate for extraterrestrial life is Jupiter’s

moon, Europa, which is suggested to be home to a vast ocean below the ice (Chyba and Phillips,

2002). It is evident that Mars shows some environmental (temperature and water status fluctuations)

similarities with extremes of Earth’s terrestrial polar environment and Europa with Earth’s marine

polar environment. However, if the existence of life on Mars and Europa, or indeed elsewhere in

our solar system, is to be validated, temperature will most likely not be the most important limiting

factor. From terrestrial experiences of microbiology, extraterrestrial life would probably not survive

the temperature fluctuations exceeding the limits of those found in the Earth’s polar regions. The

complexity and severity of other environmental factors (radiation, absence of atmosphere) in

extraterrestrial environments will probably be more important factors limiting “Martian” life.

Nevertheless, there still remains a high motivation to document biodiversity at high latitudes, as

the polar marine and terrestrial environments provide a unique natural laboratory (see Foreword,

this volume) for studying the evolution of life with respect to survival in extremis, either on, or

(speculatively) off, our planet.


3.6.2 INTEGRATING POLAR BIOLOGY WITH APPLIED MEDICAL AND



CONSERVATION CRYOBIOLOGY


Modulation of low temperatures and water status are central factors impacting all aspects of “life

in the frozen state.” In this chapter, emphasis has been placed on the in vivo
 responses of polar organisms to these parameters. Prokaryotic cyanobacteria and eukaryotic microalgae have been
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used as model organisms, selected because of their distinct and important status as primary

producers in polar ecosystems. This review does, however, comment on the adaptations of some

key higher taxa that are also resident in the polar terrestrial environment, allowing the extrapolation

of knowledge gained from polar ecology to aid applied cryobiology. The algae and cyanobacteria

represent an evolutionary point in the lineage of microorganisms, preceded by ancient and simpler

microbial life forms (e.g., archaea, eubacteria, bacteria) and succeeded by complex higher plants.

Discourse is also given to the invertebrates because they represent one of the most important groups

of permanently resident, polar terrestrial animals, and their study offers unique perspectives of

adaptive responses that may be applied to higher taxa.

Thus, our concluding scheme (Figure 3.2) demonstrates the different terrestrial and oceanic

environments as affected by changes in seasonal temperature fluctuations, water state, and life

responses depicted in terrestrial stable environments (glacial ice, subglacial systems, glacial melting

surface). Also, this is the case to a lesser extent in snowfields and lacustrine ecosystems, for which

summer temperatures and water state fluctuations are minimal or strongly restricted. In contrast,

in unstable environments, partially hydroterrestrial and mainly in the terrestrial ecosystems, fluc-

tuations in temperature and water availability are common and span wide ranges. Summer temper-

atures and water fluctuations of the stable and unstable low-temperature polar terrestrial environ-

ment are indicated in Figure 3.2. In certain terrestrial habitats (desert soil and rock, frozen glacial

surfaces), liquid-state water is available for only a very limited time, and mist vapor is only sufficient to support microbial community development (Nienow and Friedmann, 1993). Similar studies

of other frozen systems such as the Antarctic snow, deep glacial and lake ice matrices, and the

Siberian permafrost show that there is adequate energy and space, for example, in the veins

between ice crystals that remain liquid-filled at temperatures at –5° to –20°C. This type of

microniche is capable of supporting bacterial life in the frozen state (Carpenter et al., 2000;

Price, 2000; Rivkina et al., 2000).

Figure 3.2 demonstrates the distribution of the life strategies and their genetically programmed

(e.g., seasonally induced dormancy) and nonprogrammed (responses to incidental stresses) adap-

tations and acclimation processes. Vincent (2000) and Elster (1999, 2002) have designated generalist

(mesophile) genotypes as the most common and—ecologically—most important life strategy in

polar terrestrial environments. These genotypes survive such severe ecological conditions because

of their tolerance through acclimation to environmental extremes. Acclimation is described here as

a response at the physiological or metabolic level that is not genetically programmed (e.g., such

as seasonal dormancy) and that is expressed during sporadic environmental extremes.

The growth and development of mesophiles occurs suboptimally, meaning that most physio-

logical and metabolic processes occur at much slower rates than those of optimal conditions.

However, in some special niches of the polar terrestrial environment, optimal conditions (during

short episodes of better weather) can occur irregularly and for a limited time. This offers the

opportunity for growth and development under optimal conditions that are comparable to midlatitudes.

Regular, generalist mesophiles are influenced by the geographical features of defined localities, and

genotype exchanges probably occur between the polar terrestrial environment and midlatitudes. In

our scheme (Figure 3.2), generalist genotypes are the most common, and specialist genotypes

occupy only narrow niches of specific habitats that are at extreme low temperatures.

Figure 3.2 highlights the ecological, physiological, and genetic behavior of microorganisms in

the polar terrestrial environment. It is evident that the stable and unstable components offer a wide

spectrum of (micro-) habitat types for relatively long periods of time, in which various microor-

ganisms including cyanobacteria and algae can grow and reproduce. Cyanobacteria and algae have

a wide spectrum of ecological avoidance strategies, such as the avoidance of fluctuations (in time

and space), in low temperatures and low water availabilities. However, in habitats in which appro-

priate temperature and simultaneous liquid water are time-limited, and in which there is frequent

oscillation of these conditions, microorganisms produce dormant cells. During this process, cells

significantly reduce their metabolic activity, meaning they can persist for long periods of time. In
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our spectrum of the polar terrestrial environments, dormant forms of microbial life can be found

mainly at the upper and higher margins (Figure 3.2). In unstable terrestrial habitats, microbial life

is found only in places (soil, on or within rock substrata) in which temperatures are low and water,

existing in a liquid form, is available only for very short time. The endolithic and soil communities

of the polar desert ecosystem represent these habitats.

One of the striking aspects of comparing in vivo
 (polar) and in vitro
 (cryoconservation and cryodestruction/cryosurgery) life at the very limits of cold endurance is that there exist so many

parallels and similarities in their response phenomena. For example, the polar terrestrial environ-

ment is not only a place of extremes (constrained by low temperatures and water availability) but

it also exposes the life that lives there to frequent and long-term successions of environmental

fluctuations. Such rapid changes are also encountered during cryopreservation and cryodestructive

processes, which may well occur at far greater rates (°C seconds/hours) and amplitudes than those

experienced in nature. In contrast, temporal in vivo
 fluctuations in temperature and water stress are caused by instabilities precipitated by diurnal, seasonal, and geological changes and by, more

recently, climate change. These changes have promoted and possibly accelerated polar evolutionary

processes, leading to a diverse array of complex, physiological acclimation and adaptation

responses. Cryobiology practitioners in conservation and medical sectors make good use of simu-

lating nature’s survival responses to aid cryoconservation and cryodestruction. A good example is

in the application of AFPs from teleost fish of polar and northern temperate regions applied in

cryosurgery (Chapter 16) to aid the destructive capacity of ablation treatments.

Perhaps one of the most exciting possibilities for future applications of Arctic and Antarctic

research concerns studies of the longevity of organisms “trapped in polar ice.” The work of

Gilichinsky et al. (1995) may have particularly important implications for polar, space, and applied

cryobiologists (see also Chapters 9 and 16). Viable microorganisms representing various ecological

and morphological groups have been “cryo”-preserved under permafrost for thousands and some-

times millions of years; cells discovered in northeastern Siberia are the oldest and date back 2 to

3 million years. These cells provide phenomenal examples of longevity “on ice” and demonstrate

the importance of really understanding the profound constraints that the natural polar environment

imparts, not only physically but also biologically and, perhaps most importantly, ecologically. The

application of “ecological “ knowledge in applied cryobiology is yet to be fully realized, yet the

benefits of pioneering Antarctic and Arctic environmental research in an applied context are

enormous. Opportunities suggested in this volume range from the development of “natural” cryo-

protective strategies to help cryopreserve algal, plant, animal, and human cells to applications in

cryosurgery. Polar research promises exciting opportunities that have the potential to support future

and emergent applications of cryobiology that affect all aspects of “life in the frozen state.”
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4.1 INTRODUCTION


The permafrost microbial community has been characterized as a “community of survivors” (Fried-

mann, 1994) based on the continued viability of many of their members for hundreds to millions

of years in the frozen state. Despite the extreme conditions of low temperature, low nutrients, and

low water activity associated with this environment, a large diversity of viable microorganisms

exists in even the deepest layers of permafrost. This continually frozen soil matrix contain members

of the bacteria, archaea, and some green algae and yeast that will grow on appropriate media. Other

0-415-24700-4/04/$0.00+$1.50

© 2004 by CRC Press LLC


151




TF1231_C04.fm Page 152 Monday, March 22, 2004 1:50 PM


152


Life in the Frozen State

eukaryotes have not been cultivated from permafrost layers older than 10,000 years. These microbes

may have responses to the stress conditions that prolong their survival under the stable conditions

of permafrost. Known response reactions include physiological changes to membrane composition,

which maintain fluidity; changes in protein production; a reduction in cell size; and the production

of internal osmolytes.

Dispute remains about whether microbes simply persist in the long term or whether they actively

survive in nongrowth-promoting conditions. A particularly controversial topic is whether sustained

or intermittent metabolic activity occurs within the permafrost. Evidence presented below supports

both intermittent metabolic activity and the existence of a sustained anabiotic state. The remarkable

ability to survive in a continuously frozen matrix of permafrost for millions of years makes the

permafrost community unique for several practical and scientific reasons. For example, the perma-

frost microbes may harbor novel enzymes of biotechnological importance. They also beg deep

questions about the nature of life itself: How long can cells survive in continually frozen conditions?

What is the lowest rate of metabolic activity necessary to retain viability? Is life likely to exist on

the cooler outer planets?

The purpose of this chapter is to highlight the nature of the physical environment while primarily

focusing on the microbial community and the metabolic state of these microbes in situ
 .


4.2 PERMAFROST PHYSICAL CHARACTERISTICS


The permafrost environment is composed of soil, bedrock, sands, and sediments that are exposed

to temperatures of 0°C or below for a period of at least 2 years. Over 20% of the Earth’s land

surfaces are subjected to these permanently cold conditions, including 85% of Alaska, 55% of

Russia and Canada, 20% of China, and the majority of Antarctica (Pewe, 1995).

The active layer of permafrost is the surface layer that freezes in the winter and thaws in the

summer. The depth of the active layer is dependent on moisture content and can vary from several

feet in well-drained soils to less than 1 ft in bog environments (Gilichinsky, 1993; Pewe, 1995).

The thickness of the permafrost is governed by the balance between its formation and its loss

to the atmosphere because of heat flow from the earth’s core through the permafrost layers. Regional

thickness varies from a few meters in sub-Arctic regions to hundreds of meters in the northern

Arctic (Gilichinsky et al., 1992). Permafrost is often much thicker in Antarctic regions because of

their longer periods of subzero temperatures. Topography and vegetation also contribute to differing

local variations in permafrost thickness. Vegetation and snow cover serve to insulate, by preventing

heat from leaving the ground, and thereby reduce the permafrost thickness (Pewe, 1995; Spirina

and Federov-Davydov, 1998).

Permafrost soil represents an extreme environment caused by low temperatures (–10 to –20°C

[Arctic] to –65°C [Antarctic], low water content (1 to 7%), low carbon availability, and long-term

exposure to gamma radiation. The composition of permafrost varies greatly in ice, organic carbon

content, and physical characteristics. It is possible for permafrost to contain no moisture, and thus

no ice, in dry, arid regions, such as the Ross desert of Antarctica. In other regions, the high salinity

of permafrost may inhibit ice formation or growth well below freezing temperatures. However, the

majority of permafrost in the Arctic and Antarctic regions is firmly cemented by ice. Ice content

varies according to the physical and ionic content of the soil. Sandy, well-drained soils often contain

between 15 and 25% ice, whereas loam soils vary between 30 and 60% ice (Gilichinsky, 1993).

Sands of the Antarctic Dry valley contain between 25 and 40% ice, most likely because of the

ability of the coarse grains to cement (Wynn-Williams, 1989).

The concentration of organic carbon varies greatly in localized areas of permafrost. Many sites

within northeastern Siberia are oligotrophic, with total organic compositions between 0.85 and 1%

(Matsumoto et al., 1995); others contain higher total organic compositions (Gilichinsky et al., 1992)

as a result of the presence of detritus layers. Late Pliocene and Pleistocene Siberian soils often
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TABLE 4.1



Diversity of Organisms Obtained from Permafrost Soils



Number isolated



Oldest sample



Depth



(cells/gm soil)



(years)



(meters)



Reference


Archaea

105–107

2 million

43

Rivkina et al., 1998; Tiedje et al., 1998

Eukaryotes

103–105

Algae

103–105

3 million

Vishnivetskaya et al., 2001

Fungi and yeasts

103

3 million

78

Dmitrev et al., 1997

Protists

103

Modern

.3

Vishniac, 1993

Bacteria

107–109

3 million

43

Vishnivetskaya et al., 2000

contain peat, detritus layers, semidecayed plants, and humic-rich areas, which can cause large

variations in organic carbon concentrations (Gilichinsky et al., 1992). High total organic compo-

sitions contents and a low C/N ratio are common in the soils of East Antarctica (Beyer et al., 2000).

Beneath the active layer lies the permafrost table. This is a physical barrier, restricting water

percolation and solute penetration because of the presence of ice-filled pores. The absence of

continuous water-filled horizons reduces the possibility of penetration of modern microorganisms

into the ancient frozen layers. The remaining water remains in an unfrozen state because of the

concentration of organic solutes and mineral particles. The amount of unfrozen water present in

permafrost decreases with temperature (Ostroumov, 1992). In Arctic permafrost soils that experi-

ence temperatures between –10° and –12°C, the amount of unfrozen water is estimated to be

between 3 and 5% (Gilichinsky et al., 1995). In Antarctic soils in which temperatures are commonly

below –25°C, unfrozen water is often undetected (Ostroumov, 1992). The ice-filled soil horizons

prevent microbial movement because the thickness of the unfrozen water film (5 to 75 Å) is

insufficient for the passage of 0.5 to 1.0-micron microorganisms (Gilichinsky et al., 1993). The

presence of polygonal ice wedges, unique 16O:18O ratios, and the presence of pollen grains only

from tundra plants in the soil horizons indicate that these soils have remained continually frozen

for hundreds of thousands to millions of years (Gilichinsky et al., 1992; Vasilchuk and Vasilchuk,

1997). Soil age is determined by radiocarbon dating of the extracted pollen and other organic

matter. Permafrost provides a unique opportunity to examine the microbial diversity present in

ancient soils because of its continually frozen state.


4.3 PERMAFROST DIVERSITY


A vast diversity of microorganisms has been isolated from all layers of permafrost—some as old

as 3 to 5 million years (see Table 3.1). Microbial diversity and numbers seem to be related to the

age of the soil and are, therefore, dependent on the length of time frozen.

It might be construed that such harsh conditions would limit life to a very low diversity and

cause the small number of remaining cells to exist only in a resting state. However, this is not the

case. Omelansky isolated the first Siberian permafrost microorganisms in 1911, while excavating

a mammoth carcass. This discovery was followed by isolation of viable microorganisms from

permafrost soils all over the world. Microbes were soon characterized from snow and ice in

Antarctica, Canadian permafrost subsoil, and Alaskan permafrost (Boyd and Boyd, 1964; James

and Sutherland, 1942; McLean, 1918). Four different genera of bacteria were isolated from 20,000

to 70,000-year-old Alaskan permafrost cores (Becker and Volkmann, 1961). This was followed

shortly by the first quantitative study of Alaskan permafrost. The active layer showed the presence

of 55,000 viable bacteria per grams of soil, whereas the permafrost (8 to 15 ft in depth) revealed

the presence of 5 to 130 cells/gm soil when incubated at 22°C on nutrient broth (Boyd and Boyd,



TF1231_C04.fm Page 154 Monday, March 22, 2004 1:50 PM


154


Life in the Frozen State

1964). These early studies also highlighted the differences in numbers of viable fungi (103/g soil)

and bacteria (104/g soil) isolated from the active permafrost layer when incubated at 24°C (Kjoller

and Odum, 1971). The first viable microflora older than the late Pleistocene (1 to 2 million years)

were isolated in Antarctica by Cameron and Morrelli (1974).

These initial studies included few controls to ensure that contaminant microorganisms were

not introduced into the samples. Early attempts to control the introduction of outside microorgan-

isms relied on the surface sterilization of the core with a flame and then drilling into the center of

the core with flame-sterilized drill bits, though some speculation remains about possible contami-

nation by the drilling fluid (Cameron and Morrelli, 1974). At present, standardized methods adapted

from temperate subsurface sampling processes minimize contamination risks (Beeman and Suflita,

1990). Samples are obtained by slow, rotary drilling without the use of fluid to prevent melting

and contamination by surface organisms. In addition, the outside of the drill is coated with an

indicator microorganism, Serratia marcescens
 . Internal segments of the cores are obtained by

aseptically removing the outermost 1 cm under frozen conditions. These internal segments are then

tested for the presence of the indicator strain (Khlebnikova et al., 1990).


4.3.1 BACTERIA


Bacteria dominate in all layers of the permafrost. Their diversity and numbers decrease with soil

age, but large numbers (108 cells/g) of viable bacteria were obtained from the oldest samples (3

million years; Vishnivetskaya et al., 2000; Vorobyova et al., 1997). The majority of studies of the

psychrotolerant permafrost community focus on aerobic systems where up to 108 cells/g can be

isolated (Vishnivetskaya et al., 2000; Vorobyova et al., 1997). A small number of anaerobic studies

reveal that permafrost samples also contain a diverse population of bacteria, accounting for 102 to

106 cell/g (Rivkina et al., 1998). Psychrophilic bacteria are surprisingly absent from permafrost

communities, with the majority of isolates possessing psychrotolerant properties (Vishiniac, 1993).

A discrepancy exists between the number of bacteria that can be cultured and those present in

the permafrost soils. Arctic permafrost sediment often contain between 107 and 109 cells per gram

dry weight (dw), as determined by acridine orange direct microscopy counts, wheras Antarctic

permafrost contains between 107 and 108 cells/g dw. However, only a small fraction of these bacteria

(102 to 108 cfu /g dw) are viable by selected culturing methods (Khlebnikova et al., 1990; Vorobyova

et al., 1997). Studies using olgiotrophic media such as peptone yeast glucose vitamin media or

1/10 tryptic soy broth obtained greater numbers of isolates, but a smaller diversity of morphotypes,

than studies using rich media (Siebert and Hirsch, 1988; Vishnivetskaya et al., 2000). However,

incubation at cold temperatures was shown to increase both the microbial diversity and the numbers

of bacteria isolated from Arctic permafrost (Vishnivetskaya et al., 2000).

Characterization of the viable and culturable permafrost community has revealed the presence

of equal numbers of Gram-positive and Gram-negative bacterial isolates in some soils and a

preponderance of nonspore-forming Gram-positive bacteria in other permafrost soil samples (Vish-

nivetskaya et al., 2000). Previous studies by Russian scientists indicate that Gram-positive bacteria

such as actinomycetes (85%), and cocci (5%), including the genera Arthrobacter
 , Rhodococcus
 , Micrococcus
 , Deinococcus
 , Brevibacterium
 , and Streptomyces
 , were predominant in Siberian permafrost (Zvyagintsev et al., 1990). Gram-negative rods represented about 12% of aerobic isolates,

with the majority of isolates being members of the Pseudomonas
 and Flavobacterium
 genera

(Vorobyova et al., 1997; Zvyagintsev et al., 1990). The majority of aerobic permafrost-bacterial

isolates are nonspore-forming bacteria, especially in the most ancient permafrost soils, and therefore

this classical persistence structure does not appear to be important for microbial survival in

permafrost.

In late Pliocene (1.8 to 3 million years old) permafrost, the mesophilic actinomycetes and

related high-GC Gram-positive bacteria were still found to be the predominant (55 to 75%)

culturable isolates. However, the total number of cells isolated decreased with age of the soil
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(6 × 104 – 1.4 × 105 cell/g). Classification based on culturable, morphological, and chemotaxonom-

ical characteristics placed the isolates within the genera Arthrobacter
 , Kocuria
 , Aureobacterium
 , Gordona
 , Nocardia
 , Rhodococcus
 , Mycobacterium
 , Nocardioides
 , and Streptomyces
 . In the aforementioned study, a number of bacteria isolated differed from previously described genera in their

cell wall composition, indicating that the bacteria may belong to a new species or genera (Karasev

et al., 1998). Bacteria of the genus Bacillus
 were often isolated from old permafrost samples (Kuz’min et al., 1996).

Only a few studies have examined the presence of anaerobes in permafrost despite their presence

in large numbers (107 to 108 total cells/g; Vorobyova et al., 1997). Denitrifiers, sulfate reducers,

and Fe(III) reducers were isolated by viable plate counts and quantified by presence of end products.

The largest numbers of anaerobes were detected in the younger soils (Rivkina et al., 1998). The

anaerobic bacteria were identified as Propionibacterium
 species (sp.) (Karasev et al., 1998), Des-ulfotomaculum
 sp., and nitrifying and denitrifying bacteria of the genera Nitrosospira
 , Nitrosovibrio
 , and Nitrobacter
 (Rivkina et al., 1998).

Phylogenetic studies of Siberian permafrost isolates reveal a vast diversity of microorganisms

belonging to the Actinobacteria,
 and the Firmicutes
 commonly referred to as the high-G+C and the low-G+C of the Gram-positive group, and responding Proteobacteria
 phylogenetic groups.

(Note that G+C content is a means of distinguishing between different bacterial species.) Arthro-



bacter
 and a member of the Micrococcus subclass were the most common isolates independent of

soil age within the Actinobacteria
 . Exiguobacterium
 represented the Firmicutes
 group throughout the soil column, whereas Planococcus
 was isolated only from the younger soils. Members of the

α- Proteobacteria,Sphingomonas
 , were found in soils up to 3 million years old, whereas members of the Flavobacterium–Bacteroides–Cytophaga group and γ- Proteobacteria,
 Flavobacterium
 and Psychrobacter
 , were present only in the younger soils (Vishnivetskaya et al., in preparation). This age relationship is currently unexplained, but it may suggest that those genera present in ancient

soils possess cold acclimation properties not present in the strains of younger origin. Shi et al.

(1997) examined 29 viable permafrost isolates. Among them, 16 (55%) were Gram-negative and

13 (45%) were Gram-positive. Phylogenetic analysis revealed that the isolates fell into four cate-

gories: high-GC Gram-positive bacteria, β- Proteobacteria,
 γ- Proteobacteria,
 and low-GC Gram-positive bacteria. Most high-GC Gram-positive bacteria and β- Proteobacteria,
 and all γ- Proteobacteria,
 came from samples with an estimated age of 1.8 to 3.0 million years. Most low-GC Gram-

positive bacteria came from samples with an estimated age of 5000 to 8000 years (Shi et al., 1997).

Recent studies have shown that the number of viable but nonculturable microorganisms present

in permafrost is considerable. Extraction of genomic DNA from the active layer followed by

observations of restriction fragment-length polymorphism (RFLP) patterns indicate that the Gram-

negative bacteria are most often amplified (60.5%) compared with the Gram-positive bacteria that

often dominate in viable diversity studies. The Proteobacteria
 dominate the Gram-negative isolates with clones belonging to the α (20.9%), δ (25.6%), β (9.3%), and γ (4.7%). Overall, 70% of clones

were 5 to 15% different from the strains in current databases, whereas 7% differed more than 20%

(Zhou et al., 1997). This would seem to indicate that the physiology and function of the dominant

members of the community are unknown.

The reports about isolation of viable bacteria from Antarctic permafrost are numerous and are

thoroughly reviewed by Vishinac (1993) in Antarctic Microbiology
 . Bacteria are able to survive in Antarctic permafrost at levels of nearly 105 cell/g, with the genera Bacillus, Arthrobacter
 , and


Streptomyces
 predominating (Vorobyova et al., 1997).


4.3.2 CYANOBACTERIA AND ALGAE


Viable green algae and cyanobacteria were isolated from numerous permafrost samples, which

varied in lithology genesis and depth. Permafrost samples were obtained from the Kolyma-lowland,

Siberia, and Antarctic dry valleys (Victoria Land). The frequency of discovery of viable algae has
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TABLE 4.2



Phylogenetic Group vs. Age (in Thousands of Years) of Permafrost Sediment



Phylo Group



Total (no.)



Modern



2–8



20–30



60–100



200–600



600–2000



2000–3000


Flavobacteria/Cytophaga/

6

1

4

1

Bacteroides group

Fibrobacter group

7

7

Proteobacteria

43

26

1

5

1

10

(alphas)

(11)

(9)

(1)

(1)

(betas)

(10)

(4)

(1)

(5)

(gammas)

(11)

(2)

(5)

(4)

(deltas)

(11)

(11)

Bacillus/Clostridia group

20

2

8

5

1

1

3

(Bacillus)

(11)

(1)

(8)

(2)

( Exiguobacterium
 )

(4)

(1)

(1)

(1)

(1)

( Planococcus
 )

(5)

(4)

(1)

Actinomycetes

32

1

13

4

14

( Arthrobacter
 )

(24)

(12)

(1)

(11)

( Microbacteriaceae
 )

(6)

(1)

(3)

(2)

( Rhodococcus
 )

(2)

(1)

(1)


Note.
 Compiled from phylogenetic diversity literature of Shi et al., 1997; Vishnivetskaya et al., in preparation; and Zhou et al., 1997.

been lower than bacteria, and decreases with increasing permafrost age (see Table 4.1). In contrast,

the presence of viable algae did not depend on the depth of the soil core when samples of identical

age were examined. Green algae and cyanobacteria were isolated more often from fine lake–swamp

or lake–alluvium loams and sandy loams. No viable algae were isolated from coarse marine and

channel-filled sands. The biodiversity of green algae and cyanobacteria was highest in the Holocene

sediments (10,000 years old). Their occurrence in the Arctic early Pleistocene and late Pliocene,

and in any Antarctic frozen sediments, can be characterized as sporadic. Statistically, green algae

species were found more frequently and with greater species diversity than cyanobacteria. This

may reflect the ability of the green algae to survive in the ancient tundra environments. Numerous

studies to date have shown that green algae are dominant in the modern tundra environments in

quantity and in biodiversity (Getsen, 1990, 1994; Zenova and Shtina, 1990).

Unicellular green algae Pseudococcomyxa
 and Chlorella
 were often isolated from different

ages of Arctic permafrost samples. Nonmotile globular cells of Chlorella
 were more abundant

among green algae isolates. Other Chlorella
 were dominant in the permafrost samples. Viable green algae from the Arctic permafrost were represented by Chlorella
 sp., Chlorella vulgaris
 , Chlorella
 sacchorophilla
 , Pseudococcomyxa
 sp., Mychonastes
 sp., Chlorococcum
 sp., Chodatia
 sp., Chodatia
 tetrallontoidea
 , Stichococcus
 sp., and Scotiellopsis
 sp. Unicellular green algae of Mychonastes
 sp.

and Pedinomonas
 sp. were the only algae discovered in the Antarctic permafrost. Green algae

isolates were unicellular coccoidal, elliptical, and rodlike. All cyanobacteria were filamentous in

morphology and belonged to the Oscillatoriales and Nostocales orders. Among them Nosctoc
 ,


Anabaena
 , Phormidium
 , and two different species of Oscillatoria
 were identified. Nostoc
 and Oscillatoria, with straight, narrow trichomes, were most often isolated form Arctic permafrost. The Antarctic

permafrost samples studied did not contain viable cyanobacteria (Vishnivetskaya et al., 2001).

Viable algal isolates possessed low growth rates, with doubling times of 10 to 14 d. Green

algae strains were better able to grow at 27°, 20°, and 4°C, but cyanobacteria possessed good

growth only at 25°C. Cyanobacteria Nostoc
 and Anabaena
 were capable of nitrogen fixation and chromatic adaptation (Erokhina et al., 1999; Vishnivetskaya et al., 2001).
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It is amazing that green algae and cyanobacteria survive in deep permafrost sediments devoid

of light and below the freezing point for thousands to millions of years. These algae may exist in

some readily reversible dormant state from which they may easily regain photoautotrophic capa-

bilities when light and water again become available.


4.3.3 ARCHAEA


Archaea are present in great numbers in permafrost. Methanogens are present between 105 and 107

total counts per gram (Rivkina et al., 1998). Phylogenetic diversity of Archaea from Siberian

permafrost aged from 100,000 to 2 million years has been studied by RFLP distribution analysis.

The archaeal diversity was demonstrated to be significantly lower than that of bacteria found in

surface tundra soils from the same region. The majority of archaeal amplicons belonged to a novel

lineage that was deeply rooted in the Crenarchaeota. Three amplicons were closely related to


Methanosacina
 sp., contained in the Euryarchaeota (Tiedje et al., 1998). Since this study, 12

additional strains of methanogenic archaea have been isolated from permanently cold environments,

including permafrost (Nozhevnikova et al., 2001).


4.3.4 EUKARYOTIC MICROORGANISMS


Fungi are found predominantly in the upper strata of permafrost, whereas yeast can be isolated

from all layers of permafrost. Fungi have yet to be isolated from samples older than 10,000 years

in age (Zvyagintsev et al., 1990; Gilichinsky et al., 1992). A complete overview of early taxonomic

studies of fungi and yeasts isolated from Antarctic permafrost is provided elsewhere (Vishiniac,

1993; see also Chapter 8).

Electron microscopic investigations of deep permafrost samples show a decrease in the stability

of eukaryotes under cryopreserved conditions. Samples older than 10,000 years contain low numbers

of eukaryotic cells, all showing damaged internal structures but intact cell walls (Soina et al., 1995).

Recently, yeasts have been shown to comprise 20 to 25% of the aerobic heterotrophs in some

2 to 3-million-year-old Siberian permafrost soils. The large number of yeast (9700 cfu/g) and the

absence of yeast from adjacent layers indicates that these yeast are neither contaminants nor

percolated through from upper layers (Dmitriev et al., 1997). Large numbers of yeasts (17,000 to

70,000 cells/g) are more commonly encountered in soils that contain large amounts of undecom-

posed plant material (Spirina et al., 1998). Yeast abundance increases in coastal Antarctica because

of increased moisture contents and plant cover, and particularly around human inhabited areas,

such as McMurdo station (Atlas et al., 1978). A small number of studies have revealed yeasts to

be the predominant microbe in Antartic soil; however, there seems to be no correlation between

any of the physical characteristics of the soils and the microbial diversity (Atlas et al., 1978;

Horowitz et al., 1972). The yeasts isolated from permafrost are generally obligate psychrophiles,

unlike the viable bacteria, which tend to be psychrotrophic (Atlas et al., 1978).

Despite their smaller numbers throughout the permafrost column, the presence of eukaryotic

microorganisms indicates their ability to survive extreme conditions for extended periods of time.


4.4 MECHANISMS OF SURVIVAL


Throughout the scientific community, there remains much dispute about what the existence of

microbes in the permafrost indicates about the potential for long-term survival in nongrowth-

promoting conditions. This section seeks to express some of the current theories about cell pres-

ervation and the possibilities of in situ
 metabolic activity.


4.4.1 PHYSICAL CHARACTERISTICS OF PERMAFROST


The soil composition itself can affect survival of bacteria at low temperatures. Soil particles decrease

the depth of penetration of thermal oscillations and therefore help to buffer the microbes from rapid
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FIGURE 4.1
 Microbes apparently encased in biofilm in frozen state in permafrost soil. Environmental scanning electron microscope. (Courtesy of Dr. Vera Soina.)

temperature changes. Soils with larger pore spaces, such as sand, have been shown to contain less

unfrozen water and to yield fewer viable bacteria compared with peat-containing soils (Gilichinsky

et al., 1995). Recent studies reveal a correlation between bacterial numbers and the total organic

carbon and clay content of soil (Beyer et al., 2000). Increased content of organic carbon and clay

will provide nutrients and have greater water holding capacity, preventing desiccation of the cells.

Unfrozen water surrounding the cells acts as a nutrient medium because as ice forms, it

concentrates solutes. In addition, this unfrozen film acts as a cryoprotectant by preventing invasion

from extracellular ice crystals. The amount of unfrozen bound water surrounding microbes was

shown to decrease with temperature (Gilichinsky et al., 1995).

In addition to the ameliorating effect of unfrozen water and organic composition, the physical

structure of soil particles may increase microbial survival. This is particularly apparent when one

compares the high number of cells isolated from frozen soil to the low numbers from pure ice.

Recent studies of Lake Vostok accretion ice indicate that the number of viable microbes increases

when dust particles are present in the ice cores (Karl et al., 1999). This is further supported by

evidence in cryopreserved soils modeled to resemble permafrost environments, which shows that

the ability of cells to adhere to soil particles increases cell survival (Sidyakina et al., 1992). Scanning environmental microscopy further reveals the tight association of bacteria with the surrounding

Siberian permafrost (Soina, unpublished observation; see Figure 4.1).


4.4.2 PHYSIOLOGICAL ADAPTATION


Physiological responses to extreme conditions, including low temperature, desiccation, and low

nutrients, have been well described (see also Chapters 3, 5, and 8). Many cellular responses to a

single stress are also protective against other types of stress. The low water activity of the permafrost
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environment may induce physiological changes that allow cells to survive radiation exposure, as

seen in Deinococcus radiodurans
 (Venkateswaran et al., 2000). The response of permafrost-

entrapped microbes to one or more of these conditions may prolong their survival.


4.4.2.1 Membrane Adaptation


Biological membranes are composed of multiple types of phospholipids and proteins that are

transitioned between a highly ordered state (crystalline gel) and a fluid state (liquid crystalline). A

reduction in temperature often leads to an ordering of the membrane system, resulting in a solid-

state (gel) membrane. To maintain membrane fluidity, microorganisms induce changes in membrane

composition at low temperatures (Russell, 1990). These membrane changes allow normal functions,

such as transport, to continue by maintaining necessary interactions with membrane proteins. In

general, a decrease in temperature brings about a subsequent decrease in saturation of fatty acids,

acyl chain length, and proportion of cyclic fatty acids. Altogether, these changes function to lower

the gel–liquid crystalline transition temperature (Morris and Clarke, 1987).

Membrane unsaturation is accomplished via changes in the synthesis of new lipids, as seen in


Escherichia coli
 , and also by alteration of existing fatty acids, as seen in Bacillus subtilis
 and Synechocystis
 . E. coli
 has a 30-second response time before production of unsaturated fatty acids occurs after a temperature downshift (Ingraham and Marr, 1996), performed by regulating the

enzyme β-keto-acyl ACP synthase. The alteration of existing membranes may be a more rapid,

efficient response to cold temperature stress. The desaturase genes responsible for introducing the

double bonds between specific C moietes allow for rapid cellular response to cold temperatures

and are constitutively expressed to allow for immediate response to low-temperature stress (Aguilar

et al., 1999). A two-component signal transduction system, composed of a sensor kinase and

response regulator, is responsible for the cold induction of des
 genes in B. subtilis
 and Synechocystis
 (Aguilar et al., 1999; Suzuki et al., 2000). The inactivation of two sensor kinase domains decreases

the amount of low-temperature induction of genes encoding δ6 and δ3 desaturases (Suzuki et al.,

2001). The response regulator was identified in B. subtilis
 and shown to be involved in control of gene expression. It is also inactivated by the presence of unsaturated fatty acids; however, the exact

mechanism is unknown (Aguilar et al., 2001).

An important consequence of membrane adaptation is the increased efficiency of nutrient uptake

at cold temperatures in strains of permanently cold origin. Glucose use/uptake increases at 0°C in

a cold-adapted psychrotroph, whereas a psychrotroph exposed to temperature fluctuations shows a

decrease in uptake at 0°C (Ellis-Evans and Wynn-Williams, 1985). This suggests that fluctuations

in temperature favor a different fatty acid composition of the membrane than the cold-acclimated

membrane.

A temperature minimum does exist at which simple membrane changes no longer maintain the

spatial organization to allow transport molecule interactions, effectively allowing the cell to starve

even at high nutrient concentrations (Nedwell, 1999). Membrane adaptation may function to exclude

ice crystals and allow continued nutrient transport while maintaining cellular integrity. However,

the enzymatic and structural function of proteins not associated with the cell membrane must be

maintained, necessitating other molecular mechanisms of cold adaptation.


4.4.2.2 Production of Cold-Induced Proteins


The ability to maintain structure, transport, storage, and enzymatic function at cold temperatures

is necessary for continued cellular activity. Low temperature and nutrient conditions have been

shown to induce high levels of expression of three types of proteins: cold-shock, antifreeze, and

ice nucleation (Chong et al., 2000; Nemecek-Marshall et al., 1993; Sun et al., 1995).

Cold-shock proteins control many different types of functions from transcription and translation

to general metabolism and recombination. A complete review of cold-shock proteins was made by
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Phadtare et al. (2000). It is believed that their primary role is to halt protein synthesis until the

cells have acclimated to their new environment. The signals necessary to restart protein synthesis

are unknown (Russell, 1990).

Ice nucleation proteins are proteins whose structure mimics an ice crystal, providing a lattice

for crystallization of water (Zachariassen and Hammel, 1976). This allows for crystallization of

extracellular water at higher temperatures, releasing a small amount of heat, which may aid in

delaying internal damage until the temperature is increased. The small extracellular crystals may

be too small to penetrate the membrane and initiate freezing (Mazur, 1977; see also Chapter 1). In

addition to the surface-catalyzed theories of intracellular ice formation, ice can form inside cells

as osmotic pressure rises during extracellular freezing, which may lead to the rupturing of the

membrane (Muldrew and McGann, 1994; Toner and Cravalho, 1990). Harmful intracellular ice

formation is believed to be averted with ice-nucleation-active proteins because the small size of

the formed crystals prevents membrane damage—the primary cause of cell death in freezing

systems. Eventually, these small, thermodynamically unstable crystals have a tendency to reform

into large, damaging structures, indicating that these proteins are unlikely to offer long-term survival

benefits (Mazur, 1984; see also Chapter 1). Recently, the discovery of a protein that is capable of

both ice nucleation and antifreeze activity has been described and may present a solution to this

dilemma (Xu et al., 1998).

Antifreeze proteins have long been known to prevent the freezing intracellular water in fish by

impeding the addition of water molecules to the existing crystal (DeVries and Wohlschlag, 1969;

see also Chapters 2 and 22). Such thermal hysteresis activity can result in lowering of the freezing

temperatures of water by as much as 9 to 18°C. Conversely, the freezing of extracellular water can

also protect some terrestrial arthropods (Duman, 2001; see also Chapter 3) and invertebrates (see

Chapter 7), presumably by enabling the intracellular environment to vitrify while maintaining ice

in “safe” extracellular spaces. The ice-nucleation domain of the dual-action protein is believed to

cause the formation of extracellular ice, whereas the antifreeze domain maintains these crystals at

a nondamaging size (Xu et al., 1998). The ability of some plant- and animal-derived antifreeze

proteins to inhibit microbial ice-nucleation activity indicates that antifreeze proteins may lower the

supercooling point of water within the cells. However, no direct evidence supports this theory

(Duman et al., 1991; Griffith and Ewart, 1995).


4.4.2.3 Compatible Solute Production


Ice formation increases solute concentration by decreasing the amount of free water available for

biological use. This produces an environment with low water activity similar to those seen in desiccation and salt-stressed environments. Halophilic and halotolerant microorganisms have developed mechanisms to allow their continued growth in low water activities and high salinity. The mechanism excludes

environmental solutes from the cell while accumulating other solutes (compatible solutes) that control

osmotic balance and that are compatible with the organism’s metabolism (Brown, 1990).

Compatible solutes reduce the normal cell shrinkage associated with desiccation (McGrath et

al., 1994). Compatible solutes fall into five classes of compounds: sugars, polyols, betaines, ectoines,

and some amino acids (Csonka, 1989; Galinski and Herzog, 1990; deSantos and Galinski, 1998;

D’Souza-Ault et al., 1993; Frings et al., 1993; Glaasker et al., 1996; Ko et al., 1994; Larsen et al.,

1987; Ruffert et al., 1997; Severin et al., 1992; Smith and Smith, 1989; Welsh, 2000). Studies of

psychrotrophs and psychrophiles have revealed the presence of compatible solutes such as glycine

betaine, glutamate, and proline (Russell, 1990). Proline has been shown to depress the freezing

point of water in some plants (Aspinall and Paleg, 1981; see also Chapter 5). In addition, Gould

and Measures have shown a correlation between the concentration of proline and growth at low

water activities, such as those seen at freezing temperatures (Measures, 1975). It is believed that

compatible solutes such as proline intercalate between membrane phospholipids, helping to stabilize

membranes by maintaining hydrogen bonding (Rudolph et al., 1986).
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TABLE 4.3



Listing of Common Compatible Solutes Accumulating Bacteria and



Conditions under which Synthesis or Uptake Increases



Compatible Solute and Bacteria Known to Accumulate



Conditions



References


N-acetylglutaminylglutamine amide


Pseudomonas aeruginosa


Osmotic

18

Ectoine


Brevibacterium


Osmotic

24


Halomonas


Osmotic

72


Halovibrio


Osmotic

72


Marinococcus


Osmotic

72


Pseudomonas halophila


Osmotic

72


Vibrio costicola


Osmotic

72

Glutamate


Arthrobacter


Cold

25


Escherichia coli


Osmotic

48


Exiguobacterium


Cold

25


Vibrio
 ∗

Osmotic

14


Klebsiella
 ∗

Osmotic

14


Lactobacillus


Osmotic

33

Glycine betaine


Chromatium


Osmotic

95


Corynebacterium


Osmotic

70


Ectothiorhodospira


Osmotic

72


Enterobacteriaceae family


Osmotic

14


Listeria monocytogenes


Osmotic, cold

45


Rhizobium meliloti


Osmotic

76


Pseudomonas aeruginosa


Osmotic

14


Streptomyces griselous


Osmotic

72


Thiobacillus ferrooxidans


Osmotic

72

Proline


Salmonella
 ∗

Osmotic

72


Coreynebacterium


Osmotic

70


E. coli


Osmotic, cold

38


Exiguobacterium


Cold

25


Klebsiella


Osmotic

14


Lactobacillus


Osmotic

14


Pseudomonas aeurginosa


Osmotic, cold

14


Staphylococcus aureus


Osmotic

14


Serratia marcescens


Osmotic

14


Thiobacillus ferroxidans


Osmotic

14

Trehalose


E. coli
 ∗

Osmotic, cold

25, 38


Ectothiorhodospira halochris


Osmotic

24


Chlorobium


Osmotic

95

∗ Indicates that organism produces compound for use as compatible solute.

Studies of selected permafrost isolates indicate the dominance of glutamate and proline as

compatible solutes, produced in high concentrations when exposed to low temperatures (Galinski,

unpublished data). However, this has not been the case for one Arthrobacter
 sp. isolated from 600,000-year-old permafrost core (Mindock et al., 2001). Instead, in this case, the concentration of compatible
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solutes actually decreased with lowered temperatures. This curious finding might be explained by

the idea that the remaining water in the interior of the cell does not behave like bulk water but is,

instead, ordered along the surface of the membrane, producing a high enthalpic potential, which

prevents the reordering of molecules and, thus, ice formation. Solutes are excluded from the ordered

regions, as their inclusion would result in a decrease in the concentration of compatible solutes

necessary to maintain homeostasis. The combination of ordered peripheral water molecules and

centralized solute accumulation inhibits freezing (Mindock et al., 2001). It remains to be seen

whether compatible solutes will be detected in other permafrost bacterial isolates.

ABC-transporter proteins mediate uptake of most compatible solutes. The only well-defined

osmotic responsive ABC transporter is OpuA, responsible for glycine betaine uptake in Lactococcus



lactis
 . The uptake of glycine betaine by OpuA, is dependent on the interactions of the lipid and

transporter interactions (van der Heide and Poolman, 2000). As the outside osmolarity increases,

the proteoliposomes react by decreasing their surface-to-volume ratio, therefore reducing the elec-

trostatic interactions between the lipid headgroups and the protein, resulting in increased glycine

betaine uptake (van der Heide et al., 2001). Similar systems are believed to exist in the ion-linked

transporters ProP and BetP, involved in proline and betaine uptake, respectively (van der Heide et

al., 2001).


4.4.2.4 Alternative Physiological Adaptations to Permafrost Conditions


It seems unlikely that membrane adaptation, compatible solute production, or cold-induced proteins

are alone responsible for adaptation to permafrost conditions. Compatible solutes may act to

stabilize proteins and membranes by substituting for hydrogen bonds until the membrane compo-

sition has changed. Selective dehydration may also be used to expel intracellular water and,

therefore, reduce the chance of frozen intracellular water, as seen in spores to promote heat

resistance (Gould and Measures, 1977). A decrease in cell size and ability to adhere to the

surrounding microenvironment could greatly facilitate survival. A decrease in cell volume 14-fold

is seen for one permafrost isolate when grown at 4°C compared with 24°C (Mindock et al., 2001).

The reduction in metabolism required for cell survival at low temperatures is facilitated by cell

dehydration, caused by a combination of freezing and nutrient limitation. Theoretically, the small

size should decrease the probability of intracellular ice formation, but modeling studies indicate

that permafrost cells are small enough to dehydrate rather than form intracellular ice at the freezing

rates likely to be experienced in the environment (McGrath et al., 1994) (Figure 4.2). The diminished

size of the cells would require a lower rate of basal metabolism, which could allow the cell to

survive given the diminishing levels of energy caused by a decrease in active transport (Herbert,

1986). Decreased active transport of solutes has been shown to occur with decreasing temperature

through the use of oxidation of radiolabeled substrates (Herbert, 1986).

The production of capsular polysaccharides is common in permafrost bacteria (Soina et al.,

1995; Vorobyova et al., 1996). The capsules decrease in thickness at cold temperatures. The benefits

of a decrease in capsule thickness are twofold: it conserves the energy-rich components while at

the same time decreasing the diffusion barrier encountered by nutrients and other small molecules.

Capsules also play a role in adherence. The survival rates of nonmotile bacteria have been shown

to increase after a rapid freeze, compared with liquid environments in which no soil particles are

present for adherence (Sidyakina et al., 1992). Regardless of thickness, the presence of capsular

layers seen in some permafrost isolates could provide an extra barrier similar to the membrane to

hinder penetration of extracellular ice (Mazur, 1977; Zvyagintsev et al., 1985).

The production of pigment proteins is a known consequence of general stress responses in

microorganisms. Therefore, it is of no surprise that the majority of permafrost isolates are highly

pigmented (Siebert and Hirsch, 1988; Vishnivetskaya et al., 2000). Antarctic red-pigmented isolates

are more tolerant of alkaline conditions and intense ultraviolet light exposure than their nonpig-

mented relatives (Siebert and Hirsch, 1988). Recent studies have shown that ancient Siberian
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FIGURE 4.2
 This plot shows predicted microbial plasmolysis during freezing at various cooling rates. The vertical axis represents the volume of the cytoplasm normalized with respect to the cytoplasm volume before freezing. The results show that the cytoplasm shrinks in response to external freezing. The right-most curve is for an extremely slow freezing rate (0.01°C/min), indistinguishable from equilibrium freezing at infinitely slow rates. The faster the cooling rate, the more displaced the curves are to the left in this figure. The cooling rates here are 5°, 10°, 25°, and 50°C/min, which would be high rates of cooling for most cases in the

environment. The fact that the cell retains more of its initial volume for freezing at faster rates corresponds to the fact that more water remains “trapped” within the cell, making it more likely to freeze internally. Overall, these predictions indicate that permafrost microbes are not likely to form intracellular ice. Instead, they will respond to freezing in their environment by exosmosis. This will create a dehydrated, but unfrozen, intracellular state. It is assumed that the intracellular concentration of compatible solutes is 2.0 osmolal. The initial cell diameter is taken to be 1.0 µm, and it is assumed that 50% of the intracellular volume is incapable of

participating in osmosis. Membrane water permeability and its temperature dependence are taken as repre-

sentative values for yeast published in the literature.

permafrost isolates decrease in pigment intensity while maintaining rapid growth rates with

decreased temperature and nutrient level (Vishnivetskaya et al., in preparation). The cause of this

response is unknown. It seems likely that the cells are limiting metabolism to allow expression of

only a few necessary proteins as the energy available to the cell decreases.


4.4.3 METABOLIC ACTIVITY


The fact that many of these microorganisms are viable and culturable leads to the question of what

adaptations they possess to allow their survival in such harsh conditions. Bacteria might survive

either by a very slow rate of metabolism, or by existing in a state of anabiosis. Both theories have

supporting and contradictory evidence, and presumably both are true of some microorganisms.


4.4.3.1 Anabiosis Theory


The theory of anabiosis, or dormancy, is popular at least partly because little evidence exists for

metabolic activity within the permafrost. The presence of intact membranes and autoregulatory

factors that keep the cell in a resting state reinforce the anabiosis theory (Soina et al., 1995). Phenol lipids of acylresorcine, which have been shown to accompany dormancy of both spore- and nonspore

formers in response to starvation, have been detected in permafrost isolates (Vorobyova et al., 1996).

Many studies have shown the presence of some enzyme-driven reactions but were unable to

determine whether the cells producing the enzymes were still viable. Early studies failed to detect

the presence of radiolabeled carbon dioxide in Antarctic soil after the soil had been amended with

a substrate, allowing the authors to conclude that metabolic activity was absent (Horowitz et al.,

TF1231_C04.fm Page 164 Monday, March 22, 2004 1:50 PM


164


Life in the Frozen State

1972). However, in surface soils some radiolabeled glucose was assimilated even though a very

small number of bacteria were cultivated (Horowitz et al., 1972). This activity was attributed to a

combination of factors including the presence of nonculturable microorganisms, the presence of

inorganic catalysts, and the presence of dead, albeit still enzymatically active, cells (Horowitz et

al., 1972).

Activity at cold temperatures has been characterized for several enzymes. The best studied are

isocitrate dehydrogenase and catalase (Vorobyova et al., 1996). Isocitrate dehydrogenase is cold

labile and is used as a measure of the cryoprotective properties of other proteins (Koda et al., 2000).

Within the permafrost, ionizing radiation produces hydroxyl radicals on contact with superoxides

and peroxide. The continued activity of catalase could be beneficial for organisms within the

permafrost as the role of catalase is to protect cells from harmful hydrogen peroxide by dismutation

to water and oxygen, eliminating a substrate required for formation of more harmful hydroxyl

radicals.


4.4.3.2 Low Rate of
 
in Situ

 Metabolic Activity Theory


The major obstacles to metabolic activity in permafrost are low temperature, low water activity

and radiation exposure. For a number of years, only circumstantial evidence of metabolic activity

was available. The presence of large numbers of viable microorganisms isolated from ancient

permafrost soils indicated that DNA- and membrane-repair mechanisms must exist to protect the

cells from long-term exposure to free radicals produced by the γ-radiation emitted from the

potassium-40 in surrounding rock (Friedmann, 1994). In addition, the presence of sufficient unfro-

zen water for a small rate of biological activity has also been detected (Rivkina et al., 2000;

Zvyagintsev et al., 1990). By combining studies of bound water concentrations, the thin surface

layer of water that surrounds the microbes, and measures of membrane lipid incorporation at

decreasing temperatures, Rivinka et al. (2000) illustrated that the availability of free water dimin-

ishes with decreased temperature (well below Siberian permafrost in situ temperatures). This creates

a diffusion barrier, effectively starving the cells (Rivkina et al., 2000).

A number of recent studies have shown the presence of metabolic activity at cold temperatures

in snow, ice, and soil. Slow growth of microorganisms has been detected in Siberian permafrost at

–8° to –10°C over an 18-month period (Gilichinsky et al., 1993). In addition, doubling rates of 1

d at 5°C, 20 d at –10°C, and 160 d at –20°C were measured by membrane lipid incorporation

(Rivkina et al., 2000).

Low rates of protein and DNA synthesis were indicated by biological incorporation of [3H]

leucine (proteins) and methyl [3H] thymidine (DNA) between –12° and –17°C in arctic snow

(Carpenter et al., 2000). Furthermore, radioisotopic studies of Lake Vostok accretion ice indicate

the presence of metabolic activity, with only a small portion resulting from macromolecular

synthesis (Karl et al., 1999). These findings indicate that the microbes maintain only enough basal

metabolism to allow repairs to membranes and DNA molecules but do not actively divide under

the oligotrophic, freezing environment.

Amino acid racemization studies of aspartic acid extracted from 35,000-year-old permafrost

indicate ongoing repair processes. Racemization studies examine the frequency of D-aspartic acid,

which is formed after cell death when the hydrogen of the chiral α-C is detached and rejoined in

the opposite orientation. In the presence of metabolically active organisms this D form is repaired

to the biologically active L form of aspartic acid. The estimated ratio of D-aspartic acid, resulting

from dead, inactive cells, to L-aspartic acid was smaller than predicted by mathematical models,

allowing the authors to conclude that some metabolic activity was occurring to produce the

diminished levels of D-aspartic acid (Brinton et al., 2002).

Metabolic activity of anaerobes, including nitrifying microorganisms, has been shown in per-

mafrost frozen for up to 2 million years by measurement of metabolic end products. The youngest

soils were shown to contain the highest amounts of anaerobic metabolic end products (ferrous iron,
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sulfide, and methane), and these decreased with the age of the soil (Rivkina et al., 1998). As the

age of the soil increases, the concentration of the substrate, ammonium, increases, whereas the

products of nitrification are found in smaller amounts (Janssen and Bock, 1994). However, it is

uncertain whether these end products were formed before freezing and then simply trapped in the

soil layers after freezing because of the low gas diffusion seen in permafrost.


4.5 IMPORTANCE OF THE PERMAFROST ENVIRONMENT


Low temperatures provide a stable environment for sustaining life in the permafrost. The permafrost

is therefore likely to be a depository for ancient biomarkers such as biogenic gases, polyaromatic

hydrocarbons, biominerals, biological pigments, lipids, enzymes, proteins, nucleotides, RNA and

DNA fragments, molecules, microfossils, and viable cells (Vorobyova et al., 1997). The presence

of potentially deadly human viruses also exists in permafrost (Reid et al., 1999). This makes the

permafrost important for future advances in cryobiology, palaeontology, and exobiology.

The continually frozen nature of permafrost aids the study of microbial evolution because

closely related microorganisms have been isolated from soils of different periods of geologic time.

Discovery of similar species using phylogenetic methods may allow for better representations of

the evolutionary clock in cold environments, as determined by the mutation rates of particular

organisms in that environment (Gilichinsky et al., 1992).

Permafrost is believed to extend over many of the planets of our solar system, including the

majority of the planet Mars. The low temperature, low water containing, and continuous exposures

to radiation of Arctic and Antarctic permafrost are very similar to conditions on Mars (Malin and

Edgett, 2000). Therefore, studies of the long-term preservation of microbiota in Earth’s permafrost

can provide a benchmark from which searches for extraterrestrial life can be launched (Soina et

al., 1995). The age of the Earth’s permafrost is much younger than the 3-billion-year-old estimate

for the Martian surface, but it may still be used as a model to examine the long-term preservation

of cells that cannot be modeled accurately.

Permafrost might also provide a better understanding of the types of microbes likely to survive

on meteors or spacecraft, which may be able to regain their activity when conditions are again

agreeable. This is the basis of the theory of panspermia, in which life is argued to survive as spores

in space, and underpins the nascent science of astrobiology. The low temperatures, low levels of

nutrients, and radiation exposure found in the permafrost is similar to that of space, at least within

meteors or other debris (Mastrapa et al., 2001).

The remarkable ability to survive in a continuously frozen matrix of permafrost for millions

of years makes the permafrost community unique, not only for its implications for the discovery

of novel enzymes of biotechnological importance but also to begin to answer basic science ques-

tions. How long can a cell survive in continually frozen conditions? What is the lowest rate of

metabolic activity necessary to retain viability? And does life exist outside the Earth?
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5.1 INTRODUCTION


Light frost devastates the economic value of citrus and cauliflower, yet dwarf willow and tussock

grass survive sub-artic and sub-Antartic winters. Evolution has molded them to their different

environments. Molecular analysis reveals the underlying factors, information that can be exploited

to help crops cope with a changing and uncertain climate, to explain the distribution of wild plants,

and to reveal cryopreservation strategies of general value.

Plant adaptation* to freezing is the possession of genes conferring freezing resistance (tolerance

or avoidance; Levitt, 1980). These genes may be constitutively expressed, conferring permanent

elements of resistance, or they may be expressed in response to an environmental signal. Acclima-

tion* comprises those processes at the molecular, biochemical, and physiological levels, triggered

* This term may be used differently in the microbial and animal literature.
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by that environmental signal, that confer enhanced resistance. The emphasis of most recent research

has been on analysis of acclimation at the molecular level, often employing the model species


Arabidopsis thaliana
 or cereals (Pearce, 1999; Thomashow, 1999; Xin and Browse, 2000). This

has given considerable insight into the functional and regulatory genes and processes involved.

Simultaneously, advances have continued in understanding plant freezing itself (Pearce, 2001),

highlighting a need to understand how events at the molecular and at the physical and physiological

levels might be connected. This chapter discusses the principles and the individual genes that are

emerging as a result of molecular analysis, against a background of wider knowledge of plant

adaptation to cold and freezing.


5.2 PLANT FREEZING


Plants can use both tolerance and avoidance strategies for surviving frost (Sakai and Larcher, 1987).

The most common freezing pattern in plants is growth of extracellular ice, which, for example,

occurs in the leaves of most plants and in the bark of woody species. Most of this ice grows at the

expense of water drawn from within the nonfrozen cells. By freezing extracellularly, the cells avoid

internal freezing, but at the expense of suffering partial or extensive dehydration, which may be

tolerated if not too severe but that is itself a potentially lethal stress.

Supercooling of the cell contents (see Chapter 1) would avoid this dehydration. However, if

the supercooling limit of cells is exceeded, then intracellular freezing occurs, killing the cells.

Slight-to-moderate levels of supercooling occur in leaves of some plants such as the olive (Sakai

and Larcher, 1987). Deep supercooling, from about –15°C down to a limit at about –40°C, occurs

in many temperate woody plants such as apple and maple (Burke et al., 1976). Deep supercooling

is limited to only some organs or tissues. For example, in apple the cells of the xylem parenchyma

deep supercool but the bark freezes extracellularly (Ashworth et al., 1988), and in forsythia and

maple, cells in flowerbud organs supercool but the bud scales and nearby stems, again, freeze

extracellularly (Ashworth, 1990; Ishikawa et al., 1997).

More unusual phenomena may account for extreme freezing tolerance, below the –40°C limit

to deep supercooling. In the xylem parenchyma of red osier dogwood, ice forms between the cell

wall and the plasma membrane—outside the protoplast, and without damaging it (Ashworth, 1996).

Vitrification (see Chapter 10) occurs in cells of twigs of some woody plants such as poplar (Hirsh

et al., 1985), which could explain why twigs of several woody species can survive the temperature

of liquid nitrogen (Sakai, 1960).

Could different freezing patterns be a chance result of different structural features, or are there

factors in plants whose role is to control the pattern of freezing? Barriers to the spread of ice are

common in woody plants, though often the nature or mode of functioning of the barrier is unclear

(Wisniewski and Fuller, 1999). However, in forsythia and peach the growth of xylem into buds in

the spring removes a barrier to ice (Ashworth et al., 1992), indicating that in this case, timing of

differentiation controls supercooling of the bud organs. There are also simpler structures and specific

macromolecules that appear to have a specific role in controlling nucleation of freezing or growth of ice.


5.2.1 NUCLEATION OF EXTRACELLULAR FREEZING


Freezing may be nucleated either homogeneously or heterogeneously. Homogeneous nucleation

involves the spontaneous formation of an ice nucleus of sufficient stability to grow, whereas

heterogeneous nucleation occurs when some other substance helps to form or stabilize the ice

nucleus (see Chapters 10 and 22). Homogeneous nucleation is relatively unlikely except at tem-

peratures near –40°C or in volumes of water far larger than are likely even in large trees (Pearce,

2001). This influences the sites at which freezing can be initiated. If heterogeneous nucleators are

not present within a cell, then intracellular freezing is very unlikely at temperatures above –40°C.

As a consequence, in plants in nature, ice usually, but not exclusively, first forms extracellularly.
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Surface moisture is essential for nucleation of freezing of many herbaceous species including

crops (Fuller and Wisniewski, 1998). This indicates that ice must first have formed on the surface

of the plant and then grown into it. Surface freezing can be initiated by snow or sleet precipitation.

Alternatively, surface moisture can be nucleated by ice-nucleation-active bacteria (Gurian-Sherman

and Lindow, 1993; Wolber, 1993) or by organic and inorganic debris.

Ice can grow into leaves of herbaceous plants through stomata (Wisniewski and Fuller, 1999).

However, freezing often first occurs at night, when the stomata of most plants are closed. The

leaves of many species carry hydathodes; for example, grasses. These structures include a perma-

nently open pore, and it is evident that ice, at night, can grow into grass leaves through these pores

(Pearce and Fuller, 2001).

In woody plants, despite the presence of stomata, lenticels, and possible surface lesions, growth

of surface ice into the plant appears much less important than spread of freezing through the plant

from intrinsic (within the plant) nucleation events (Pearce, 2001; Wisniewski et al., 1997). Although

intrinsic nucleation is frequent in woody plants (Sakai and Larcher, 1987), it also occurs in some

herbaceous plants such as Veronica
 (Kaku, 1973). Where it does occur, it is often a constitutive

feature, present at all times of year. Purification of the factor responsible is difficult. Attempts to

isolate intrinsic nucleators results in loss of activity, indicating that a structural component may be

essential for them to function fully (Griffith and Antikainen, 1996). Furthermore, they need not be

abundant, as freezing is often initiated at only one or a few places in the plant. This is because

when ice first forms at one site, it then rapidly grows through the shoot or through the whole plant

(Fuller and Wisniewski, 1998; Pearce and Fuller, 2001; Kitaura, 1967; Wisniewski et al., 1997).

Nevertheless, several intrinsic nucleators have been partly characterized. Mucilage and carbo-

hydrates, respectively, appear to be the nucleators in Opuntia
 and in giant high-altitude African species of Lobelia
 (Goldstein and Noble, 1991; Krog et al., 1979). Interestingly, cell wall arabinoxylans may have an opposite—antifreeze—effect in rye and barley crowns and seeds (Kindel et al.,

1989; Olien, 1965; Olien and Smith, 1977; Williams, 1992). The nucleator in peach also appears to

be neither proteinaceous nor lipidic in composition (Ashworth et al., 1985; Gross et al., 1988). In

contrast, nucleators from rye are proteinaceous, though they also include phospholipid and carbohydrate

components (Brush et al., 1994). Thus, plant intrinsic ice-nucleators are not all of one kind.


5.2.2 ANTIFREEZE PROTEINS


Antifreeze proteins (AFPs) occur in the apoplast* (in cell walls and between cells) of rye and other

freezing-tolerant cereals (Hon et al., 1994; Pihakaski-Maunsbach et al., 1996, 2001) and are also

found in expressed sap from a variety of vascular and nonvascular plants (Duman and Olsen, 1993;

Urrutia et al., 1992). However, extracts from spruce, fir, and hemlock do not contain AFPs (Duman

and Olsen, 1993), indicating that AFPs are not a universal component of freezing-tolerant plants.

The apoplastic AFPs are cold inducible, as too are many of those found in exudates. Most plant

AFPs are distinct from those found in insects and fish (which themselves are diverse), as they

generally have different amino acid compositions and cause a lesser thermal hysteresis (0.1 to

0.7°C; Griffith and Antikainen, 1996). However, a carrot AFP is exceptional in having structural

similarity to fish and insect AFPs (Worrall et al., 1998).

Apoplastic extracts of cold-acclimated winter rye leaves contain six polypeptides that modify

ice growth (Hon et al., 1994). These correspond to three classes of PR (pathogenesis-related)

proteins: two endochitinases, two β-1,3-endoglucanases, and two thaumatin-like proteins (Griffith

and Antikainen, 1996). The native form of the rye AFPs is oligomeric, with each oligomer including

proteins from more than one class of PR-like AFPs (Yu and Griffith, 1999). Proteins of the same

* The apoplast is the space outside the symplast: cell walls, intercellular spaces, and any dead cells such as xylem vessels.

The symplast is the system of living protoplasts connected through plasmodesmata.
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PR classes that are normally expressed in response to attack by pathogens do not have antifreeze

properties, indicating that antifreeze activity is not a chance feature of the normal PR proteins.

Roles suggested for the apoplastic AFPs include controlling the sites of ice formation, control-

ling the rate at which ice grows, or inhibiting recrystallization (Griffith and Antikainen, 1996). One

suggestion is that they may help prevent penetration of cell walls by ice, thus helping protect the

protoplast from freezing. At present there is no direct evidence for this suggestion, and in fact there

is no direct visualization of ice penetrating cell walls in either freezing-susceptible or freezing-

tolerant species frozen under natural or natural-like conditions. The average pore size in plant cell

walls is so small that it would effectively prevent ice penetration (Ashworth and Ables, 1984).

However, what matters is the size of the largest pore present, though this would need to be of the

order of 100 nm for penetration to occur (Ashworth and Ables, 1984).

There is no indication that the initial rate of growth of ice in plant organs is controlled by the

plant. When freezing first occurs in leaves of freezing-tolerant grasses, the ice formed grows as

rapidly or more rapidly through the organ (at up to 4 cm/s) than one would expect from the physical

literature (Pearce and Fuller, 2001). The second phase of ice growth in leaves, drawing water from

the cells, is much slower than the rate of initial growth of ice; however, this is so in species without

as well as those with known apoplastic AFPs. In contract, ice growth between organs is often much

slower than within organs, though this could be because of anatomical barriers (Luxova, 1986;

Zámećník et al., 1994).

Recrystallization of extracellular ice could build-up massive ice crystals at some locations,

especially during prolonged freezing stress. If the growth of these masses tears the structure of an

organ, then even though the cells may not be directly damaged themselves, normal physiology after

thawing could in some cases be affected. Also, the lesions may become sites of entry for pathogens.

Some locations in a plant can tolerate ice masses, often because the organ affected is dispensable,

such as bud scales (Ashworth, 1990), or because the void created by the ice can be tolerated, such

as in the core of some stems. Clearly, factors that favor or disfavor recrystallization may have a

powerful role in controlling the locations at which such masses form. Plant apoplastic AFPs strongly

inhibit recrystallization (Figure 5.1) and are effective at low concentrations: below 10 µg mL–1 for

a Lolium perenne
 AFP and at 25 µg total protein mL–1 for a rye apoplastic extract (Griffith and

Antikainen, 1996; Sidebottom et al., 2000). Thus, there is a strong possibility that a function of

some AFPs in vivo
 is to inhibit recrystallization.

In contrast, AFPs from fish are capable, in certain concentrations and subcellular environments,

of exerting effects different from, even counter to, antifreeze. Thus they can nucleate ice formation,

as well as inhibiting it, and can both stabilize and destabilize cell membranes (Wang, 2000).

Moreover, a plant β-1,3-endoglucanase protects isolated thylakoid membranes from freezing-

induced damage (Hincha et al., 1997a). Thus, it is possible that plant AFPs are a multifunctional

group.


5.3 EXTRACELLULAR-FREEZING-INDUCED DAMAGE


Freezing can damage plants by a variety of mechanisms, some disrupting gross structure or

interfering with water transport (Pearce, 2001; Sakai and Larcher, 1987) and others acting at the

cellular or subcellular level (see Chapter 6). The most widespread mechanism appears to be

extracellular-freezing-induced cellular dehydration. It is the main cause of death in herbaceous

plants, which have been the most extensively and intensively studied objects of molecular analysis

of their adaptation to freezing (see Section 5.4).

The vapor pressure of ice is lower than that of unfrozen solution (see Chapters 1 and 20). As

a consequence, once extracellular ice forms, it can grow by drawing water from cells until the

vapor pressure of extracellular ice and subcellular compartments are equal, thus dehydrating the

cell contents. The vapor pressure of ice falls as temperature falls, drawing more water from the

cells and dehydrating them further. Hence, cellular dehydration becomes progressively greater as
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FIGURE 5.1
 Binding of an antifreeze protein (AFP) from Lolium perenne
 to ice reduces ice recrystallization.

A single ice crystal hemisphere grown in a dilute solution of the AFP was surface-etched by evaporation at subzero temperature. In general, where an AFP is absent the surface is mirror-smooth, whereas where it has become incorporated into the ice, the surface becomes etched, appearing similar to finely ground glass. When ice crystals are grown in the absence of AFPs, no such etched areas occur. In the present case, evaporation produced an etched pattern with sixfold symmetry, indicating that the AFP had bound to the ice, and did so specifically on the primary prism plane: (a) three elongated etched patches positioned on the primary prism plane; (b) planes symmetrically arranged around the crystal’s c-
 axis (see Chapter 2 for explanation of ice crystal axes and principles of interactions with AFPs). The AFP had a high specific activity in an ice-recrystallization test: ice crystals were evident in a 30% sucrose solution held for 60 min at –6°C (c), but their growth was inhibited when <10 µg mL–1 was included in the solution (d). Scale bar 50 µm. (Reprinted by permission from Nature
 , Sidebottom et al., copyright 2000, Macmillan Publishers Ltd.) temperature falls (Gusta et al., 1975; Pearce, 1988), down to a limit set by vitrification. Cooling

in the field is slow enough for the vapor pressure of the cellular contents and extracellular ice to

be at or close to equilibrium (Mazur, 1969). In some species cell walls partially resist the collapse

in cellular volume, creating a divergence from equilibrium and reducing the extent of dehydration;

however, substantial cellular dehydration still occurs (Zhu and Beck, 1991).

Many species show remarkable tolerance of this freezing-induced cellular dehydration. A simple

equation describes the relationship between osmolarity of a solution in equilibrium with ice and

the subzero temperature: osmolarity = degrees below 0°C/1.86 (Pitt, 1990). This equation can be

used to get an idea of the cellular dehydration exerted by extracellular freezing in equilibrium with

cellular contents. The contents of active plant cells generally have an osmolarity of below 1. From

the above equation, at –18.6°C the intracellular osmolarity in equilibrium with extracellular ice

would be 10. This increase in osmolarity in the cell will be caused by loss of water to the growing

extracellular ice. Thus, at –18.6°C, which, for example, acclimated rye can tolerate, organelles,

macromolecules, and solutes will be interacting with about one tenth of the water present in the
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nonstressed cell, and the water loss will also have resulted in a large volumetric reduction in the

cell (Pearce, 1988).

Membrane structure is damaged when freezing-induced dehydration exceeds the dehydration

tolerance of a cell (Levitt, 1980; Pearce and Willison, 1985a, 1985b; Steponkus, 1984; Steponkus

et al., 1993). This damage is absent from supercooled cells (Pearce and Willison, 1985b), yet similar

membrane damage is induced by desiccation at room temperature, indicating that the damage

caused by freezing is caused by the desiccation involved, rather than the temperature (Pearce, 1985).

The plasma membrane is often the membrane most vulnerable to this kind of damage; other

membranes are also affected, but often at a lower temperatures (Pearce and Willison, 1985b).

However, in some cases, tonoplast damage limits survival (Murai and Yoshida, 1998; Stout et al.,

1980; Zhang and Willison, 1992).

Normal cellular function depends on maintaining an intact fluid-lamellar structure in lipoprotein

membranes (Williams, 1990). Low temperatures or very low water contents can induce pure polar

membrane lipids to undergo a transition from a fluid phase (Lα) to a gel phase (Lβ). The latter

would leak solutes and could also more broadly disrupt membrane organization. However, low

hydration can, instead, induce pure polar membrane lipids to undergo a transition from the Lα phase

to a nonlamellar phase, which is also inimitable to normal membrane structure and function.

Formation of the normal fluid-lamellar structure of membranes depends on the presence of polar

lipids such as phosphatidylcholine that have a cylindrical form at moderate temperatures and at

normal levels of hydration. However, plasma membrane, for instance, also contains lipids such as

phosphatidylethanolamine (PE) that have an inverted cone shape. Numbers of molecules of this

shape together form inverted micelles (such as the hexagonal —hex —phase) rather than lamellae.

II

II

Hence, the retention of the lamellar state in normal plasma membrane, for instance, despite the

presence of PE, indicates that PE is normally dispersed in the membrane. This may be achieved

by direct interaction with membrane-embedded proteins, stabilizing both the PE and the protein in

the membrane (Williams, 1990).

Freeze–fracture methods have been used to detect local changes in membrane structure that

could result from stress. Aparticulate domains are areas of membrane free of the particles repre-

senting membrane-embedded proteins. Aparticulate domains indicate phase separation in the plane

of the membrane; that is, into particulate and aparticulate domains, at least. The aparticulate domains

may or may not also differ in lipid phase (such as Lβ) or in lipid composition, depending on what

causes them. Abundant nonlamellar structures can easily be detected; thus, stacks of tubules with

a diameter of about 8 nm would indicate the hex phase. The term “lipidic particle” covers a number

II

of interconvertible nonbilayer structures appearing as a variety of pits or pimples surrounded by

bilayer (Verkleij, 1984). These structures locally involve much less of the membrane in a conversion

to the nonbilayer phase than does hex , but they can create holes, create additional lamellae,

II

facilitate flow of lipids from one lamella to another, and facilitate vesiculation.

The mechanism of damage in leaf cells does indeed involve the formation of aparticulate areas

surrounded by apparently normal particulate areas, indicating phase separation in the plane of the

membrane. The aparticulate areas are associated with underlying lamellae similarly showing apar-

ticulate areas. This appearance was first described by Pearce and Willison (1985b) in both nonac-

climated (Figure 5.2) and acclimated leaves given a freezing stress, and was later named “fracture

jump lesion” by Steponkus et al. (1993). Aparticulate domains and fracture jump lesions are

associated with lipidic particles in both freezing-stressed and dehydration-stressed leaves. They are

also centers of membrane disorganization (Pearce, 1985; Pearce and Willison, 1985b; Figure 5.2).

Clearly, a causal sequence is possible: stress – phase separation – lipidic particles – membrane

disorganization – solute leakage and cell death (Pearce and Willison, 1985b). We speculated that

phase separation could be a consequence of disruption to normal interactions between the cytosk-

eleton and membrane-embedded proteins, altering their distribution. The localized loss of proteins

might then have freed inverted cone-shaped lipids to combine to form lipidic particles, leading to

rearrangement and disorganization of membranes.
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FIGURE 5.2
 Disruption of plasma membrane structure by extracellular freezing, as shown by freeze–fracture electron microscopy. This technique reveals the inner (hydrophobic) plane of any lipoprotein membrane, which appears as surface carrying particles that are caused by membrane-embedded proteins. In these micrographs, the predominant surface is the inner protoplasmic face (the P face) of the plasma membrane. This has the

protoplasm behind it. In normal (nonstressed) plasma membrane (not shown), this surface would carry an

even scattering of the membrane-embedded protein particles. The micrographs show plasma membrane from

extracellularly frozen tissue. It is clear that freezing had altered the normal plasma membrane organization, creating areas of membrane that contain no membrane-embedded protein particles (asterisks; the arrow head in [A] shows the margin between example particulate and aparticulate areas). Furthermore, these protein-free areas of membrane are associated with other particle-free membranes, both to the inside (A) and outside (B) of the plasma membrane, symptomatic of membrane reorganization. (A) Fracture-jump lesion where the

fracture plane has jumped from the plasma membrane to an adjacent cytoplasmic membrane (CM). The

cytoplasmic membrane revealed is, like the adjacent plasma membrane areas, mainly free of embedded protein particles. The boxed area is enlarged to show pits and grooves (small arrows) in the particle-free area of the plasma membrane, indicating “lipidic particles”; that is, nonlamellar structures that could be regions of connection between the plasma membrane and adjacent lamellae. Also note that in the main figure the protein particles present in the cytoplasmic membrane are located in bands (large arrows) that continue the bands of particles seen in the plasma membrane. This may indicate that freezing created the particle distribution in both membranes through an effect on intervening cytosol. (B) Fracture jump lesion where particle-free

membranous lamellae lie on the outer side of the plasma membrane (e.g., asterisk top left; the plane of the plasma membrane itself is confirmed by the presence of plasmodesmatal openings—small arrows). An extensive particle-free area (left of center) clearly consists of a multilamellar fold (large arrows indicate the rounded edge of the fold). To create the lamellae and fold, membranous material must have been redeployed from the plane of the plasma membrane. Experimental details: Wheat plants were grown in a nonacclimating environment; the leaf sheath was excised, exposed to a freezing stress of –8°C, freeze-fixed, and freeze-fractured, and a replica of the fracture surface was examined by transmission electron microscopy. Scale = 0.5 µm.

(Reprinted from Pearce and Willison, 1985b.)

Unlike Pearce and Willison (1985b), Gordon-Kamm and Steponkus (1984) found that freezing-

stressed nonacclimated cells contained abundant hex instead of fracture jump lesions. Thus, they

II

thought that fracture jump lesions were confined to stressed acclimated leaves, indicaing that the

mechanisms of damage in acclimated and nonacclimated leaves may be fundamentally different

(Steponkus et al., 1993), whereas Pearce and Willison (1985b) thought they were in principle the

same.

Steponkus et al. (1993) used a cooling rate of –48°C/h (0.8°C/s), which is an order of magnitude

faster than is usual in nature, but then allowed 30 min equilibration at the nadir temperature. They



TF1231_C05.fm Page 178 Monday, March 22, 2004 1:48 PM


178


Life in the Frozen State

assumed, incorrectly, that 30 min equilibration would also be required with the much slower cooling

rates used by Pearce and Willison (1985b; –1.5°C/h down to –2°C and rising to 7°C/h at lower

temperatures), who they therefore suggested had not allowed sufficient dehydration to occur. The

cooling treatment used by Pearce and Willison (1985b) had, in fact, caused severe dehydration in

the nonacclimated leaves (Pearce and Willison, 1985a). The more probable explanation for the

discrepancy in results with nonacclimated leaves is that the abundant hex found by Steponkus et

II

al. (1993) was an artifact of their unrealistically fast cooling rate. Replacing 48° with 4°C/h in the

treatment protocol leads to replacement of hex by fracture jump lesions (Pihakaski-Maunsbach

II

and Kukkonen, 1997).

In the formation of hex , most of the membrane lipid loses its lamellar structure, whereas with

II

formation of fracture jump lesions or vesiculation, most of the lipid remains lamellar but is

reorganized into vesicles and stacks of lamellae. However, this difference deflects attention from

an important similarity. Lipidic particles would be involved in the formation of abundant hex -

II

phase lipid (Verkleij, 1984) just as much as in the formation of vesicles and multilamellar stacks.

Clearly, in either case, steps in acclimation that would stabilize normal membrane structures by

preventing formation of lipidic particles should be protective.

There is much less idea of exactly how freezing kills cells with no ability to acclimate. It was

widely thought that intracellular freezing occurred in freezing-sensitive plants and that it was this

that killed them. However, recent experiments show that in leaves of tomato, tobacco, cucumber,

and phaseolus bean, freezing is extracellular and that it is thus the cellular desiccation that kills

the cells (Ashworth and Pearce, 2002). Unfortunately, it is not known whether the cells are killed

in the same way as in the freeze-adapted species, by dehydration-induced destabilization of mem-

brane bilayers, or whether there is some other form of dehydration-induced damage in freezing-

sensitive species. Interestingly, freezing in maize was more complex: the mesophyll froze extra-

cellularly, whereas the epidermis and vascular bundle sheath froze intracellularly (Ashworth and

Pearce, 2002). Thus, no single strategy for improving freezing tolerance would suit all species.


5.4 ACCLIMATION TO COLD AND FREEZING


Acclimation to cold and freezing is initiated by exposure to low positive temperatures. Thus, with

respect to freezing, it is “anticipatory,” occurring before the stress and not solely in response to it.

However, exposure to freezing can further increase the level of freezing tolerance and associated

gene expression (Pearce et al., 1996). In many woody plants, declining day length is also a factor

(Sakai and Larcher, 1987).

Acclimation to cold is not an all-or-nothing phenomenon. For example, acclimation of barley

only occurs when temperatures fall below some upper limit, the amount of freezing tolerance and

gene expression then being progressively higher in plants grown in progressively lower temperatures

(Pearce et al., 1996). Figure 5.3 shows data from barley crowns: The changes in level of freezing

tolerance and in the expression of three gene sequences followed this pattern of progressively higher

expression with lower temperature.

This apparently simple system masks complexity. Two of the cold-expressed barley genes, blt101

and blt14, had the same upper temperature limit for expression—between a night temperature of +9°

and +10°C—and had similar relative responses of expression to the lower temperatures (Figure 5.3).

This would not necessarily have been expected, as their expression is controlled by different mecha-

nisms—transcriptionally and posttranscriptionally, respectively (Dunn et al., 1994). The third gene,

blt4 (which is a nonspecific lipid transfer protein gene; Section 5.4.2.2), is constitutively expressed at modest levels in control plants. However, expression again increased with fall in temperature, following

approximately the same pattern as the other two genes (Figure 5.3). Again, this would not necessarily

be expected, as the genes are expressed in different tissues: blt4 in the epidermis, and blt14 and blt101

around the vascular transition zone (Pearce et al., 1998). It follows that there is an integrated response to cold acting through more than one regulatory pathway (Section 5.6).
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FIGURE 5.3
 Acclimation to cold is not all or nothing: It increases progressively with fall in temperature below an upper limit. Barley plants were grown in a control environment for 21 d and then transferred for 7

d to the temperature environment shown. Crowns were then assessed for freezing tolerance and for mRNA

expression of the cold-response genes blt4
 , blt14
 , and blt101
 . The left y
 -axis shows freezing tolerance as LT , 50

and the right y
 -axis shows the level of mRNA as relative density values (calculated from densitometric analysis of Northern blots). The x
 -axis shows the day and night temperatures (using a 10-h photoperiod). The letters by the LT data points are for comparison of temperature effects on LT : where the same letters occur there 50

50

is no difference; where the letters are different the LT values are different at the 5% significance level. The 50

gene expression data are single observations based on extracts from 15 crowns; the same pattern of gene

expression was obtained after 14 d acclimation and was also found when the experiment was repeated with

a different preacclimation environment. Drawn using data from Pearce et al. (
 1996) with permission of Blackwell Publishing.

The physiological response is also complex: Acclimation to freezing is accompanied by accli-

mation to other stresses and by other changes. Plants in the field during winter will be exposed to

other winter stresses as well as to freezing. Examples are wind, which can exacerbate damage

caused by freezing and also causes damage of its own, and waterlogging, which reduces oxygen

availability to roots. In addition, cold in interaction with day-length can induce developmental

changes. Finally, the cold that induces acclimation also greatly reduces the plant’s rate of metabolism

and growth, and consequently the response to cold is partly homeostatic and compensatory. This

component of the response is important for plant competition in the field but may only indirectly

influence cell survival of stress. Thus, not all the physiological processes and not all the genes

expressed in the field in autumn or in a cold environment in the laboratory will be involved in

conferring freezing tolerance; many will be related to these other adaptations to winter.


5.4.1 OUTLINE OF PHYSIOLOGY AND BIOCHEMISTRY OF ACCLIMATION


Freezing-tolerant plants are of two broad types: those that have the potential to continue to grow

(slowly) in milder periods during winter and those that become innately dormant. The latter include

woody species with the greatest known tolerance of freezing. However, more is understood about

acclimation in plants that remain potentially active.

The growth rate and metabolism of plants that remain potentially active is initially greatly

reduced by cold but then partially recovers. At the physiological and biochemical level, this partial

recovery is reflected in an increase in respiration, photosynthesis, and the protein synthetic machin-

ery (Guy, 1990). This general upregulation of primary metabolism presumably is partly helpful for

sustaining some growth in the cold, but it may also be needed to support the processes underlying

increases in stress tolerance.
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Other changes during acclimation are broadly similar in both winter-dormant and winter-active

species. Cells accumulate solutes, particularly soluble carbohydrates but also others such as free

amino acids (Levitt, 1980; Sakai and Larcher, 1987). The exact solutes accumulated vary; for

example, among sugars, it is only the raffinose-family of oligosaccharides whose accumulation in

a number of woody species correlates with frost tolerance (Stushnoff et al., 1993), whereas in

overwintering grasses it is only sucrose and fructans that accumulate (Pollock and Jones, 1979).

There are several possible advantages of solute accumulation during acclimation (see Chapter 10).

It would undoubtedly have a colligative effect, reducing the amount of water lost from cells during

extracellular-freezing-induced dehydration. Solutes such as sucrose, trehalose, and fructans can

also stabilize macromolecules and membranes by noncolligative mechanisms (Crowe et al., 1992;

Hincha et al., 2000; Strauss and Hauser, 1986). In addition, solutes form a reserve that can be

mobilized to support rapid growth when the environment becomes warmer (Pollock and Jones,

1979) or to support recovery from sublethal injury (Eagles et al., 1993).

The imino acid proline is commonly accumulated during acclimation to cold and other desic-

cating stresses. Selection in vitro
 of hydroxyproline-resistant lines of wheat and barley gave variants that overexpressed proline and had enhanced freezing tolerance of up to 3°C (Dörffling et al., 1993).

The correlation between these two characteristics was inherited over three generations, thus indi-

cating a causal connection between proline accumulation and enhanced freezing tolerance (Dörffling

et al., 1997). Further evidence that proline accumulation improves freezing tolerance was provided

by transformation of A
 . thaliana
 to express an antisense sequence to the proline dehydrogenase gene sequence (Nanjo et al., 1999). This led to a reduced level of the corresponding enzyme, whose

role is to catabolize proline. Hence proline accumulated, which caused an increase in freezing

tolerance.

Membrane properties are a central factor in cold and freezing tolerance, as stress may cause

transitions from Lα to Lβ or to nonlamellar phases, disrupting normal membrane structure and

function (Section 5.3). However, unsaturation has opposite effects on the two types of phase

transition. In model membranes containing only one or two polar lipids, a greater unsaturation of

lipid acyl groups causes the transition from Lα to Lβ to occur at a lower temperature. This would

be relevant to plant tolerance of low positive temperatures. In freezing stress, tolerance of low

hydration levels is also important (Section 5.3). In this case, greater unsaturation of membrane

lipid species could defer the Lα to Lβ phase transition to a lower hydration state. In contrast, greater

unsaturation, by making lipid species take a more inverted conical molecular shape, increases the

probability of transition from the Lα phase to a nonlamellar phase.

Acclimation involves significant changes in membrane lipid composition. Plants grown in lower

temperatures increase the unsaturation of their polar membrane lipids, but there is not a simple

relationship between unsaturation, membrane fluidity, and adaptation or acclimation to cold. This

is partly because the unsaturation of the acyl group at each position in different classes of polar

lipid has to be considered and also because other membrane components, such as sterols and

proteins, can also influence membrane phase transitions. However, adaptation to chill (low non-

freezing temperature) is consistently associated with a high level of unsaturation of phosphatidylg-

lycerols in thylakoid membranes (Murata, 1983). Genetic manipulation to alter phosphatidylglyc-

erol unsaturation altered chill tolerance, proving its importance for tolerance of this stress (Murata

et al., 1992).

The unsaturation of polar lipids is also important for freezing tolerance. Acclimation of rye to

freezing caused an increase in the content of phospholipids (PLs) in the plasma membrane of leaf

cells and also caused changes in proportions of cerebrosides, free sterols, sterol glucosides, and

acylated sterol glucosides (Lynch and Steponkus, 1987). However, relative proportions of PE and

other phospholipids did not change appreciably, indicating that head group size, which can affect

phase transitions, was not important. However, the proportions of diunsaturated PLs were higher

in the acclimated plants (Lynch and Steponkus, 1987). To test the importance of this greater

unsaturation, liposomes were made from plasma membrane PLs from leaves of acclimated rye
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plants and fused with the plasma membrane of rye leaf protoplasts from nonacclimated plants. This

changed the lipid composition of the plasma membrane in a controlled way and conferred an

increase in freezing tolerance. This effect could be reproduced by using liposomes comprised of

diunsaturated phosphatidylcholines, thus demonstrating a role for unsaturation of plasma membrane

PLs in acclimation to freezing (Steponkus et al., 1988).

A low level of oxidative stress is a constitutive phenomenon in organisms including plants, but

cold, in common with many other stresses, can increase this level (Prasad, 1997). A number of the

factors contributing to protection against oxidative stress are expressed at higher levels or with

increased activity in cold-grown plants, including the potentially protective enzymes ascorbate

peroxidase, glutathione reductase, and catalase, and protective substances such as ascorbate and

reduced glutathione. Many of the reports of these changes are from species with little or only

moderate chill tolerance, such as maize and tomato, when grown at chill-stress temperatures (Hull

et al., 1997; Jahnke et al., 1991; Prasad, 1997; Prasad et al., 1994; Walker and McKersie, 1993).

However, evidently it is also a factor in cold-acclimation of freezing-tolerant wheat (Bridger et al.,

1994; Kocsy et al., 2000). Transgenic experiments confirm the practical importance of protection

against oxidative stress in adaptation to stressful field environments. A Mn-superoxide dismutase

from Nicotiana plumbaginifolia
 was constitutively expressed in alfalfa and targeted to chloroplasts or mitochondria (McKersie et al., 1993). This resulted in enhanced vigor and survival after exposure

to sublethal freezing or water deficit in controlled environment tests (McKersie et al., 1993). The

performances of transformants and control lines were also compared in the field in Southern Ontario,

Canada, over 3 years. The transformants had significantly higher survival and yields: 26 to 66%

(in different transgenic lines) of the transformed plants survived, compared with 17% of the

untransformed plants (McKersie et al., 1996). However, tetrazolium staining showed that this

improved survival in the field was not caused by protection at the primary site of freezing injury

(McKersie et al., 1999). Overall, although oxidative stress is probably a factor in stress caused by

low positive temperatures, this is less clear for freezing stress itself.


5.4.2 GENES* EXPRESSED DURING ACCLIMATION


Cold will have a pervasive effect on a plant, impinging on every aspect of its physiology and

biochemistry, affecting constitutive processes such as primary metabolism as well as inducing

changes that are protective or developmental. As a consequence, one would expect that expression

of many genes will be affected, varying from small adjustments in levels of expression of some

constitutively expressed genes, to induction of high levels of expression of genes specialized for

roles in the cold. This expectation of a widespread effect has proved to be correct.

The outline of the physiology of acclimation, above, justifies more specific expectations. Some

genes will have a role in relation to the upregulation of primary metabolism to sustain both

constitutive processes, such as energy supply and some growth, and acclimation-specific processes,

such as solute accumulation and adjustment of membrane composition. Others should have pro-

tective roles, particularly in relation to membrane stability but also more generally to stabilize

macromolecules. Some genes would be involved in protection against more intense levels of

constitutive stresses such as oxidative stress and damage to protein structure. There may, in addition,

be expression of genes that address supracellular aspects of stress. These would include control of

freezing (Section 5.2) and reducing gross tissue water loss. Also, acclimation must involve inte-

gration of the response, within cells and between organs, and therefore genes involved in a

sophisticated signaling and regulatory system should be found. Finally, the extensive nature of the

molecular response indicates that the new and unexpected will be involved.

* When discussing genes and proteins, the convention is used that names in italics refer to genes (base sequences), whereas names not in italics refer to the protein coded for.
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Guy et al. made the first report in 1985 of a gene having cold-upregulated expression. By 1998

there was a count of 51 widely different types of gene (classified into types on the basis of sequence

similarity) reported in a variety of plants during cold acclimation, and usually each type included

several to many individual genes (Pearce, 1999).

Now microarray technology is accelerating discovery. It has verified principles, for example,

that both defense and metabolism are involved in acclimation to cold, and has added new under-

standing by quantifying the great extent and general character of the response to cold (Fowler and

Thomashow, 2002). Thus, the expression of 4% of A. thaliana
 genes changed by > threefold during cold acclimation mostly upregulated, but about one third were downregulated. In 35% of cold-responsive genes, the change in expression was long term; in 65% it was only transient, including

many transcription factors, signaling, and communication genes, possibly indicating extensive

homeostatic processes. Among the cold-responsive genes coding for transcription factors, expressed

long term or transiently, many were not previously associated with cold acclimation, verifying its

complexity. Finally, microarray data added 46 to the list of cold-associated genes of a novel type

yet to be understood.


5.4.2.1 Genes Involved in Metabolism, Structure, and Regulation


The likely subcellular function of a number of cold-induced genes is indicated by their strong

sequence similarity to genes of already known biochemical function. These include genes of types

that are otherwise constitutively required, such as forms of elongation factor 1α, which is essential

for protein synthesis (Berberich et al., 1995; Dunn et al., 1993; Rorat et al., 1997), sucrose phosphate

synthase (Guy et al., 1992; Reimholz et al., 1997), β-tubulin (Chu et al., 1993), and xyloglucan

endotransglycosylase, which can modify cell wall properties (Polinsky and Braam, 1996; Xu et al.,

1996a). In these cases the cold-induced genes are forms of genes that are also required by the plant

when it is not under stress, but presumably by having one or more extra genes of the type expressed

under stress, some advantage is gained (Section 5.4.2.4). Thus, a form of alcohol dehydrogenase

is cold induced (Jarillo et al., 1993), and presumably, this could help overcome oxygen-deficiency-

induced energy supply problems resulting from waterlogging or ice encasement.

Some of the cold-upregulated genes are directly involved in stress-resistance, such as ascorbate

peroxidase (Zhang et al., 1997), contributing protection against oxidative stress; cyclophilin, which

helps to repair proteins (Droual et al., 1997); and galactinol synthase, contributing to solute

accumulation (Liu et al., 1997). Yet others are known to have regulatory functions, such as protein

kinases (Holoppa and Walker-Simmons, 1995; Hong et al., 1997; Monroy and Dhindsa, 1995) and

CBF/DREB1 transcription factors (Sections 5.4.2.6 and 5.6.2.2). Others also may have a regulatory

function: 14-3-3, a possible kinase regulator (Jarillo et al., 1994), and RNA-binding proteins

(Carpenter et al., 1994; Dunn et al., 1996; Molina et al., 1997; Section 5.6.2.2).

Functionally important changes occur in plasma membrane PL unsaturation during acclimation

(Section 5.4.1). The first double bond is introduced into acyl groups by ∆9-desaturases, and this

has a greater lowering effect on the Lα-Lβ transition temperature than introduction of subsequent

double bonds. A
 . thaliana
 contains two temperature-responsive ∆9-desaturase genes: expression of ADS2
 is upregulated by cold (10°C), whereas expression of ADS1
 is downregulated (Fukuchi-Mizutani et al., 1998). An unusual feature is that both are more like animal, yeast, and cyanobacterial

∆9-desaturases than like plant plastid ∆9-desaturases and, consequently, were suggested to have a

unique role in the complex plant metabolic system for lipid desaturation. The third double bond is

introduced by ω3-desaturases. Expression of several ω3-desaturases is affected by temperature. In


A
 . thaliana
 , the expression of the relevant gene, FAD8
 , is upregulated below 20°C; Gibson et al.

(1994) point out that its function could be a downregulation in relation to high-temperature stress

rather than an upregulation in anticipation of chill temperatures. In contrast, in maize, which is

neither freezing tolerant nor strongly chill tolerant, expression of Zm FAD8
 is upregulated at 5°C

(Berberich et al., 1998). Interestingly, the amount of ω3-desaturase in wheat roots is under temper-

ature-dependent translational control (Horiguchi et al., 2000).
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Desaturation can be controlled by temperature in other ways. Increased availability of oxygen,

alone, at low temperatures can promote higher rates of desaturation (Harris and James, 1969;

Rebeille et al., 1980). Speculatively, temperature-dependent activation of preexisting enzyme mol-

ecules might also contribute to desaturation, as it does with a ∆9-desaturase in carp (Tiku et al.,

1996).


5.4.2.2 Genes Coding for Likely Protective Proteins


There are a large number of genes that seem likely to have protective roles at a variety of

organizational levels within the plant. The most commonly reported of these are LEA (late-

embryogenesis-abundant) and LEA-like proteins, nonspecific lipid transfer proteins, and proteins

with antifreeze activity (Section 5.2.2). Lectins could also be protective (Hincha et al., 1997b).


5.4.2.2.1 LEA Proteins


LEA proteins were first described from developing seeds, where they are accumulated during the

period of rapid desiccation. However, a number of LEA proteins are also expressed in vegetative

tissues in response to cold and dehydrating stresses.

LEA proteins are highly hydrophilic and are boiling-stable. The amino acid sequence comprises

repeated amino acid sequence motifs separated by much less strongly conserved sequences. Their

tolerance to denaturing conditions indicates that their role in stress may be to stabilize macromol-

ecules in a low-water environment. On the basis of features of their primary sequences, several

classes of LEA protein have been identified, and the protein structures inferred from these different

sequences indicate possible protective functions (Dure, 1993a).

The most frequently reported type of cold-induced genes codes for group 2 (D-11 family) LEA

proteins, also called dehydrins (Pearce, 1999, cites 20 references covering cold-induced dehydrins

from 10 species, including woody as well as herbaceous plants). Their characteristic sequence motif

is a 15-residue sequence rich in lysine (called the K-segment; Campbell and Close, 1997), which

might form an alpha helix. However, in solution the interactions within the polypeptides are labile

and the dehydrin molecules probably are in equilibrium between conformational states having

preferentially extended substructures (Lisse et al., 1996).

Direct evidence of a protective function is limited. The cold-induced spinach leaf dehydrin,

COR85, protects lactate dehydrogenase against freezing-induced denaturation in vitro
 (Kazuoka

and Oeda, 1994); however, there appear to be no in vitro
 tests of membrane protection by dehydrins.

Severe desiccation, by weakening the hydrophilic interactions between water and the surface of

proteins and membranes, thus indirectly destabilizes the important hydrophobic interactions within

the macromolecules. It has been speculated that dehydrins could stabilize these hydrophobic

interactions in one of two ways (Close, 1996). They might interact directly with membrane or

protein surfaces, through their K-segments, and thus, as hydrophilic molecules themselves, increase

hydrophilic interactions with the surface. Alternatively, they could act without direct interaction

with the surface: as hydrophilic molecules, they would interact strongly with the remaining aqueous

phase, and thus would be excluded from the hydrophobic interior of proteins and membranes, thus

stabilizing these proteins and membranes, as the exclusion of water normally does (Close, 1996).

Other LEA and LEA-like proteins are also important. Group 3 LEAs are suggested, when

dimerized, to sequester ions (Dure, 1993b). This could be an important function in the cytosol of

a dehydrated cell, as dehydration would concentrate ions to levels where they could be toxic. A

group 3 (D-7 family) LEA protein, HVA1, is cold-induced in barley (Sutton et al., 1992). Overex-

pression of HVA1 increased the salt and drought tolerance of rice (Xu et al., 1996b). There are a

number of cold-induced LEA-like proteins, too, such as cor15, which has similar sequence features

to group 3 LEAs. In vitro
 cor15 can protect lactate dehydrogenase from freezing-induced denatur-

ation (Lin and Thomashow, 1992), and in vivo
 overexpression of cor15
 confers a small increase in freezing tolerance, possibly through stabilizing chloroplast membranes (Section 5.4.2.6).
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5.4.2.2.2 Nonspecific Lipid Transfer Proteins


Nonspecific lipid transfer proteins (nsLTPs) have the ability to bind certain lipids and thus to transfer them across an aqueous environment. NsLTPs are expressed in nonstressed plants, in which they

probably have a constitutive role (Kader, 1996). They are also strongly expressed, above their

constitutive level, in response to stresses such as cold, salt, and drought (Dunn et al., 1991; Hughes

et al., 1992; Plant et al., 1997; White et al., 1994).

NsLTPs are extracellular. Their gene sequences encode polypeptides that include a leader sequence

targeting the protein to the secretary pathway. In nonstressed plants the mature protein is present in

the cuticle (Thoma et al., 1993, 1994) or wax layer (Pyee et al., 1994) or is present perivascularly

(Sossountzov et al., 1991). Cold-upregulated nsLTP mRNAs are accumulated in the epidermis (Pearce

et al., 1998), indicating a likely epidermal location and function for the mature protein.

A number of experiments indicate two possible functions for nsLTPs: in pathology or in cuticle

formation (Kader, 1996). Inclusion of the protein in microbial culture media inhibits the growth

of microbes, including plant pathogens (Molina et al., 1993). Barley plants upregulate expression

of nsLTP mRNAs in response to pathogen attack; however, the response is not pathogen-specific

(Molina and García-Olmedo, 1993), indicating a nonspecific role in cold-induced pathogen resis-

tance. Carrot culture nsLTPs bind potential cutin monomers, possibly indicating a role in cuticle

formation (Meijer et al., 1993). Lipid polymers are known to accumulate in the cuticle during

acclimation (Griffith et al., 1985), but the role of nsLTPs in this process has not been experimentally

defined. Both suggested functions are consistent with the location at which nsLTPs accumulate.

Moreover, both could be relevant to the whole-plant survival of winter, as on the one hand crops

such as cereals can be attacked by snow-mold, and on the other, wind and winter sun increase

water loss from the shoot, exacerbating the dehydration stress caused by freezing.

A further function for some nsLTPs is also possible. A protein isolated from cabbage protects

isolated thylakoids against freezing-induced damage. It was originally called “cryoprotectin” but

is structurally a nsLTP (Hincha et al., 2001). However, it does not have lipid transfer properties,

whereas a closely related nsLTP also from cabbage does have lipid transfer properties but is not

cryoprotective, indicating that different members of the nsLTP multigene family (Section 5.4.2.4)

may be specialized for different biochemical functions.


5.4.2.3 Genes of Unknown Biochemical Function


There are many cold-induced genes of this kind (Pearce, 1999). An overall picture is hard to provide,

but the following illustrates the range of features of the proteins coded for. Some code for hydro-

philic proteins, including ones that are also boiling-stable but have not been classified as LEA

proteins. Nevertheless, the proteins coded for might be protective in a similar way to LEA proteins.

This includes rd29a
 (Horvath et al., 1993; Luo et al., 1991; Nordin et al., 1991) and kin1
 and kin2


(Hajela et al., 1990; Kurkela and Borg-Franck, 1992; Kurkela and Franck, 1990). The latter code

for proteins rich in alanine. This could have indicated antifreeze activity, but when a similar protein,

BN28 from oil seed rape, was tested, it was found not to have antifreeze activity (Boothe et al.,

1997). In contrast to these genes coding for hydrophilic proteins, a number of genes code for much

more hydrophobic proteins. An example is blt101
 from barley and similar genes from grasses,

strawberry, and A
 . thaliana
 (Goddard et al., 1993; Medina et al., 2001; Ndong et al., 1997). These code for small polypeptides with two major hydrophobic regions. It is likely that the protein would

form a V-shaped molecule, with two membrane-spanning regions and little of the amino acid

sequence lying outside the membrane. One could speculate on a role in membrane stabilization,

but no hard evidence addresses this possibility. Other genes code for proteins that may be targeted

to the nucleus ( cas15
 in alfalfa, Monroy et al., 1993a; src1
 in soybean, Takahashi and Shimosaka, 1997). Yet another has sequence similarity to a conserved breast-cancer-related gene from humans

( BnC24
 in oil seed rape, SaezVasquez et al., 1993). Altogether, whether the hints of function are reliable or not, the structural diversity of these genes must indicate a diversity of subcellular
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functions and confirms that our knowledge of functional areas of acclimation to cold and freezing

will need significant effort to complete.


5.4.2.4 Multigene Families


Multigene families are probably central to phenotypic plasticity (Smith, 1990) and thus are a key

factor in adaptation to cold and freezing. Many cold-induced genes are members of small multigene

families; that is, they belong to a group of genes coding for closely similar proteins. It is thought

there could be several advantages to this. The existence of more than one copy of a gene allows

evolution to diversify biochemical function, which may have occurred with AFPs and nsLTPs

(Sections 5.2.2 and 5.4.2.2). This would create structural variation within the small multigene

family. The different members could have different physiological functions; for example, being

expressed in different environments or different tissues or organs. Existing as separate genes, the

regulation of their expression could be fine-tuned to their physiological role. Another possible

advantage is that by having more genes, the expression of the totality of all forms could increase

much more rapidly in response to a signal.

Barley provides examples where these advantages appear to apply. Eleven barley dehydrins

differ from each other markedly in size and sequence features, consistent with diversification of

biochemical function, and different ones are expressed in response to drought or cold or both,

indicating physiological specialization (Choi et al., 1999). The latter is also apparent in three

nonspecific lipid transfer protein genes analyzed in barley. All were strongly expressed in response

to cold; one was also strongly expressed in response to drought, whereas the other two were,

respectively, moderately and only weakly expressed in response to drought (White et al., 1994).

Another form of functional specialization involves differential expression in different organs, as

indicated by the different genes of types rlt14
 and blt14
 , in rye and in barley, respectively (Phillips et al., 1997; Zhang et al., 1993). However, in all these examples, the exact advantage of having the

different structures or expression patterns is not yet clear.


5.4.2.5 Apoplastic Proteins


Many of the proteins expressed during cold acclimation are outside the protoplast. Several lines of

evidence indicate this. Electrophoresis of protein extracts from the apoplast of leaves of cold

acclimated cereals shows the accumulation of specific polypeptides during acclimation (Antikainen

and Griffith, 1997; Hon et al., 1994). Polypeptides coded for by a number of cold-upregulated

mRNAs include leader sequences probably directing the polypeptide to the secretory pathway. The

most intensively studied AFPs are extracellular, and so too are the nonspecific lipid transfer proteins,

as discussed earlier (Sections 5.2.2 and 5.4.2.2, respectively). The role of some cold-expressed

proteins may be to directly modify cell wall structure, for example, a xyloglucan endotransglyco-

sylase from A
 . thaliana
 (Xu et al., 1996a). Other apoplastic proteins include many of unknown function such as MSACIA, which is glycine-rich and accumulates in cell walls during acclimation of alfalfa

(Ferullo et al., 1997). The gene BnPRP
 codes for a protein whose structure indicates that it could link cell wall and plasma membrane (Goodwin et al., 1996). Overall, though the biological roles are only

partly understood, change in the apoplastic complement of proteins appears to be a significant event

during acclimation, presumably reflecting the importance of this compartment in acclimation.


5.4.2.6 Evidence of Physiological Function of Cold-Expressed Genes


As discussed above, the precise biochemical function of cold-upregulated genes may or may not be

evident. In either case, the physiological function, for example, the role in relation to acclimation to

freezing rather than to some other aspect of physiology, remains to be proved. Experiments that test

for correlation between gene expression and freezing tolerance can be only a partial, and potentially

misleading, guide to physiological function. Transgenic experiments provide more powerful tests.
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5.4.2.6.1 Transgenic Tests of Function of Cold-Upregulated Genes


The only strict test of the role of a gene in acclimation is by testing the effect of downregulating

its expression in the species from which the gene came. If reduced expression leads to reduced

acclimation, a role in acclimation is indicated. However, a lack of effect is more difficult to interpret if, as is usually the case, the gene is a member of a multigene family, as other members of the

multigene family may take over the function of the downregulated member. Although this problem

could be overcome, downregulation experiments do not seem to have been tried.

The effect of upregulation of expression on freezing tolerance has been tested. If this enhances

freezing tolerance, it simultaneously indicates that this may be the physiological role of the gene

and that conferring this effect on other species might be tried. However, negative effects are again

hard to interpret (and, perhaps for this reason, are not reported). At present, we have little idea of

how many of the cold-upregulated genes act additively and how many act synergistically. Expression

of a single gene having a synergistic role in acclimation, but in the absence of upregulation of

expression of any other genes, may have no effect on the level of freezing tolerance. Even for genes

that act additively, the effect of an individual gene could be too small to detect.

The most marked transgenic evidence for a role in acclimation to freezing is for the DREB

(also called CBF)4 transcription factor genes cloned from A
 . thaliana
 . These transcription factors are expressed in response to cold, drought, or salt stresses and bind to, and thus activate, the

promoter of many stress-upregulated genes (Section 5.6). Overexpression of DREB1A and

DREB1B (CBF3 and CBF1, respectively)* confers constitutive freezing tolerance on A
 . thaliana
 , as is shown in Figure 5.4. Significantly, the level of tolerance achieved can be equivalent to the

acclimated freezing tolerance of the wild-type (Jaglo-Ottoson et al., 1998). Overexpression of these

transcription factors also induces expression of biochemical changes usually associated with accli-

mation: expression of cold-upregulated genes, accumulation of proline, and accumulation of soluble

sugars (Gilmour et al., 2000; Jaglo-Ottoson et al., 1998; Kasuga et al., 1999). It also confers enhanced tolerance to drought (Figure 5.4), consistent with the expected importance of dehydration

tolerance in tolerance of freezing. The clear-cut results for overexpression of these genes is probably

a result of their key position in the cold signal transduction pathway (Section 5.6), where they

induce expression of a large number of the separate functional components of acclimation, so that

the overall effect on freezing tolerance is large.

The A. thaliana
 gene cor15a
 codes for a small chloroplast-located polypeptide that has some sequence similarity, particularly in imperfectly repeated motifs, to lea
 genes (Lin and Thomashow, 1992). Its mRNA transcripts accumulate in A.thaliana
 during cold acclimation. Constitutive expression of cor15a
 in the chloroplast of transformed A. thaliana
 plants resulted in greater freezing tolerance of protoplasts isolated from the leaves and tested in vitro
 (Artus et al., 1996). Chloroplasts tested in situ
 in the control and the transgenic plants were 1° to 2°C more tolerant in the latter, as indicated by amelioration of freezing-induced reduction in quantum yield of photosystem II. In

protoplasts, improved tolerance of up to 1°C was found only over the temperature range –5 to –8°C,

whereas over the temperature range –2 to –4°C, the freezing tolerance was lower in the transformants

than in the wild-type (Artus et al., 1996). Thus the experiments indicate both a positive and negative

effect of expression of this gene on freezing tolerance. This result may be confirmation that an accurate test of function cannot be made by overexpression of a single functional gene.

In a comparison of wheat chromosome substitution lines, antifreeze activity of apoplastic

extracts did not correlate with freezing tolerance in a laboratory test but did positively correlate

* There are two sets of nomenclatures for the members of this small multigene family, differing between the two originating laboratories, based on the differing response element names, DRE-binding factor (DREB) or CRT-binding factor (CBF).

DREB1A, DREB1B, DREB1C, which are identical to CBF3, CBF1, and CBF2, respectively, are similar in sequence and are cold inducible. DREB2A and DREB2B are different from DREB1 sequences. However, all the DREB sequences contain a similar core that codes for an AP2 domain, also found in a large number of other transcription factors having other functions. Additional members of the DREB1 and DREB2 types (up to DREB1F and DREB2H, respectively) have now been found in the arabidopsis genome (Sakuma et al., 2002).
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FIGURE 5.4
 Constitutive expression of the cold-response transcription factor DREB1 confers greatly increased freezing tolerance on Arabidopsis thaliana
 and also increases drought tolerance in the absence of any cold or drought-induced acclimation. Percentage values indicate percentage of plants surviving the

treatment; numbers in brackets indicate the number surviving out of the number tested. 35S:DREB1Ab and

35S:DREB1Ac indicate different lines transformed with the same construct to constitutively express DREB1A (see Liu et al. 1998, for data showing transgene expression). wt indicates wild-type (untransformed) plants.

Control: 3-week-old plants grown in continuous light at 22°C. Freezing-stress: plants grown the same as the controls then exposed to –6°C for 2 d and returned to the control environment for 5 d. Drought stress: grown the same as the controls except water withheld in the second and third weeks. (Reproduced from Liu et al.

(1998), copyrighted by the American Society of Plant Biologists and used with permission.)

with winter field survival (Chun et al., 1998). These correlative data indicate that plant AFPs may

have a role in plant overwintering, but the precise role is unclear. However, infusion of a fish AFP

into leaves lowered the leaf freezing temperature (Cutler et al., 1989). As a consequence, a number

of attempts have been made to modify freezing behavior of plants by overexpressing AFPs. An

AFP from carrot has been expressed in tobacco, conferring apoplastic antifreeze activity, but no

effect on survival was reported (Worrall et al., 1998). Fish AFPs have also been expressed in plants,

so far without any positive effect on survival that could be attributed to altered freezing behavior

(Kenward et al., 1999; Wallis et al., 1997).


5.4.2.6.2 Correlative Evidence


Comparisons were made between levels of mRNAs or proteins coded for by particular cold-expressed

genes and the level of freezing tolerance, using either contrasting plant types or contrasting environ-

ments to provide different levels of acclimation. Nearly all of these experiments showed a positive

relationship between levels of expression and acclimation, including expression of dehydrins (five

subtypes in a variety of species) and of five gene-types of unknown biochemical function (six

subtypes again in a variety of species; summarized in Pearce, 1999). Such correlative tests provide
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weak evidence that any particular one of these genes influences acclimation. In contrast, the number

of tests giving a positive correlation is impressive, and it is hard to imagine that plants would invest

resources in such a range of gene products if many of them did not have a function during

acclimation. This thus may be taken as evidence that, in general, cold-upregulated genes will have

a role in acclimation to cold or winter. However, because different physiological aspects of accli-

mation to winter may themselves be correlated, correlation between gene expression and freezing

tolerance is not necessarily indicative of a role in acclimation to freezing itself.

Correlations can also be sought between expression in different plant parts and their different

freezing tolerances. A cereal plant can survive loss of its leaf blades or roots, but the survival of

the crown is essential for plant survival. Within the crown, the vascular transition zone is one of

the most susceptible parts (Tanino and McKersie, 1985). WCS120, a wheat dehydrin, is most

strongly expressed in tissue surrounding the vascular strands in the vascular transition zone (Houde

et al., 1995). The expression of two transcripts of unknown biochemical function, blt101
 and blt14
 , in the crown of acclimated barley was also strongest in these tissues (Pearce et al., 1998). These

two studies link expression of the genes tested to acclimation of one of the most vulnerable parts

of the shoot.


5.5 GENETIC ANALYSIS OF ADAPTATION TO FREEZING


Genes expressed during acclimation do not necessarily contribute to freezing tolerance; they may

relate to other stresses or to development (Section 5.4). The possibility that these genes contribute

to freezing tolerance may be tested by transgenic experiments, but so far few unambiguous results

have been obtained (Section 5.4.2.6). An alternative, more traditional, approach to proving physi-

ological function is to start with the phenotype rather than the gene. This can be done by isolating

and studying freezing-tolerance mutants. Alternatively, one can analyze mapping populations for

freeze-adaptation-related quantitative trait loci (QTL). The former can identify genes with a major

role in the physiology and biochemistry of tolerance, whereas the latter can eventually lead to

identification of genes that explain the evolution of tolerance. These approaches also have the

advantage that they can identify not only the genes involved in acclimation but also any that are

expressed constitutively. Interestingly, several of the mutations appear to be in regulatory genes.


5.5.1 MUTANTS



A
 . thaliana
 increases in frost hardiness by 6 degrees during acclimation. Seven sfr
 (susceptible-to-freezing) mutants were isolated that were less freezing tolerant than the wild-type by 1 to 2 degrees,

indicating that the underlying genes had major roles in freezing tolerance of this species (McKown

et al., 1996; Warren et al., 1996). The mutants were also tested for expression of typical features

of A
 . thaliana
 acclimation: anthocyanin accumulation, sucrose and glucose accumulation, accumulation of three specific proteins, and fatty acyl composition of lipids. Four mutations affected one

or more of these, including one ( sfr4)
 that reduced both sucrose and glucose levels and prevented the changes in fatty acid composition. At the other extreme, three mutations affected none of these.

When grown in the cold, most of the mutants expressed known cold-response genes. However, the


sfr6
 mutant was different, being deficient in expression of several cold-response genes. This

indicated that it could be a mutant in a gene that affects acclimation through controlling gene

expression (Knight et al., 1999).

Even when not grown in the cold, plants have 1 to several degrees of freezing tolerance. A

freezing-sensitive A
 . thaliana
 mutant, frs1
 , isolated by Llorente et al. (2000), had reduced levels of both constitutive and acclimated freezing tolerance. The phenotype was “wilty,” and the plants

were low, compared to the wild-type, in content of the plant desiccation-stress-related hormone,

abscisic acid (ABA). Exogenous supply of ABA caused recovery of the wild-type phenotype.

Complementation tests showed the mutant was an allele of the ABA3
 locus. The results clearly
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indicated a role for ABA in regulating both constitutive and acclimated levels of freezing tolerance

(Llorente et al., 2000).

Mutants that have acquired an enhanced constitutive level of freezing tolerance are also infor-

mative. A
 . thaliana
 plants that carry a mutation at the eskimo 1 locus ( esk1
 ) accumulate high levels of proline, a protective solute, even when grown in a warm environment (Xin and Browse, 1998).

Interestingly, the esk1
 mutants had become constitutively more freezing tolerant than the wild-type, yet had not acquired constitutively increased levels of expression of cold-response gene transcripts,

other than those of genes involved in proline synthesis (Xin and Browse, 1998).

Strategies can be used to ensure recovery of mutations in the regulatory system. A transgenic

line was made that expressed a reporter gene (luciferase) under the control of the stress-responsive


rd29a
 promoter (Section 5.6.2.2). Mutant lines that had a modified luciferase expression were likely to contain mutations in the system regulating stress-gene expression. Large numbers of mutants

were obtained, with enhanced or reduced expression of luciferase in response to one or more of

cold, osmotic, or ABA signals, clearly indicating that parts of the respective signal transduction

pathways were separate but that parts converged (Ishitani et al., 1997). Some of these mutations

have been analyzed in detail. Hos1
 and hos2
 are negative regulators of the cold response; that is, the mutants had enhanced expression of the reporter gene. However, they differed in other respects:


hos1
 also affected vernalization but did not affect the cold-induced level of freezing tolerance, whereas hos2
 did not affect vernalization but did reduce freezing tolerance (Ishitani et al., 1998; Lee et al., 1999, 2001).


5.5.2 QUANTITATIVE TRAIT LOCI


Freezing tolerance is a quantitative trait; that is, the intensity of freezing tolerance is a continuous

variable. QTL are chromosome regions containing one or more genes that explain part of the

quantitative trait. Their discovery involves creation and analysis of mapping populations. These are

populations obtained by crossing inbred parents that differ in the genetic control of the trait of

interest. Marker loci are established throughout the genome (Lister and Dean, 1993). The linkage

of traits to these markers is used to statistically determine the location of the QTL, and the proportion of the quantitative trait that each QTL explains is calculated (Kearsey and Pooni, 1996).

Physiological and biochemical studies of acclimation and the numerous cold-responsive genes

discussed in Section 5.4 attest the complexity of cold acclimation. Nevertheless, it would be possible

for major differences in cold adaptation between species or cultivars to depend on allelic differences

in a small subset of the genes involved. In cereals, in which winter hardiness has long been regarded

as under complex genetic control, one chromosomal region can have a large effect. A quantitative

trait locus on chromosome 7 of barley accounted for 37 to 68% of the variance in cold tolerance

in the mapping population used (Hayes et al., 1993; Pan et al., 1994), indicating that there are

gene(s) in this region of the chromosome with important role(s) in freezing tolerance. This same

region contains a cluster of other winter-related genes, including ones controlling vernalization and

sugar accumulation, and some dehydrin genes (Close, 1996; Pan et al., 1994). A different experi-

mental approach has been used in wheat, using monosomic lines and substitution analysis. This

showed that, although 10 of the 21 chromosomes are involved in control of frost tolerance and

winter hardiness, chromosome 5A (which corresponds to chromosome 7 in barley) and chromosome

5D each carry a freezing-resistance gene with comparatively large allelic effects. As in barley, on

chromosome 5A there are nearby genes controlling vernalization and cold-induced carbohydrate

accumulation (Galiba et al., 1995, 1997; Roberts, 1990; Sutka, 1994).

The position of any QTL is determined with a 95% confidence interval covering a chromosomal

region of tens of centimorgans. Regions of such a size contain very many individual genes, on the

order of 103. In species that have a heavily mapped genome, it is often possible to identify genes

within the QTL region that are candidates to explain the QTL. However, at present there will be

many genes present that are of unknown biochemical type (roughly 30% of the predicted gene
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products coded for by the A
 . thaliana
 genome could not be assigned to functional categories; The Arabidopsis Genome Initiative, 2000). Thus, potential candidates may be overlooked. Moreover,

more than one gene in a region may contribute to explaining the QTL. However, QTL, once

identified, can be exploited by using marker-assisted selection or, potentially, by transferring parts

of the region to other plants by cloning and transformation.


5.6 CONTROL OF ACCLIMATION


For plants to acclimate to a changed environment they must first detect a signal from their

environment, then transduce this signal and transmit it to the components that then function to

protect and maintain the plant. Transduction and transmission of the signal is through one or more

signal transduction pathways (STPs). The functional system controlled is itself complex (Section

5.4). Hence, it is not surprising that signal transduction is also complex. Nevertheless, key steps

in cold signaling are known.


5.6.1 COLD- AND WINTER-SENSING


How plants, and many other organisms, sense cold is unknown. A possible model is available in

the cyanobacterium Synechocystis
 , in which cold is sensed through its effect on membrane fluidity.

The membrane lipids of Synechocystis
 undergo a change in fluidity on cooling, and histidine protein kinases embedded in the plasma membrane are thought to sense this change and activate the STP

(Nishida and Murata, 1996; Suzuki et al., 2000; Vigh et al., 1993). Mutant analysis showed there

was a second, as yet unidentified, sensor (Suzuki et al., 2001). The temperature range involved in

cold acclimation of Synechocystis
 involves a control temperature of 34°C and cold acclimation at 22°C. These temperatures are much higher than are required to acclimate temperate plants (below

10°C in barley; Figure 5.3). Thus it is not clear whether the cold sensors in Synechocystis
 would be relevant to acclimation to freezing in higher plants. However, a role for membrane fluidity is

indicated by experiments with Brassica napus
 cell cultures. These show that membrane rigidifica-

tion promotes acclimation, whereas fluidization prevents it (Sangwan et al., 2001). Interestingly,

the experiments also showed that the cytoskeleton, which is disassembled by cold and which

interacts with the cell membranes, may also have a role, promoting acclimation when destabilized

and inhibiting it when rigidified.

There is evidence for other possibilities. The redox status of photosystem II is affected by cold,

and this appears to control acclimation (Gray et al., 1997). However, this could be only part of the

story, as the crowns of some plants, such as cereals, appear to be sensors of cold (Peacock, 1975;

Watts, 1972), yet are nongreen. However, crowns and other sink organs could respond to signals

from leaves. Thus, another hypothesis to test is that soluble carbohydrate supply to sink organs has a

role. Cold and freezing cause a rapid rise in soluble carbohydrate content in the apoplast of source and

sink organs (Livingston and Henson, 1998). In a barley cell culture, high soluble carbohydrate level

in the medium was essential for acquisition of freezing tolerance and for upregulation of expression

of cold-responsive mRNAs, indicating a regulatory role for sugars (Tabaei-Aghdaei et al., 2003).

The environmental factor sensed need not be cold itself, or not only cold: environmental or

physiological correlants of cold could also be effective signals. Winter can expose plants to water

stress. Experimentally, too, plants exposed to cold shock can experience water stress (Markhart et

al., 1979), though this is slight in Arabidopsis
 (Lång et al., 1994). In barley, slight wilting is evident, and relative water content is reduced and stomatal resistance increased during several days of

exposure to cold (Roberts and Pearce, unpublished data). Cold acclimation can involve changes in

levels of the hormone ABA (Chandler and Robertson, 1994) and, conversely, ABA and drought

can cause cold acclimation (Guy, 1990; Veisz et al., 1996). A mutation in ABA synthesis reduces

the acclimatory response to cold (Xiong et al., 2001). Analysis of cold acclimation and of cold-

induced gene expression in ABA-deficient and ABA-insensitive A
 . thaliana
 mutants indicates there
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are parallel STPs, one involving ABA, the other not (Gilmour and Thomashow, 1991; Gosti et al.,

1995; Nordin et al., 1991). Furthermore, exposure to freezing after cold acclimation enhances the

level of freezing tolerance and of gene expression (Pearce et al., 1998), indicating that the dehy-

drating effect of freezing might have a signaling role. Thus, a water-stress signal could be additional

to or integral to the cold signal.


5.6.2 COLD SIGNAL TRANSDUCTION PATHWAYS


Three areas of research have been crucial in achieving current understanding of the plant STP.

Some researchers have tested for involvement of factors already known to be involved in other

STPs, including transient rises in cytosolic calcium and cold-induced expression of protein kinases.

Others have used the promoter region of known cold-response genes as bait to bind and identify

cold-response transcription factors. Third, mutant analysis has indicated converging and diverging

regulatory factors (Section 5.1). Most progress has been made in two stages of the STP: surrounding

a cold-induced calcium signal, an early stage in the cold STP, and surrounding the control of

amounts of cold-specific mRNA, a late stage in the cold STP. The exact mechanisms connecting

these stages are not yet clear.


5.6.2.1 Early Events


Cold shock causes a transient rise in the cytosolic calcium level (Knight et al., 1991, 1996). A

variety of calcium influx transporters operate in plants (Bush, 1995), and mechanically operated

channels are markedly affected by cold (Ding and Pickard, 1993). The cold-shock-induced transient

rise in cytosolic calcium results partly from cold-induced opening of plasma membrane calcium

channels, but influx from the vacuole also occurs (Knight et al., 1996; Lewis et al., 1997; Monroy

and Dhindsa, 1995; Monroy et al., 1993b). The role of calcium could be partly homeostatic, helping

integrate the adjustment of metabolism to stress, but it appears also to be essential for acclimation.

Inhibitors of calcium influx from the apoplast prevent both cold acclimation and cold-induced

expression of genes (Monroy et al., 1993b; Polinsky and Braam, 1996), and experimentally induced

calcium influx in the absence of cold triggers the expression of cold-responsive genes (Monroy

and Dhindsa, 1995).

The calcium signal would be expected to alter protein phosphorylation. The evidence supports

this, as cold acclimation causes phosphorylation of a number of proteins (Monroy and Dhindsa,

1995; Monroy et al., 1993b) and several cold-responsive protein kinases have been identified

(Holoppa and Walker-Simmons, 1995; Hong et al., 1997; Monroy and Dhindsa, 1995). Mitogen-

activated protein (MAP) kinases have been implicated in stress STPs in a variety of organisms. In


A
 . thaliana
 , two are transiently activated by cold stimuli (Ichimura et al., 2000).


5.6.2.2 Immediate Controls of mRNA Levels


Acclimation involves increased levels of expression of many genes, evident as an increase in amount

of the corresponding mRNA. It is reasonable to think that understanding how this is controlled

would provide considerable insight into how acclimation as a whole is controlled. Experiments in

both A
 . thaliana
 and barley show that the transcript amounts of only about half of the cold-responsive genes are controlled by an increased rate of transcription. The remainder are controlled posttranscriptionally by a reduced rate of transcript turn over (Dunn et al., 1994; Hajela et al., 1990; Phillips et al., 1997). In the case of transcriptional control, promoter features are responsible, whereas for

posttranscriptional control, the mechanism that controls transcript-specific mRNA breakdown

would involve protein(s) able to bind to mRNAs. Several cold-upregulated sequences code for

possible RNA-binding proteins. The nucleic acid-binding capacity of one, BLT801, was experi-

mentally confirmed (Dunn et al., 1996). Interestingly, in view of the early calcium signal, BLT801

can be phosphorylated.
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Transcriptional control in eukaryotes is exerted by a promoter region of the DNA, often running

from the transcription start site to approximately 500 bases upstream, though much more distant

regions of the DNA sequence can be involved. Transcription factors control transcription of a

particular gene sequence by recognizing and binding to specific short sequences in the promoter

that are known as response elements. This positions the transcription factors to interact with the

other components of the transcription complex and thus influence local transcriptional activity.

The promoter of the A
 . thaliana
 gene rd29a
 has been analyzed in depth (Yamaguchi-Shinozaki and Shinozaki, 1984). This promoter contains response elements also found in many other cold-response promoters, and thus its study can identify regulatory elements of general importance in

controlling cold acclimation. The cold-response element usually present is also responsive to

drought and thus has been called the drought-response element (DRE; Yamaguchi-Shinozaki and

Shinozaki, 1994), the low-temperature-response element (LTRE; Hughes and Dunn, 1996), and the

C-repeat/drought-response element (CRT/DRE; Stockinger et al., 1997). This response element

contains the core base sequence CCGAC found in cold-responsive promoters from both broad-

leaved plants and cereals, indicating the likely universality of this regulatory element in higher

plants. However, variants of the DRE sequence do occur, such as CCGAA, which is functional in

barley (Dunn et al., 1998).

Other response elements may also be involved. Cold-response promoters often contain ABA

response elements (ABRE), and these may contribute to the response to cold (Hughes and Dunn,

1996; Figure 9.5). MYB-response elements are also commonly present, binding drought-induced

MYB transcription factors (Urao et al., 1993). In addition, the promoter of the cold-specific barley

gene blt101
 . 1
 contains a functional low-temperature response element with no close sequence similarity to any of the above (Brown et al., 2001). There is also evidence of negative regulatory

factors in barley cold-responsive promoters and evidence that cold may conformationally alter the

promoter sequence, possibly making it more accessible to regulatory factors (Brown et al., 2001;

Dunn et al., 1998). Finally, the structures as well as compositions of cold-responsive promoters

differ widely between different genes and between different species. Thus, the typical cold-respon-

sive promoter probably has a relatively complex structure, conferring complex response properties,

and it is possible that all these variations would contribute to species differences in adaptation.

The transcription factors that bind to the DREs have been studied in detail. They comprise a

small multigene family in which the individuals are called CBF4 (CRT-binding-factor: Stockinger

et al., 1997) or DREB4 (DRE-binding-factor: Shinwari et al., 1998). The importance of these

transcription factors for acclimation to freezing has been proved by transgenic experiments (Section

5.4.2.6). CBF/DREB transcription factors are most completely described for the model plant, A
 .


thaliana
 , but it is clear that genes coding for CBF-like proteins are of wide occurrence, including in cereals (Jaglo et al., 2001).


CBF/DREB1
 -like sequences are also expressed in tomato (Jaglo et al., 2001), which has no

ability to acclimate to freezing. Rice, which lacks tolerance of temperatures much below 15°C,

also produces CBF/DREB1-like proteins (Ito et al., 2002). Clearly, the CBF/DREB1 transcription

factors are not specific to acclimation to freezing.

All plants have some ability to respond to a fall in temperature. Interestingly, rice, which has

no freezing tolerance, possesses a dehydrin gene of a type expressed in freezing-tolerant cereals,

but rice does not express it. Thus, what distinguishes freezing-tolerant from freezing-sensitive plants

is probably not possession of the relevant functional genes but, rather, whether or not they are

expressed in response to a cold signal (Danyluke et al., 1994). However, the regulatory difference

responsible apparently does not reside in the possession or expression of CBF/DREB-like tran-

scription factor genes, as shown in tomato and rice (Ito et al., 2002; Jaglo et al., 2001). Possibly,

the difference is in undiscovered fine details of the regulatory mechanisms. However, speculatively,

the CBF/DREB1 transcription factors may elicit as much of a response to a fall in temperature as

a particular species is capable of, regardless of whether the plant is native to a tropical, temperate,

or arctic environment. If so, species with markedly different adaptation to temperature may be
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using very similar regulatory factors and pathways to achieve their different responses to a fall in

temperature.

Mutant analysis has added several important facts to this picture. The negative regulator hos1


appears to be upstream of CBF/DREB1, as CBF/DREB1 expression is enhanced in the mutant

(Lee et al., 2001). In contrast, sfr6
 is a positive regulator on a separate cold-STP that converges downstream of CBF expression, possibly interacting with CBF, as the mutant lacks expression of

several cold-response genes including rd29a
 but does not lack expression of CBF itself (Knight et al., 1999). In contrast to both these, esk1
 is on a cold-STP that appears to be entirely separate, as the mutation has no effect on expression of cold-upregulated genes except those of proline synthesis

(Xin and Browse, 1998). Thus, the complexity evident in the promoters is echoed in the whole

interacting network of STPs, commensurate with the sophistication of control needed to fine-tune

the plant’s responses to its often stressful and constantly changing field environment, in which cold

is only one factor.


5.7 CONCLUSION


There are several patterns of freezing and mechanisms of damage in plants. The most common

type of freezing is extracellular. This reduces the water content of cells, killing the cells when the

dehydration is sufficient to damage membrane structure. Plant antifreeze proteins do not appear to

have the role of preventing freezing. Instead, they may act to control recrystallization, which could

reduce structural damage to tissues or organs but would not avoid cellular dehydration.

The extent of the molecular response to cold is large, involving expression of a great diversity

of genes of both known and unknown subcellular functions. This may include expression of some

structurally similar proteins with different biochemical or physiological functions. A number of the

genes expressed, such as those coding for LEA and LEA-like proteins, are probably directly

protective. Others are involved in synthesizing protective solutes or adjusting membrane composi-

tions to make the membrane less susceptible to stress. However, only part of the molecular response

to cold relates to freezing tolerance in this direct way; other parts may address other winter stresses

or adjustment of constitutive functions.

The regulatory system is complex, involving parallel and converging signal transduction path-

ways. Influx of calcium into the cytosol and phosphorylation of proteins are early steps in signaling.

Later steps include transcriptional control of mRNA levels, where CBF/DREB1 and other transcription

factors interact with promoters. However, amounts of only some cold-specific mRNAs are controlled

in this way, as about half are controlled by mRNA turnover.

Freezing-tolerant and freezing-susceptible species appear to posses the same gene types and

common regulatory components; however, differences in gene expression are apparent. A more

detailed understanding of the molecular differences explaining their different physiology is needed.

This can be achieved by QTL analysis combined with direct comparative molecular analysis focused

on key regulators and on representative functional genes.

The existing molecular knowledge can be exploited. Overexpression of members of the

CBF/DREB small multigene family of transcription factors enables control of freezing tolerance,

but probably only in species with a natural capacity to acclimate to freezing. In species that cannot

acclimate to freezing, overexpression of functional components of acclimation may help confer

tolerance, such as proline accumulation, changes in lipid unsaturation, and accumulation of LEA

and LEA-like proteins. Individually, these components may confer some tolerance on sensitive

species, but they are inadequate alone to confer the levels of tolerance achieved by the most freezing-

tolerant species. It is possible that simultaneous expression of several such genes might confer

considerably higher levels of tolerance on nonadapted species. This remains to be shown.

Exploitation outside plants is also possible. It would be interesting to try inclusion of LEAs in

cryopreservation protocols and to extend this to test the effect of their expression in a nonplant

model organism. As with plants themselves, it is probable that a combination of factors would be
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most effectively protective. One could suggest high solute content, as at present, in combination

with expression of LEAs and adjustment in membrane lipid composition. Cold-response gene

discovery continues in plants, and these genes will offer unexpected possibilities.
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6.1 INTRODUCTION


The metabolism, development, and growth of photosynthetic organisms are influenced by environ-

mental temperature. Thus, plant and algal evolution has largely been dictated by the ability of

aerobic, photoautotrophic organisms to survive and reproduce in specific temperature zones and

environmental niches (see Chapters 3 and 5). Survival in temperate, tropical, and extreme environ-

mental conditions has important consequences for the exploitation of economically important plants

cultivated outside their evolutionary center of origin. Survival of plants and algae (see Chapter 3)

at low temperatures is influenced by their complex biochemical responses to environmental cues,

which are manifest at molecular, genetic, and physiological levels (see Chapter 5). If we are to

understand the basis of oxy-phototropic stress adaptations to “life in the frozen state,” it is important to appraise the complex relationships between low-temperature stress, primary metabolism, and

oxidative stress.

Oxidative, metabolic perturbations are encountered by all aerobic organisms, and they will

consequentially alter the redox state of cells, eventually leading to generic stress responses mediated

by reactive oxygen species (ROS). For this reason, free radical-mediated oxidative stress is an

important, but little understood, factor in chilling and subzero cryogenic injury. Photosynthetic and

photo/heterotrophic (i.e., photosynthetic organisms maintained under “artificial” in vitro
 het-

erotrophic conditions) organisms exposed to freezing are particularly at risk from free radicals.

Low temperatures can disturb primary metabolic pathways, disrupt membranes, and compromise

the efficient functioning of enzyme-driven antioxidant protection systems.

Oxygen is essential to all aerobic life (Lane, 2002), and it has a central role in primary

metabolism, electron transfer reactions, and substrate level oxidations. Aerobes are therefore con-

stantly at risk from free radical–mediated oxidative stress and, as a result, have developed complex

antioxidant systems that protect against damaging radicals and their toxic reaction products. Plants

are especially vulnerable because O is a terminal electron acceptor in plant respiration and is

2

produced by the water-splitting reactions of photosynthesis. Moreover, plant secondary metabolism

comprises many reactions in which O and ROS participate in pathogen defense. These “chemical”

2

protection systems have evolved, in part, as a result of a sedentary response to stress and life-cycle

adaptations. Oxidative cell signaling (Guan et al., 2000) may also account for the astonishing

capacity that plants have to react to the different environmental cues that trigger stress responses

and life-cycle changes (e.g., senescence, rejuvenation, flowering, and dormancy). Although ROS

have an essential role in plants, oxidative pathways can become disrupted at low temperatures.

Thus, the aim of this chapter is to provide a perspective of the chemical and biochemical basis of

cryoinjury, explore the evidence for the occurrence of oxidative stress in the frozen state, and

consider the value of this knowledge in applied, cryogenic plant research.

Knowledge derived from studies of other biological systems will also be discussed, as this

offers multidisciplinary insights into the importance of oxidative stress in cryoinjury. Past and

contemporary theories pertaining to understanding the biochemical basis of freezing stress will be

reviewed and the work of early pioneers (e.g., Heber, 1968; Levitt, 1956, 1962, 1966; Tappel, 1966)

revisited. These first advances in low-temperature biology are highly relevant today, particularly if

reevaluated in relation to molecular studies (see Chapter 5).
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SCHEME 6.1
 Formation of radicals.


6.2 PRINCIPLES OF FREE RADICAL CHEMISTRY AND BIOCHEMISTRY


Most chemical and biochemical reactions proceed either by the breaking/forming of covalent bonds

or with the involvement of ions. Little consideration was given before 1950s of a third possibility,

in which molecules with unpaired electrons might exist, and to the idea that this type of reaction

mechanism might be important in biological systems. We now know that a myriad of free radical

reactions are crucial to the survival and, indeed, death of all living things. This section will

concentrate on providing a background to free radical chemistry/biochemistry in general and for

reactions at low temperature in particular so that the later discussion of events occurring in the

frozen state may be better understood.


6.2.1 FREE RADICALS AND ROS


A radical can be defined as any species that contains one or more unpaired electrons. However,

there is considerable debate about what “free” means in relation to radicals, and it is best to consider

such radicals as those that, when generated, will participate immediately in new chemical reactions.

It is also important to note that stable radicals can also be formed by their interaction with radical

trapping agents, and these are often used in electron paramagnetic resonance (EPR) studies. Free

radical reactions involving biological molecules will be considered in more detail later. The presence

of unpaired electrons means that free radicals are highly reactive (usually indiscriminately, though

stabilities vary) and paramagnetic (a magnetic property arising from the presence of an unpaired

electron), which accounts for the importance of free radicals in chemistry and biology.

Free radicals can be formed in a number of different ways, which can be represented by the

addition of an electron to a neutral molecule, the loss of an electron from a neutral molecule, or

cleavage of a bond (two electrons) between atoms such that each species receives an electron. This

latter process is termed homolysis (Scheme 6.1).

It is generally not appreciated that oxygen gas (O ), having two unpaired electrons with the

2

same spin quantum number (parallel spins), is classed as a radical species, though not a “free

radical.” As a consequence, normal ground state diatomic oxygen is said to be in its triplet state

(3O ), and although O can act as an oxidizing agent, it tends to do so by accepting electrons only

2

2

one at a time, and this, paradoxically and fortunately, renders it much less reactive than might be
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SCHEME 6.2
 Addition of energy, electrons, and protons to oxygen.

expected for a true free radical. Different forms of oxygen species can be considered to be derived

from 3O by the addition of energy or electrons and can result in radicals or nonradicals (Scheme 6.2).

2

If energy, usually in the form of ultraviolet light, is imparted to “normal” diatomic oxygen

(3O ), it is converted into the much more reactive singlet oxygen (1O ). Addition of one electron

2

2

–

to 3O leads to a radical anion, which is usually referred to as the superoxide radical (O· ) or

2

2

superoxide (Asada, 1999). Although superoxide is indeed a radical, it is normally less reactive than

O , but in its protonated state, it may become more reactive (De Grey, 2002). Certainly, superoxide

2

does have significant involvement in plant stress, as will be seen later. When two electrons, along

with two protons, are added to O , the resulting species is hydrogen peroxide, and if four electrons

2

and four protons are added, then the final product is water. Arguably, the most important, and

indeed, the most oxidizing species, is the hydroxyl radical (·OH), which has a standard reduction

potential of +2.31 V (oxidizing), which compares with –0.33 V (reducing) for oxygen going to

superoxide—shown in Scheme 6.2 (Buettner, 1993). Biologically, the most common source of

hydroxyl radicals is the Fenton reaction. Although the precise mechanism and the role of the metals

involved is by no means delineated, it is common to consider that the hydroxyl radical is generated

from H O and some form of ferrous (Fe2+) ion, as shown in Scheme 6.3.

2

2

Hydrogen peroxide is produced in plant systems via a number of pathways, and consequently,

hydroxyl radicals may be readily generated by Fenton or related chemistry. Some enzymes such

as those involved in xanthine and P450 hydroxylation give rise to hydrogen peroxide directly, but

most are generated by the superoxide dismutase (SOD) group of enzymes (Fridovich, 1995). An

overview of the generation of the most important reactive oxygen species is given in Scheme 6.4.


6.2.2 FREE RADICAL–MEDIATED SECONDARY OXIDATIVE REACTIONS


The generation of ROS, and the hydroxyl radical in particular, is only the beginning of a series of

events that can lead to free radical–mediated secondary oxidative reactions. As discussed above, it
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2

is known that the hydroxyl radical is the most oxidizing and damaging of the ROS, and its reactions

are exemplified by interactions with DNA, lipids, and proteins. Halliwell and Gutteridge (1999)

give an excellent, extensive discussion on the reactions and the consequences of hydroxyl radicals

interacting with biomolecules, so what follows is a brief overview.


6.2.2.1 Reaction of DNA with Free Radicals


Surprisingly, DNA or RNA bases do not react in significant amounts with superoxide, nor with

hydrogen peroxide. However, hydroxyl radicals do oxidize, or hydroxylate, sugars, purines, and

pyrimidines indiscriminately, and overall, the process is usually referred to as “oxidative damage

to DNA.” The resulting products are implicated in mutagenesis, carcinogenesis, and aging, and

DNA damage mediated by free radicals will have important consequences for genetic stability

(Breen and Murphy, 1995; Dizdaroglu, 1992, 1998; Halliwell and Gutteridge, 1999). Such damage

can be repaired via base excision, but major problems arise when the system is overwhelmed by

excess hydroxyl radicals (Friedberg et al., 1995). The number of possible reactions is enormous,

but perhaps the most ubiquitous reaction occurs when ·OH reacts with guanine at the C-8 position.

This adduct can be reduced, oxidized, or ring opened, depending on the conditions (Scheme 6.5).

Such products have been used as measures of stress in mammals (Halliwell and Arouma, 1991)

and in plants (Floyd et al., 1989). There is increasing evidence in vivo
 that DNA damage contributes to the age-related development of cancer (Cadenas and Davies, 2000; Marnet, 2000).


6.2.2.2 Lipids and Lipid Peroxidation


In a complex series of reactions, hydroxyl radicals begin the process of lipid peroxidation where

any activated CH groups of polyunsaturated fatty acids are attacked to generate lipid free radicals,

2
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SCHEME 6.5
 Reaction of hydroxyl radical with guanine.
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 Structures of malondialdehyde and 4-HNE.

which react with oxygen to form lipid hydroperoxides. Under biological conditions, these peroxides

are reduced to the corresponding hydroxy acids, the most common of which are hydroxyoctadec-

adienoic acids, which are often used as markers of lipid peroxidation. In some diseases the amount

of hydroxyoctadecadienoic acids present in low-density lipoproteins is up to 100 times higher than

in healthy individuals (Spiteller, 1998). Another fate of lipid hydroperoxides is decomposition and

rearrangement into secondary reaction products. Some compounds, such as ethane and ethylene,

are relatively innocuous, whereas others like malondialdehyde and 4-hydroxy-2-nonenal (Scheme

6.6) are considered to be highly toxic and mutagenic (Esterbauer et al., 1988, 1991).

Malondialdehyde (MDA) can react with DNA bases, particularly guanine, to give mutagenic

lesions, but the evidence of MDA mutagenicity in vivo
 is by no means convincing (Benamira et

al., 1995), and polymeric forms of MDA may actually account for the observed effects (Riggins

and Marnet, 2001). Hydroxynonenal (HNE) has been shown to inhibit cell growth and is genotoxic

and chemotactic (Muller et al., 1996). Esterbauer et al. (1988, 1991) have speculated that HNE

was the major toxic component that caused the “Spanish cooking oil syndrome.”


6.2.2.3 Proteins and Free Radicals


Although direct interaction of hydroxyl radicals with proteins is possible, it is the secondary

products of lipid peroxidation that really cause problems. MDA, having two aldehyde functions

present, can readily react with proteins containing lysine residues, and cross links are formed

between protein chains (Scheme 6.7)

4-HNE, being an unsaturated hydroxyaldehyde, can undergo an array of reactions to form

adducts with DNA, proteins, phospholipids, and amines (giving Schiff’s bases) and also participates

in Michael reactions with GSH (glutathione; Scheme 6.8)
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SCHEME 6.7
 Formation of two Schiff’s base bonds between proteins and malondialdehyde.
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 Potential reactions of 4-HNE.

For example, Esterbauer et al. (1991) reported that 4-HNE reacts with sulfhydryl groups of

proteins, cysteine, and glutathione to yield stable thioether derivatives, and Uchida and Stadtman

(1992) showed that in studies on insulin, which does not contain any sulfhydryl groups, histidine

is the only amino acid that is modified on exposure to HNE. Polyclonal antibodies have been used

to further characterize the location and type of reaction of HNE with proteins (Hartley et al., 1997).

All of these potential reactions will cause alterations to the structure and function of proteins and

enzymes, and this will have a profound effect on cell metabolism and stability.


6.2.3 FREE RADICAL CHEMISTRY AT LOW AND ULTRA-LOW TEMPERATURES


The reactions described above are those commonly found to occur in mammals at around 37°C

and in plants between 5° and 30°C. However, it is now timely to consider the effects of low

temperatures and cryogenic temperatures on fundamental free radical chemistry. This is because

free radicals may have very important implications for “life in the cryogenic frozen state.” Cryo-

preservation is increasingly being applied for the long-term maintenance of living cells, tissues,

and organs, and there has been a recent progression toward using different modes of cryogenic

storage. For example, storage in vapor as compared to the liquid phase of liquid nitrogen and

storage in the vitrified as opposed to the crystalline (frozen) state. The latter comprises a system

in which there remains a proportion of unfrozen water associated with either or both the cells/tissues

and the extracellular and cryoprotectant medium. It may, therefore, be important to consider the

comparative stability of the oxidative chemistry of cells held under such different cryogenic

conditions and to pose the following questions:

1. Will all chemical reactions, including radical reactions, cease at low temperatures, or

will free radical–mediated stress manifest itself even at –196°C?

2. Will free radical chemistry (as opposed to active, metabolically driven reactions) have

significant consequences over longer-term periods of cryogenic (vitrified and frozen)

storage?

3. Will free radical chemistry (as opposed to active, metabolically driven reactions) be

influenced by the phase (vapor or liquid) of liquid nitrogen cryogenic storage?

4. Will water phase and moisture content status of the cryogenically stored cells influence

the chemistry of free radical reactions and hence the long-term stability of preserved

material?

Surprisingly, very little work has been carried out on nonbiological free radical reactions at

low temperatures, probably because there is little desire for synthetic chemists to study reactions

at such low temperatures, as they are most interested in reactivity at ambient temperature. Inter-

estingly, superoxide radicals trapped using the spin-trap reagent 5-diethoxyphosphoryl-5-methyl-

1-pyrroline N-oxide can be successfully recorded using EPR at –196°C (77K), and the signal
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intensity remains unaltered for up to 7 d, thus indicating that if the radicals are generated at this

temperature, they may exist for a considerable amount of time (Dambrova et al., 2000). Studies of

low temperatures on free radical generation in model nonbiological systems can offer valuable

insights and help in the study of free radical damage in the context of cryobiology. Thus, Symons

(1982) explored the generation of free radicals in irradiated liquid and frozen water using EPR

spectroscopy. Such analytical approaches are very useful in the study of free radical processes at

ultra-low temperatures, as unstable primary radical products can be “trapped” within the crystalline

lattice and accumulated at concentrations that are detectable. In the case of Symons’s (1982) studies,

H· and ·OH were the only radical species considered to be of significance in irradiated low-

temperature solids. Secondary processes also involved the reaction of H· and ·OH to form H O ,

2

2

but this reaction did not occur at –269°C (4K). Only ·OH radicals were detected in frozen water

irradiated at –196°C (77K). In aqueous organic systems, a phase separation can be seen in which

·OH radicals accumulate in the ice phase and organic radicals accumulate in the organic phase

(Symons, 1982). The formation of glasses (vitrification) at low temperatures is a survival strategy

in plants, and achieving the glassy state is a crucial cryoprotective strategy. It may, therefore, also

be important to consider the chemical stability of vitrified cells, especially in relation to the

formation of ·OH radicals (see also Chapter 20).


6.3 METABOLISM, REDOX COUPLING, CELLULAR INTEGRITY:



EFFECT OF LOW TEMPERATURES


Exposure of plants to low-temperature stress can comprise several sequential stress-inducing com-

ponents: chilling, freezing (or vitrification), thawing, and recovery. The ability to survive different

phases of low-temperature treatments and their associated stresses (desiccation, dehydration)

depend on tolerance, sensitivity, and natural life-cycle adaptations. Many temperate plants are able

to acclimate (see Chapters 5 and 10) after exposure to low positive temperatures, enabling the plant

to survive further low-temperature episodes. The ability to cold acclimate and enter dormancy

cycles forms an important survival strategy in temperate plants, allowing overwintering. The natural

ability to acclimate to low-temperature stress has also been used as a cryoprotective strategy in the

cryogenic storage of plant germplasm. However, exposure of nonacclimating species to chilling

can also potentially effect the ability of cold-sensitive species to succumb to subsequent and more

extreme episodes of chilling and freezing. The process of cold acclimation involves several cell-

signaling pathways, but the mechanistic and molecular bases of these pathways are complex

(Thomashow, 1999; Xin and Browse, 2000). Identifying freeze-specific genes from genes involved

in other cold/dehydration stress responses is difficult (see Chapter 5), and assigning an oxidative

stress component to freeze tolerance is, to date, still open for debate. Importantly, increased levels

of antioxidants have been associated with freezing tolerance (Xin and Browse, 2000).

Ouellet (2002) reviews the induction of cold-tolerance gene expression in acclimated plants

and cautions that as freezing stress has a symptomology common to drought and osmotic and

salinity stress, it is difficult to ascertain the molecular signaling basis of freezing-specific stress.

Mechanisms by which plant cells actually perceive low temperatures are not well understood, and

Ouellet (2002) presents a signal detection and transduction pathway based on the interaction of a

putative cold receptor coupled with light (chloroplast-based) perception, with the intracellular signal

being mediated by Ca2+ and protein phosphorylation. Importantly, metabolic shifts are highlighted

as being of importance in the induction of freezing tolerance, although free radical signaling

processes per se
 have not been considered a major component of freeze-tolerance acquisition.

However, Pearce (Chapter 5) discusses the importance of antioxidant gene expression and molecular

signaling in cold acclimation and freezing. Thus, oxidative stress can certainly increase in plants

challenged by cold treatments (and possibly freezing), and this has been evidenced by transgenic

plant experiments. To complement the molecular study of Pearce (Chapter 5), this chapter will



TF1231_C06.fm Page 213 Tuesday, April 6, 2004 11:17 PM

Oxidative Stress in the Frozen Plant: A Free Radical Point of View


213


explore the potential effects of chilling and freezing in low-temperature metabolic pathology and

under oxidative stress.

Loss of physical compartmentalization and metabolic uncoupling has a catastrophic effect on

both primary metabolism and antioxidant defenses. When this loss occurs, as can be the case during

freezing (Singh and Miller, 1984), metabolic disruption will undoubtedly lead to the production of

toxic free radicals and their reaction products. Maintenance of metabolic control (e.g., by rate-

controlling enzymes in primary pathways), redox coupling, and cellular integrity (membrane sta-

bility) are the first lines of defense against oxidative stress, together with the stringent scavenging

of free radicals formed at metabolic sites involving O and electron transfer systems.

2

Pioneering researchers (see Tappell, 1966, for a review) demonstrated that mitochondrial

enzymes and ATP synthesis become uncoupled by freeze–thaw cycles. A number of enzymes (e.g.,

pyruvate phosphate dikinase, phosphoenol pyruvate carboxylase, ribulose bisphosphate carboxy-

lase/oxygenase, phosphofructokinase, fructose-1,6,-bisphosphate, glyceraldehyde-3-phosphate

dehydrogenase, pyruvate kinase, and NADP reductase) that are key to the regulation of primary

metabolic pathways have been found to be chilling/freezing labile in cold-sensitive plants. Similarly,

the functionality of antioxidant enzymes (i.e., catalase, glutathione reductase, and ascrobate per-

oxidase) is compromised at freezing and chilling temperatures (Guy, 1990).

Cold stress, can therefore, disrupt metabolism and disturb redox balance, and as a result, the

potential exists for the formation of free radicals, which then attack key macromolecules such as

polyunsaturated fatty acids (see Section 6.2). Secondary oxidative damage is promoted by lipid

peroxidation, which interferes with membrane-based cell signaling. Under extreme stress, mem-

brane destruction ensues with the complete and irreversible loss of cellular integrity. Plants therefore

require highly complex biochemical and metabolic control mechanisms, which modulate the oxi-

dative pathways of primary metabolism (photosynthesis and respiration). Metabolic control must

also be fully integrated with antioxidant protection processes, most of which comprise enzymatic

components. It thus follows that as low temperatures can severely compromise enzyme kinetics,

plants exposed to chilling and freezing injury must have the capacity to both regulate and protect

their oxidative processes in the photosynthetic and respiratory pathways.


6.3.1 REACTIVE OXYGEN SPECIES: PHOTOINHIBITION, PHOTOPROTECTION, AND



PHOTOOXIDATION


Photosynthesis is the primary metabolic pathway in plants and comprises the “light” and the “dark”

reactions. The former involves the capture of light energy by photosynthetic pigments and the

transfer of this energy through an electron transport chain that generates reducing power (NADPH)

and energy (ATP). These are used in the “dark reactions” of the Calvin cycle to “fix CO .” The

2

light reactions are highly susceptible to oxidative stress because of the generation of O from the

2

“splitting of water” (formed at photosystem II [PSII]) and the propensity to form excited electronic

states in reaction centers situated in close proximity to electron transport chains. Photosystem I

(PSI) and PSII are vulnerable to chilling stress, as these components of the photosynthetic unit

contain the reaction center chlorophylls linked to light-harvesting antennae. Low-temperature stress

can potentially exacerbate the production of free radicals and deleterious excited electronic states in

the light reactions of photosynthesis. Moreover, as episodes of chilling may precede exposure to subzero

freezing temperatures, it is particularly important to consider the combined effects of both chilling and freezing on the maintenance of photosynthetic integrity. Photoprotection mechanisms in oxygenic

organisms form a complex set of integrated processes (see Niyogi, 1999, for a review):

1. Adjustment of the chorophyll antenna

2. Photoprotection by carotene and xanthophylls pigments

3. Thermal dissipation
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4. Modulation of CO fixation

2

5. Photorespiration

6. Repair and synthesis of pigment–protein complexes

7. Oxidative cycling of pigments

8. Antioxidant systems

9. PSI cyclic electron transfer

10. Water–water cycling

11. Quenching of excited reaction center complexes by carotenoids

Photoinhibition in this broad context can be considered to occur when primary photosynthetic

metabolism is compromised by the uncoupling of the dark and light reactions, leading to the

propagation of photooxidative pathways and free radicals (e.g., Lea and Leegood, 1999). Osmond

et al. (1999) offer a more explicit definition of photoinhibition and photoprotection based on PSII

photochemistry and chlorophyll fluorescence criteria that differentiate them invivo
 . Photoprotection involves a light-dependent, rapid, and reversible decline in the efficiency of primary photochemistry

associated with the antenna complexes of PSII. The fluorescence characteristics of the process

indicate that excitation energy is dispersed in a thermal process rather than via transfer to a PSII

reaction center in which energy is dissipated via photochemistry. Photoinactivation, as defined by

Osmond et al. (1999), is defined as a fluorescence-specific, light-dependent reversible decline in

the primary PSII photochemistry, which results in a reduction in the number of functional reaction

centers. Photoprotection is thought to reduce photoinactivation. The replacement of nonfunctional

PSII reaction centers involves the complex regulation of chloroplast protein synthesis and repair,

with the D1 protein being the most sensitive in the P680 reaction centre. This protein is responsible

for binding the redox components in photosynthetic charge separation and plastoquinone reduction,

and is stabilizes the water-spilling complex (Kyle et al., 1984, as discussed by Osmond et al., 1999).

It has been termed the “suicide polypeptide” because of its rapid turnover in photosynthetic

destruction–repair cycles.

PSII centers that have lost their functionality may have a photoprotective role, as they can still

dissipate excitation energy as heat and preferentially protect functional PSII complexes. In terms

of low-temperature stress, it is thought that this defensive mechanism is of considerable importance,

as protective enzymatic reactions will be impaired by low-temperature rate-limiting factors

(Öttander et al., 1993, as discussed by Osmond et al., 1999). There is evidence for photoinhibition

occurring in cold-challenged plants, manifest as a light-dependent decrease in the quantum yield

of PSII photochemistry (Hurry et al., 1992). Osmond et al. (1999) report the unpublished findings

of J.J.G. Egerton, who examined seasonal changes in the chlorophyll fluorescence of Eucalyptus



pauciflora
 located in mountainous subalpine woodlands of southeast Australia. Unhardened plants

experienced severe frosts in autumn and had fluorescence profiles typical of temporary photoinac-

tivation. Cold-hardening of plants can reduce susceptibility to low-temperature-induced photoinhi-

bition, as observed for rye by Öquist and Huner (1993). Hurry et al. (1992) examined the effects

of long-term photoinhibition on the growth and photosynthesis of cold-hardened spring and winter

wheat and concluded that in the case of cold-tolerant plants, photoinhibition PSII provides a

mechanism for stable downregulation of photochemistry. This matches the overall demand for ATP

and reducing power in the dark reactions.

The water–water cycle in chloroplasts has been proposed by Asada (1999) as a means of

scavenging active O species and dissipating excess photons. PSI has a primary function in the

2

photoreduction of NADP+ in the cyclic and noncyclic flow of electrons in the photosystem electron

transport chain. In the case of PSI, Asada (1999) proposes that two molecules of O are reduced

2

–

by electrons from PSII to produce superoxide anion radicals (O· ). These are then removed at PSI

2

by superoxide dismutases (Cu/Zn primarily) and the H O so produced is reduced to water by

2

2

ascorbate via the catalysis of ascorbate peroxidase. Oxidized ascorbate molecules (monohydroascor-

bate radicals and dehydroascorbate) are then reduced to ascorbate using two electrons from PSII.
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Concomitantly, one molecule of O is reduced to two molecules of water in PSI (using four electrons

2

derived from two molecules of H O in PSII). Thus, photoreduction of O in PSI can generate

2

2

2

–

–

O· as a major product, and in the intact chloroplast O· and H O are rapidly scavenged by a

2

2

2

2

complex array of antioxidants including CuZn superoxide dismutase and the ascorbate-monodehy-

droascorbate-glutathione recycling enzymes. These are located at the site of O generation, and

2

they prevent inactivation of the PSI. Thus, the whole process is dependent on the maintenance of

chloroplast structural integrity and redox state and the control of the production of ROS through

stringent metabolic coupling and antioxidant protection. The reaction rates for photoreducing-

reduced species of O to water is several orders of magnitude higher than that of O , which ensures

2

2

–

that the water–water cycle (Asada, 1999) rapidly scavenges O· and H O before they have the

2

2

2

chance to interact with and damage other molecules. Avoidance of stress scenarios that lead to the

production of ·OH is particularly important (see Section 6.2), as disturbance of the water–water

cycle can lead to the formation of ·OH from H O via transition metal cation-mediated Fenton

2

2

chemistry (see Scheme 6.3). Thus, the overall function of the water–water cycle is to operate in

concert with other enzyme-based antioxidant systems to protect plants from photoinhibition and

to dissipate excess photon energy. Light energy can become harmful if the CO assimilation

2

mechanisms are compromised by environmental challenges associated with stress-inducing fluctu-

ations in temperature, water status, and light.

Fryer et al. (1998) reported that leaves of maize (a C4 plant, see Section 6.3.2.1) enhanced

their water–water cycle activity in response to chilling. Similarly, the enzymes of the water–water

cycle in Zea
 spp. are inactivated by chilling (Jahnke et al, 1991), and it is possible that low-temperature-induced photoinhibition of PSI can occur if antioxidant enzymes (e.g., SOD and

ascorbate peroxidase) are inhibited (Tijus et al., 1998). Conversely, chilling-tolerant genotypes of

maize contained higher activities of enzymes associated with the water–water cycle than a cold-

intolerant genotype (Pinhero et al., 1997), and during cold acclimation, scavenging enzymes are

induced (Fryer et al., 1998; O’Kane et al., 1996). In combination, these studies provide strong

evidence for the involvement of antioxidants, ROS, and the water–water cycle of PSI in plant cold-

stress tolerance and sensitivity. Thus, low temperatures can exacerbate photoinhibition, as rates of

electron transport processes will be compromised by the low-temperature reduction of Rubisco and

Calvin cycle enzyme activities (see Section 6.3.2.2). Moreover, it could be postulated that risks of

photoinhibition may be greater if freezing stress exacerbated by colligative dehydration injuries

compromises rate-limiting enzyme repair mechanisms.


6.3.2 ADAPTIVE MODULATION OF CARBON FIXATION PATHWAYS:



IMPLICATIONS FOR LOW-TEMPERATURE RESEARCH?


Plants have developed a wide range of protective mechanisms that enable them to modulate (in

tandem) the light and dark processes involved in photosynthesis. This supports survival in temperate,

tropical, extreme, and fluctuating environments. Temperature, light, CO and O , and water status

2

2

are the main factors that signal adaptive changes, and these can be defined by specific carbon

fixation processes.


6.3.2.1 C3 Metabolism and Photorespiration


Different modes of photosynthesis are defined as to whether the first stable product of carbon

fixation is a C3 or a C4 carbon unit. The C3 pathway involves the Calvin cycle (see Uno et al.,

2001, for a textbook account) in which atmospheric CO is converted to sugars using the reducing

2

power (NAPH) and energy (ATP) generated by the light reactions of photosynthesis. The enzyme

responsible for the initial fixation of atmospheric CO is ribulose-1,5-bisphosphate carboxylase/oxy-

2

genase (Rubisco), which “adds” CO to the five-carbon sugar, ribulose-1,5-bisphosphate. The first stable

2

products of the catalysis are two molecules of 3-phosphoglycerate, and this mode of photosynthesis
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is called C3 metabolism. If CO levels are limited, Rubisco preferentially acts as an oxygenase (a

2

process termed photorespiration) as opposed to a carboxylase. In photorespiration, a molecule of

3-phosphoglycerate and a 2-C molecule, phosphoglycolate, are the first stable products that are

formed. There is no net carbon input into the Calvin cycle during the process of photorespiration,

and this pathway is thought, by some, to be wasteful (Uno et al., 2001), as it results in a reduced

fixation of CO . Note that the concentration at which plants show no net carbon fixation is termed

2

the CO compensation point and can be influenced by photorespiration and be considered a relict

2

adaptation to ancient levels of atmospheric O and CO , different to those that exist today (see

2

2

Lane, 2002; Uno et al., 2001). However, the fact that photorespiration occurs in “contemporary”

C3 plants exposed to high light intensities and elevated temperatures is important. C3 plants can,

from time to time, be exposed to conditions that promote desiccation stress and, hence, reduce the

levels of CO resulting from stomatal closure. Importantly, photorespiration can still operate at the

2

compensation point by recycling CO , and it is thought to have a major part in the amelioration of

2

damage caused by the oxidative effects of “excess light energy” absorbed by the light reactions of

photosynthesis (Lea and Leegood, 1999; Niyogi, 1999). Thus, photorespiration is thought to indirectly

dissipate light excitation energy that cannot be used efficiently through compromised Calvin cycle

enzymes and the carboxylase functionality of Rubisco. When leaves are exposed to bright illumination

at low CO levels, the reduction of oxygen by uncoupled electron transfer processes may occur, leading

2

to the generation of potentially toxic free radical species (see Section 6.3.1). These radicals attack the photosynthetic membranes and cause the destruction of the pigment–protein complexes (Section 6.3.1).

Photorespiration removes O under conditions when the intercellular CO concentration is low and

2

2

there exists the possibility of O photoreduction. Physiologically, this can occur when stomata close

2

as a response to water stress and desiccation (Lea and Leegood, 1999).


6.3.2.2 C4 and Crassulacean Acid Metabolism Plants


Although C3 plants are able to cope with the problems associated with metabolic uncoupling and

photoinhibition through the photorespiratory pathway and the adaptive alteration of the light

reactions (Niyogi, 1999), this is not the case for those species that live in environments that are

continually compromised by limiting combinations of high temperatures and levels of irradiance

and reduced water and CO availabilities. Under these conditions, photorespiration would severely

2

compromise the carbon assimilation capacity. So, typically, plants that inhabit desert, tropical,

aquatic, and epiphytic microenvironments have evolved different modes of photosynthesis that are

not constrained by photorespiration. These adaptations involve C4 photosynthesis (Ku et al., 1996)

and Crassulacean acid metabolism (CAM; Cushman and Bohnert, 1997) using carbon fixation

pathways that initially capture CO in the form of a stable C4 organic acid. C4 and CAM plants

2

have specially adapted anatomies, physiologies, and biochemical pathways. CAM plants are usually

found in desert regions, and they are able to fix CO in the night by the temporal, nocturnal regulation

2

of stomatal apertures and the “switching on” in the dark of a CO concentrating mechanism or

2

“pump.” This “fixes CO ” using the enzyme phosphoenolpyruvate carboxylase (PEPC) and the

2

substrate phosphoenolpyruvate-producing oxaloacetate, a C4 carbon fixation product, which is then

converted to malate. During the day, the stomata close but the “chemically trapped” CO is released

2

from malate and refixed by Rubisco. The light reactions generate ATP and NADPH during the day,

and the Calvin cycle becomes operational. In the case of C4 plants, photosynthesis involves two

different cell types: the mesophyll and bundle sheath cells (termed Kranz Leaf Anatomy). Initially,

CO is fixed by the PEPC pump and converted to oxaloacetate, which is rapidly reduced to malate

2

in the mesophyll cell chloroplasts. C4 compounds are then transferred to the bundle sheath cells,

where they are decarboxylated to release CO that is refixed by Rubisco. The bundle sheath cells

2

are “airtight” and allow the CO to concentrate to a level that ensures the operation of the carboxylase

2

functionality of Rubisco.
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6.3.3 MODULATION OF ROS IN RESPIRATION


Mitochondria are especially vulnerable to the production of reactive oxygen species, as O is the

2

terminal electron acceptor in aerobes and the production of O·– , and H O is therefore unavoidable.

2

2

2

For some time (e.g., see Araki, 1977) deleterious structural changes to mitochondria have been

considered a key factor in cryoinjury. Tsvetkov et al. (1985b) performed in vitro
 studies on isolated freeze-dried and frozen/thawed rat mitochondria and demonstrated an inhibition in ATPase activity,

which could be partially prevented by the application of trehalose. In a similar study, Tsvetkov et

al. (1985a) used K Fe(CN) , an artificial electron acceptor impermeable to the mitochondrial

3

6

membrane, to study the relationships between succinate dehydrogenase, mitochondrial membrane

integrity, and freezing stress. The data indicate a nonspecific perturbation in membrane integrity

of intact mitochondria exposed to freezing/thawing. The extent of the injury was dependent on the

rates of freezing and thawing. A direct link between freezing injury and the perturbation of

mitochondrial electron transport chain activity (as loss of cytochrome c) has been substantiated in

isolated rat mitochondria by Petrenko and Subbota (1986). However, the modulation and protection

of plant respiratory function at low temperatures are likely to be different.

Unlike animal mitochondria, plants possess a bifurcated respiratory electron–transfer chain

(Maxwell et al., 1999) that diverges from the main respiratory route at ubiquinone. Electron transfer

through the alternative oxidase (AOX) pathway bypasses two out of the three sites of the cytochrome

chain at which electron transport is coupled to ATP synthesis. The AOX is a single enzyme, located

on the inner mitochondrial membrane; it is induced when the cytochrome c component of the

pathway is impaired. It has been proposed that one of the functions of AOX pathway is to limit

mitochondrial ROS formation when imbalances occur between upstream respiratory carbon metab-

olism and downstream electron transport (Vanlerberghe and McIntosh, 1997). Møller (2001) pro-

poses that the AOX maintains the electron transport chain in a relatively oxidized state. In addition,

the NADPH produced by NADP-isocitrate dehydrogenase and nonproton pumping transhydroge-

nase activities maintains plant mitochondrial antioxidants in the reduced state. The AOX has also

been implicated in low-temperature plant adaptations. For example, temperatures fluctuate dramat-

ically in arctic regions, especially during the growing season. Arctic plants frequently have high

respiratory rates as compared with temperate plants. It has been suggested that the AOX pathway

is used to generate heat in some Arctic plant species (Billings and Mooney, 1968; Breeze and

Elston, 1978; McNulty and Cummins, 1987). Furthermore, the maintenance of efficient respiratory

metabolic coupling will be critical to survival at arctic temperatures. Studies undertaken (McNulty

and Cummins, 1987) on the arctic perennial herb, Saxifraga cernua
 , showed high levels of dark

respiration attributed to AOX at lower temperatures, and it was also concluded that the alternative

pathway was not as low-temperature sensitive as the normal cytochrome pathway. In vitro
 studies

performed by Yoshida and Tagawa (1979) compared mitochondrial function in chilling-sensitive

and chilling-resistant calli of Cornus stolonifera
 and Sambucus sieboldiana
 , respectively. Diversion of electron flow to the AOX pathway was an immediate response in C
 . stolonifera
 , but this was not observed in the stress-tolerant plant system. It was concluded that alterations in the regulation of

respiratory electron transport chains comprise one of the most immediate responses to low-temperature

exposure. This was further substantiated in a similar study (Yoshida and Niki, 1979) that concomitantly

profiled changes in cell permeability and respiratory activity in C
 . stolonifera
 callus. Limited or no change in membrane permeability was observed in the first 24 h following chilling treatment. In contrast, a depression in respiratory activity was detected 12 h after chilling, and the researchers proposed that

lesions to cell membranes might not be the primary injurious event in chilling injury.

The aforementioned studies provide interesting points for future speculation as to the causal

factors in cryoinjury. It is well known that membrane damage (Levitt, 1980; Meryman and Williams,

1985; Steponkus, 1985) is the principal causal factor in low-temperature injury. However, it is also

plausible that low-temperature impairment of primary oxidative metabolic pathways (respiration
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and photosynthesis) will also initiate a cascade of damaging oxidative reactions that eventually

lead to the production of toxic free radicals and, hence, membrane damage.


6.3.4 DISTURBED PRIMARY METABOLISM: A KEY CAUSAL FACTOR IN PLANT



LOW-TEMPERATURE INJURY?


As is the case with other organisms, membrane damage is a primary cause of low and ultra-low

temperature injury in plants (Levitt, 1980; Meryman and Williams, 1985; Singh and Miller, 1984;

Steponkus, 1985; Fleck et al., 1997). However, low-temperature-induced perturbation of primary

metabolic pathways and their temperature-sensitive enzymatic components may also be a major

component of plant freezing stress. This may be particularly the case if chilling occurs before an

episode of freezing in nonacclimated plants. The early research findings of Tappel (1966), Levitt

(1956), and Heber (1968) provide compelling evidence for this, especially in the light of more

recent insights into metabolic and enzyme regulation (see Asada, 1999; Maxwell et al., 1999;

Møller, 2001). It is first important to consider the relationship between membrane damage and the

uncoupling of primary metabolism in vivo
 . Even small environmental changes, such as a modest decrease in temperature, can provide a “metabolic cue” for plants to alter the flow of electrons in

their primary electron transport systems (Asada, 1999; Maxwell et al., 1999; Møller, 2001), thereby

altering the capacity for forming ROS and free radical species. Studies have correlated cold

acclimation with ATP accumulation (Sobczyk and Kacperska-Palacx, 1978; Sobczyk and Marsza-

lek, 1985) and cold sensitivity with a decrease in ATP levels and an inhibition of Ca2+-dependent

ATPase (Stewart and Guin, 1969). Indeed, Sobczyk and Marszalek (1985) postulated that cold-

resistant cells that have been cold acclimated may acquire new characteristics at their phosphory-

lation sites that are protected against inactivation by freezing.

To gain a greater understanding of the role and interrelationship of different “types” of cryoin-

jury (e.g., physical, biochemical, molecular) in plants is not straightforward, and to do so it will

be necessary to unravel the association between cause and effect. The following points may be

useful to achieve this end:

1. Metabolic coupling has a direct role in the control of ROS scavenging in chloroplasts

and mitochondria, and this is critically dependent on the maintenance of cell, organelle,

and membrane integrity.

2. Plants have evolved highly complex regulatory processes (e.g., water–water cycling,

photorespiration, C4 and CAM and AOX pathways) for the protection of their photo-

synthetic and respiratory electron transport systems during stress episodes. These pro-

cesses are dependent on the cellular compartmentalization of specific components of the

metabolic pathways. Such adaptations must be considered in the context of different

environmental systems (e.g., tropical, polar, temperate).

3. The processes comprising the second point function in part to limit the production of

ROS and free radicals.

4. Regulatory components of the second and third points are intimately integrated with

enzyme antioxidant systems located in the mitochondria and chloroplasts. These sys-

tems provide a “dual protection system” in which electron transfers involving ROS

production are “backed up” by antioxidant protection systems located at the site of

ROS production.

5. Leakage of ROS and free radicals from the chloroplast and mitochondrial electron

transport systems can potentially exacerbate other freeze-induced membrane injuries

(e.g., those caused by physical factors such as ice formation) by attacking electron rich

domains of membranes, which contain polyunsaturated fatty acids.

6. Primary metabolism will be impaired at low temperature, and this will result in the loss

of reducing equivalents and will compromise the stability of the ATP/ADP pool.
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7. Free radical–mediated lipid peroxidation arising from the first and fourth points will

compromise antioxidant protection with the further exacerbation of freeze-induced mem-

brane damage through secondary oxidative stress (lipid peroxidation).

8. Events in the fifth and seventh points will impair cell signaling processes, and this will

have consequences for the molecular processes involved in cold acclimation and essential

repair processes.

Understanding the effects of freezing on primary plant metabolism is also complicated by the

fact that evidence (Vanlerberghe and McIntosh, 1997) indicates that protection from ROS in stressed

photosynthetic and respiratory pathways requires integrated control. Therefore, protection mecha-

nisms are most likely to be operational and coordinated across both primary (photosynthetic and

respiratory) metabolic routes. For example, photorespiration may have a part in moderating reducing

power in the light via the action of ribulose bisphosphate oxygenase, which indirectly modulates

energy, reducing power, and attenuates carbon imbalances that arise between the dark and light

reactions of photosynthesis. Interestingly, AOX also functions in CAM and C4 plants (Agostino et

al., 1996; Rustin and Queiroz-Claret, 1985), and it may have an indirect role in preventing the

formation of ROS in photosynthesis. This is highly likely, as CO assimilation will influence the

2

supply of carbon skeletons, reducing equivalents and ATP for respiration. For example, acclimation

of Arabidopsis
 leaves that were developing at low temperatures enhanced activities of Calvin cycle enzymes as well as those in the sucrose biosynthetic pathway (Strand et al., 1999). The same study

also demonstrated that leaves developing at 5°C had an increased cytoplasmic volume and a

decreased vacuolar volume, indicating that this may be an important mechanism to increase key

primary metabolic enzyme levels in cold-acclimated leaves. In terms of the C4 and CAM photo-

synthetic pathways, the effects of low temperatures are limited, as the species that have these

adaptations generally occur in tropical and arid regions.

Understanding C4/CAM adaptations to low temperatures does have agronomic significance, as

exposure of key C4 crops such as maize and sorghum to reduced temperatures in the early growing

season in temperate climates can cause a reduction in photosynthetic performance. Fryer et al.

(1998) examined the effects of chilling on maize carbon metabolism, electron transport, and free

radical scavengers. Antioxidant enzymes activities were raised during chilling, indicating the pro-

duction of activated oxygen species; however, the functionality of the C4 pathway was unclear

because of analytical constraints. Maize plants exposed to 14°, 18°, and 20°C (Kingston-Smith et

al., 1999) were evaluated for their Rubisco and PEPC activities in relation to antioxidant and H O

2

2

content. Plants grown at the lowest temperature had less chlorophyll and had reduced Rubisco and

PEPC activities. The glutathione pool was similar across the different temperatures, and foliar H O

2

2

and ascorbate content were increased at the lowest temperature (14°C). Plants grown at this

temperature had increased rates of CO fixation and decreased quantum efficiencies for PSII in the

2

light, but photoinhibition was not in evidence. Growth at the suboptimal temperature of 14°C

decreased the abundance of the D1 repair protein.

Understanding the basis of low-temperature stress/freezing responses in tropical species is

becoming more and more important in terms of enhancing the potential of growing tropical crops

in temperate regions. Perhaps more important, however, is the application of cryogenic storage to

tropical and aquatic plant and algal germplasm (see Chapter 9). Thus, the broadest consideration

of cold effects on C3, C4 and CAM metabolism in tropical plant germplasm exposed to cryogenic

treatments may, in the future, become more important. This is because fundamental research is imper-

ative for the development of cryoconservation methods for recalcitrant tropical plant germplasm.


6.4 ANTIOXIDANT PROTECTION AT LOW TEMPERATURES


Antioxidants are required to prevent the “leakage” of damaging ROS, and in higher plants and

most algae they comprise SODs, catalase and “guaiacol”-peroxidases, α-tocopherol (vitamin E),
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SCHEME 6.9
 Conversion of superoxide to hydrogen peroxide and oxygen.

ascorbate peroxidase, mono or dehydroascorbate reductases, glutathoine peroxidase, and glu-

tathione reductase (Elstner and Osswald, 1994). Our understanding of plant antioxidant protection

has increased considerably during the last decade, largely because of the application of transgenic

technologies (see Chapter 5). As chilling, freezing, and desiccation stress seriously impair crop

plant productivity, genetic manipulation techniques have been used to alter the expression of

antioxidant enzyme genes in the context of low-temperature-induced oxidative stress.


6.4.1 SUPEROXIDE DISMUTASE


SOD converts superoxide radical anion into hydrogen peroxide and oxygen (Scheme 6.9). Three

types of SODs are classified depending on their metal cofactor and subcellular location (Van Camp

et al., 1997): manganese (MnSOD), present in mitochondria; iron (FeSOD), present in chloroplasts;

and copper-zinc (Cu/ZnSOD), present in chloroplasts and the cytosol. SOD activities have also

been associated with peroxisomes.

Considerable emphasis has been placed on the application of transgenic techniques to enhance

SOD activities in crop plants exposed to chilling and freezing temperatures. Tobacco plants have

been genetically manipulated to constitutively overproduce SOD, and the performance of the plants

indicates that this antioxidant is a potentially rate-limiting factor in the prevention of oxidative

damage in stressed plants (Van Camp et al., 1997). SOD enhances tolerance to freezing stress in

transgenic alfalfa plants, which are overexpressing SOD genes (McKersie et al., 1993, 1996). A

subsequent field trial investigation (McKersie et al., 1999) explored the possibility that enhanced

tolerance to oxidative stress increased winter survival in alfalfa. The crop plant was transformed

with Mn-SOD (in both chloroplast and mitochondrial genomes), and activities of the enzyme were

elevated in the majority of the primary transgenic plants. Interestingly, McKersie at al. (1999) noted

that the cytosolic and plastid forms of Cu/Zn-SOD had lower activities in the chloroplast SOD

transgenic plants as compared to the nontransformed controls. Field trials of these plants showed

that survival and yield was greater in most of the transgenic plants as compared to controls, but

the researchers cautioned that glasshouse screening of these plants was not an effective indicator

of tolerance. Freezing injury in leaf blades was monitored on the basis of electrolyte leakage (as

an indicator of membrane damage), and the tolerant genotypes were found to be only 1°C more

freezing resistant. McKersie et al. (1999) concluded that as there was only a limited level of

enhanced tolerance, the trait was not associated with changes in the primary site of freezing injury.

The involvement of oxidative stress in freeze–thaw injury has also been investigated in mutant

yeast cells, providing important corollaries for researchers studying freezing injury in other eukary-

otes. Park et al. (1998) used mutant yeast lines, defective in a range of antioxidants, and found that

only those affecting SOD (Cu/Zn SOD) encoded by SOD1
 and Mn SOD encoded by SOD2
 showed

decreased freeze–thaw tolerance (at –20°C); concluding that O·– radicals are produced as a result

2

of freezing stress. This was confirmed by treating the SOD1
 with O·– scavengers or by freezing in 2

the absence of O . These researchers therefore concluded that oxidative stress is a major component

2

of cryoinjury in yeast cells, which indicates that O ·– is produced in the cytoplasm and occurs as

2

a result of an oxidative burst caused by the leakage of electrons from the mitochondrial electron

transport chain and the subsequent reduction of O . Thomas et al. (1999) examined the role of Fe

2

SOD in low-temperature protection in the cyanobacterium, Synnechococcus
 , using a strain that was
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SCHEME 6.11
 Decomposition of hydrogen peroxide by peroxidase.

deficient in the enzyme. A number of chilling regimes (0 to 17°C) were applied to the organism

to test the efficacy of SOD in cold tolerance. Results indicated that SODs may have a role in

chilling resistance but that in this system, SOD is inactivated during severe chilling stress. Thomas

et al. (1999) concluded that at low temperatures it might be the nonenzymatic antioxidants, such

as β-carotene and α-tocopherol that confer the best protection, as antioxidant enzymes lose their

activities during chilling.


6.4.2 CATALASE, PEROXIDASES, AND H2O2 REMOVAL


H O is potentially extremely cytotoxic because of its capacity to form ·OH through Fenton chem-

2

2

istry (see Section 6.2). Removal by catalase, a tetrameric iron porphyrin (haem) protein is, therefore,

a vital component of cellular antioxidant protection (Scheme 6.10).

Plants have multiple catalase isozymes (McClung, 1997), and individual catalase mRNAs

respond differently to temperature stress. Transient accumulation of H O during cold acclimation

2

2

in maize induces antioxidant enzymes, including the Cat3 isomer, and this has been correlated with

protection against low-temperature stress (Anderson et al., 1995; Prasad et al., 1994). Haem

containing proteins that catalyze the H O -dependent oxidation of substrates (Scheme 6.11), includ-

2

2

ing phenolics (e.g., guaiacol), are termed peroxidases (Elstner and Osswald, 1994).

H O is produced via the reaction of SOD, and ascorbic acid reacts with H O in a reaction

2

2

2

2

catalyzed by ascorbate peroxidase to form monodehydroascorbate. Ascorbate is then regenerated

from monodehydroascorbate through an enzymatic route (monodehydroascorbate reductase) or via

spontaneous transformation of monodehydroascorbate into DHA (dehydrascorbate). Ascorbic acid

is regenerated from DHA in a catalytic reaction by dehydrascorbate reductase coupled to a

GSH–GSSG (oxidized glutathione) cycle in which reduced GSH is oxidized to GSSG. GSH is then

regenerated by glutathione reductase (Scheme 6.12; adapted from Sharma and Davis, 1997; Hal-

liwell, 1982).

The ability of plants to control H O levels is a critical factor in ameliorating plant stress (Asada,

2

2

1992). Gillham and Dodge (1986) considered the spatial and cellular distribution of H O scaven-

2

2

gers, which they found to be primarily located in the chloroplast. They suggested that plastid

antioxidants confer important adaptive responses when the photosynthetic apparatus is stressed

(including at low temperatures). This provides further evidence that disturbances in primary metab-

olism (see Section 6.3) and the differential responses of antioxidants (Thomas et al., 1999) should

be considered more fully in low-temperature plant-stress physiology. This may be especially

pertinent if the “frozen plant” has been previously compromised by an episode of chilling injury.

For example, Omran (1980) monitored activities of catalase, peroxidase, and indoleacetic acid

oxidase and peroxide in chilled cucumber seedlings and found that catalase activity increased,

peroxidase activity remained the same, indoleacetic acid oxidase activities increased, and peroxide

levels increased. Differential responses may have important consequences in the ability to overcome
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SCHEME 6.12
 Ascorbate-glutathione (Halliwell–Asada) antioxidant pathway (adapted after Asada and Takahashi, 1987; Foyer and Halliwell, 1976).

sequential low-temperature stress. It is imperative to consider the interrelationships between Fenton

chemistry (see Section 6.2), the fate of H O -removal systems, and H O when interpreting exper-

2

2

2

2

imental findings. Changes in the activities of H O scavengers and H O may not necessarily imply

2

2

2

2

that H O is not produced or “accumulated” in the cell. Absence of a clear inverse relationship

2

2

(MacRae and Ferguson, 1995) between peroxide scavenging and accumulation in plants must be

carefully interpreted, and it is prudent to take into consideration that H O will participate in Fenton

2

2

chemistry. Thus, reactions occurring “downstream” of H O production should be taken into account

2

2

in the design of experiments investigating the role of H O and low-temperature injury.

2

2

H O and H O -scavenging capacity will also have a major effect on the stability of chloroplast

2

2

2

2

membranes and the exacerbation of low-temperature injury by high light intensities. This is because

of the fact that catalase has a haem group moiety and the enzyme is known to be light sensitive

under both in vitro
 and in vivo
 conditions (Cheng et al., 1981). Volk and Feierabend (1989) presented some interesting interpretations on observing low-temperature injury and the photoinactivation of

catalase in rye leaves. They postulated that in their system, the decline in catalase activity was

caused by photoinactivation, and low temperature alone did not induce this effect. Furthermore,

the apparent loss of catalase was thought to be caused by the blocking of its resynthesis by low

temperatures. Cryoinjury may well compromise the repair of light-sensitive components of the

photosynthetic apparatus and prevent the induction of adaptive reactions in antioxidant enzyme

synthesis as well as activity. This concurs with the well-established observation that photoinhibition

at low temperatures also inactivates PSII (Öquist, 1983). Thus, photooxidation requires the constant


de novo
 synthesis of proteins that are used to repair damaged sites in the photosynthetic electron transport chain and light-sensitive protective proteins such as catalase. At low temperatures, the
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SCHEME 6.13
 Glutathione protection mechanisms.

turnover of these repair processes will be inhibited or, indeed, cease (Feierabend et al., 1992), and

this most likely accounts for the fact that low-temperature injury exacerbates photooxidation and


vice versa
 . Streb and Feierabend (2000) investigated the significance of electron sinks and antioxidants in cold- and non–cold hardened rye leaves with respect to photo-oxidative stress. Ascorbate,

glutathione, glutathione reductase, and SOD contents increased in non–cold hardened leaves to

levels observed in hardened leaves when precursor substrates of L-galactonic acid-γ-lactone and

2-oxothiazolidine-4-carboxylate were applied. However, reduced GSH was rapidly removed from

the non–cold acclimated tissues when an inhibitor of its biosynthesis (buthionine sulfoximine) was

applied. Importantly, increased antioxidant contents did not establish resistance to low-temperature-

induced photo-inactivation of PSII and catalase in non–cold hardened leaves. However, the resis-

tance of cold-hardened leaves to low-temperature-induced photo-inactivation of PSII and catalase

was dependent on low-temperature repair and active carbon fixation. Anderson et al. (1995) dis-

covered that catalase3 was elevated in acclimated seedlings of maize, indicating that this response

offers the first level of protection against H O generated by mitochondria. It may be appropriate

2

2

to consider the role of cold acclimation in enhancing antioxidant protection in relation to low-

temperature injury and to relate this to photorepair processes, H O , and electron transfer mecha-

2

2

nisms in more detail. A study of the potential occurrence of downstream Fenton chemistry and the

production of the ·OH radical may be especially interesting.


6.4.3 VITAMIN E, ASCORBATE, AND GLUTATHIONE


Vitamin E (α-tocopherol) is lipophilic, and when embedded into membranes, it is in close proximity

to potentially vulnerable sites of free radical damage .
 α-Tocopherol is thus preferentially oxidized during free radical attack as compared to polyunsaturated fatty acids .
 The resulting quinone is

reduced by an ascorbate cycling mechanism to regenerate α-tocopherol .
 Glutathione is a

low–molecular weight tripeptide sulfur compound that contains the thiol group (S–H) in the cysteine

component (GSH) .
 It protects oxygen-sensitive enzymes and proteins from oxidative degradation

of their sulfhydryl groups .
 GSH reductase catalyzes the recycling of the protective molecule (see Scheme 6 .
 12) .
 GSH can also detoxify peroxidized membranes through the recycling (see Scheme 6 .
 13) action of glutathione peroxidase and glutathione reductase (for reviews ,
 see Alscher et al., 1997; Asada ,
 1992; Benson ,
 1990) .


The peroxidized membrane is also repaired though the action of phospholipases, which pref-

erentially excise lipid peroxides, making them more accessible to GSH peroxidase. The hydroxy

fatty acid produced is reacylated and reinserted into the damaged membrane (Benson, 1990; Elstner

and Osswald, 1994; Van Kuik et al., 1987). Many plant secondary metabolites are phenolic, and

they can participate in stress metabolism as either pro- or antioxidants. The balance between these

two functions may be regulated enzymatically through phenoloxidases and peroxidases (Asada,

1992; Elstner and Osswald, 1994).

The possibility that plant antioxidant defenses implicating GSH and ascorbate protection sys-

tems in freezing and low-temperature stress tolerance has been considered for several decades.

Levitt (1962) developed the sulfhydryl-disulfide hypothesis of frost injury and resistance in plants,

which proposes:
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1. “Frost injury is due to an unfolding and therefore a denaturation of the protoplasmic

proteins. This results from the formation of intermolecular S-S bonds induced by the

close approach of the protein molecules due to frost dehydration.”

2. “Frost resistance is a resistance towards S-H oxidation and S-H ↔ S-S interchange and

therefore to these intermolecular S-S bonds” (Levitt, 1962, p. 358).

Levitt’s exciting hypothesis was presented at a time when freezing injury was mainly con-

sidered in terms of physical phenomena associated with intra- and extracellular ice formation

and included the colligative properties of the cell. However, the S–H/S–S concepts of cryoinjury

were an important advance, as they considered both the chemical and physical basis of freezing

injury. Thus, ice formation and dehydration was proposed in the context of causing profound

(i.e., biochemically significant) changes to the chemical structures of essential macromolecules

such as proteins exposed to low temperatures. In the context of this chapter, it is therefore

appropriate to reconsider Levitt’s pioneering research, which was the first to ascertain that

decreases in SH were a manifestation of freezing injury in plants. This was particularly the case

for non–frost tolerant genotypes and GSH decline was most likely caused by the formation of

S–S. We now know that to keep ROS at low steady-state levels, stressed plants cells must operate

a complex and integrated antioxidant system that involves both enzymes and antioxidant metab-

olites, including GSH, the GSH-GSSG recycling system (see above), and glutathione peroxidase.

Thus, current studies entirely concur with Levitt’s original hypothesis. Levitt (1962) also

described four phases in frost injury:

1. The moment of freezing

2. While frozen (after freezing equilibrium has been reached)

3. The moment of thawing

4. Postthawing

Freezing in vivo
 and under certain in vitro
 circumstances (e.g., cryopreservation and cold acclimation) is usually preceded by a chilling phase, even if of a short duration. It is therefore

essential to consider the role of oxidative stress at low temperatures and the effect that this will

have on the antioxidant status of the plant before and just after exposure to freezing. These may

result in two different scenarios depending on the type and level of stress and the ability of the

plant to overcome the stress. Cold acclimation (see Chapters 5 and 10) is an important survival

response allowing a plant to undertake metabolic changes that will enhance the ability to survive

subsequent episodes of low-temperature exposure. Cold acclimation has been used effectively as

a precryogenic treatment (see Chapters 9 and 10). However, plants that are not able to cold-acclimate

or that have been exposed to chilling (e.g., leading to cold stress as opposed to a positive and

protective stress acclimation response) and subsequent freezing will be compromised. Under these

circumstances, chilling will most certainly influence antioxidant enzyme activities, and this will

affect tolerance and sensitivity limits on subsequent exposure to freezing. Anderson et al. (1995)

found that glutathione reductase izoenzyme profiles changed in cold-acclimated mesocotyls of

maize and that levels of ascorbate, GSH, and lignin (phenolics) were also altered, indicating that

they were implicated in cold-tolerance responses. Prasad (1996) investigated chilling injury and

tolerance in maize seedlings exposed to chilling stress with and without acclimation treatments.

Acclimated seedlings had elevated levels (35 to 120%) of glutathione reductase (as well as catalase

and guaiacol peroxidase). Importantly, nonacclimated seedlings had higher levels of oxidized

proteins and lipids (35 to 65%) as compared with the acclimated seedlings. These data were

presented by Prasad (1996) as correlative evidence indicating that in nonacclimated seedlings, low-

temperature injury is, in part, caused by the formation of ROS and that in acclimated seedlings,

chilling tolerance is the result of enhanced antioxidant status.
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Clearly there is now an accumulation of both historical and contemporary evidence to indicate

that antioxidant defense is an important component of low-temperature tolerance and freezing stress

in plants. Future investigations will continue to apply transgenic technologies (see CHapter 5) to

gain a greater understanding of the mechanisms involved. However, the careful interpretation of

findings from these studies must also take into account the need to characterize the production and

activities of ROS and their reaction products as well as antioxidant enzymes per se
 .


6.5 OXIDATIVE STRESS IN THE FROZEN STATE: THE EVIDENCE



6.5.1 METHODS OF INVESTIGATION


The complexity and rapidity of free radical reactions (see Section 6.2) pose an analytical problem

because to gain a thorough insight into oxidative stress, it is important to monitor primary and

secondary oxidative processes and antioxidant status (see Section 6.4). Evidence for free radical

damage in plants exposed to low temperatures can be gained by direct and indirect monitoring of

“ROS markers” and also by studying antioxidant status (Benson, 1990; Harding and Benson, 1995).

Because free radicals are highly reactive, the only direct means by which they can be measured is

by using EPR spectroscopy, usually in combination with spin traps. The latter are organic molecules

that react with free radicals to produce a longer-lived radical that can be more easily detected by

spectroscopy. Alternatively, indirect detection using “marker” compounds that are formed as a result

of free radical reactions can be applied. For example, ·OH readily reacts with dimethyl sulphoxide

to produce the methyl radical and, subsequently, methane, which can be quantified by volatile

headspace sampling and GC (Benson and Harding, 1995). Membrane lipids are a primary target

for free radical attack, and oxidized fatty acid reaction products are frequently used as “markers”

of oxidative stress (Benson, 1990). These products include conjugated dienes, lipid peroxides,

aldehyde breakdown products, and volatile hydrocarbons. The aldehydic reaction products of lipid

peroxides can cross-link with protein groups to form Schiff’s bases, which are also measured as

“markers” of free radical damage. Selection of the appropriate free radicals and “reaction product

markers” in low-temperature oxidative stress studies can be aided by taking into consideration the

physical and chemical factors involved in the generation of radical species.


6.5.2 EVIDENCE FOR FREE RADICAL FORMATION


The presence of O in biological systems exposed to freezing can have deleterious effects, and the

2

production of free radicals (confirmed using EPR) is implicated. In an early study on the effect of

lyophilization on microbial cultures, Heckly and Quay (1983) found that the best survival rates

were obtained by exclusion of air (oxygen). The production of free radicals was measured by EPR,

and the authors concluded that the presence of water had a “
 profound effect” on free radical

production, and indeed, if free radicals were generated in the presence of high levels of moisture,

they rapidly decomposed. The biochemical effects of freezing in O were examined in Escherichia


2


coli
 , by Swartz (1971a), and oxygen-dependent freezing damage was characterized by the produc-

tion of free radicals concomitant with a leakage of amino acids from frozen/thawed cells. An

interesting point for genetic stability studies was that freezing also caused oxygen-dependent single-

strand breaks in E
 . coli
 DNA. In a subsequent study, Swartz (1971b) applied the radioprotectant, β-mercaptoethylamine to a repair-deficient strain of E
 . coli
 exposed to freezing in the presence of oxygen. EPR spectroscopy showed that β-mercaptoethylamine participates in free radical reactions

when E
 . coli
 cells were frozen and that these reactions included single-electron transfers with the S-centers of β-mercaptoethylamine and offered protection against O -freezing damage, mitigating

2

the repair-deficiency effects.

The reactivity of hydroxyl radicals generated by gamma irradiation in phosphate buffered saline

solutions containing golden-hamster cells has been studied at –196° and –162°C (77 and 111K)
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SCHEME 6.14
 Methane production from Me SO.

2

using EPR (Yoshimura et al., 1992). The authors suggest that because OH radicals do not diffuse

in frozen cells at –196°C, they will not therefore react with protein or DNA at this temperature.

When the previously irradiated samples were warmed up to –162°C (111K), the OH radicals

decayed rapidly, whereas the amounts of organic radicals remained constant at this temperature.

The results indicate that hydroxyl radicals do not react with organic substances during the warming

of cells and that OH radicals are not the main reactive species responsible for the biological effects

in gamma-irradiated frozen cells. The lack of movement of hydroxyl radicals when generated at

–196°C (77K) is further confirmed by gamma-irradiation of frozen aqueous DNA solutions with

or without a spin-trapping agent (Oshima et al., 1996). After thawing the solutions, EPR indicated

that reactive hydroxyl radicals were produced in the hydration layer of gamma-irradiated DNA and

were scavenged by the spin trap but that unreactive hydroxyl radicals were produced in the free

water layer of gamma-irradiated DNA. It was concluded that hydroxyl radicals generated in the

hydration layer of gamma-irradiated DNA did not induce strand breaks but induced base alterations

by addition of ·OH to guanosine, in particular. The importance of the water content status of samples

was further illustrated by the gamma-irradiation of soybean paste with differing moisture contents

(Lee et al., 2001). Samples were kept in liquid nitrogen at –196°C (77K) during irradiation and subsequent EPR measurements. The EPR spectra, although rather complex, indicated that there

was a direct correlation between water content and radical production.

The possibility that hydroxyl radicals are produced by plants exposed to cryopreservation (at

–196°C) has been explored in higher plants and algae. Benson and Withers (1987) developed a

novel nondestructive approach to study oxidative stress in cryopreserved Daucus carota
 cells by

using dimethyl sulphoxide as a hydroxyl radical probe (Scheme 6.14).

Methane (the stable volatile reaction product of ·OH and Me SO) is used as a “marker” for

2

using headspace volatile sampling and gas chromatography. Elevated levels of methane were

detected immediately after thawing cryopreserved carrot cultures, and fluctuations in methane

production could be correlated with postthaw stress and recovery responses. Using the same

approach, Fleck et al. (2000) also demonstrated that ·OH activity was significantly enhanced when

the freeze-recalcitrant algae, Euglena gracilis
 , was exposed to low temperatures (from –10° to

–60°C) and liquid nitrogen treatments. The application of the potent iron chelating agent desferri-

oxamine (an inhibitor of Fenton chemistry; see Section 6.2) reduced ·OH production and enhanced

postfreeze recovery. Using a similar approach to study the formation of ·OH in stems of winter

wheat exposed to freezing temperatures, Okuda et al. (1994) monitored the formation of meth-

ansulphinic acid (MSA) formed from Me SO in stems exposed to a minimum temperature of –20°C.

2

MSA was not detected in stems incubated at 28°C but was detectable at –5°C; importantly, MSA

formation was observed very rapidly, within 1 min of cold treatment, and increased with decrease in

temperature. Samples exposed to –20°C produced larger amounts (>0.3 µmol.g.f.wt–1[grams fresh

weight]) of MSA. Samples of wheat were exposed to cold treatments for up to 7 h, and these stress

episodes were concomitant with increased production of MSA. Okuda et al. (1994) concluded that

there is a close relationship between the formation of ·OH, plant stress and death at freezing temper-

atures. Plants exposed to freezing temperatures may also be susceptible to photooxidation and to the

generation of ROS formed by the interaction of excited photosynthetic pigments, light, and O , during

2

freezing stress. Evidence for this possibility was provided by Benson and Norhona-Dutra (1988), who

demonstrated the production of singlet oxygen (1O ) by cryopreserved Brassica napus
 shoot cultures.

2
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6.5.3 EVIDENCE FOR SECONDARY OXIDATIVE STRESS


Free radicals and activated oxygen species (e.g., H O and 1O ) will initiate secondary oxidation

2

2

2

pathways, and of these, lipid peroxidation is probably one of the most important. The short- and

long-term consequences of lipid peroxidation are considerable, ranging from the disruption of cell

membranes to molecular and genetic damage (Benson, 1990, 2000; Benson et al., 1997). In this respect,

it is particularly pertinent to evaluate research arising from studies of different organisms (not only

plants) and, indeed, of model systems because, at the biochemical level, lipid peroxidation processes

may be very similar for even very diverse organisms, so long as they possess unsaturated fatty acids.

Whiteley et al. (1992) studied lipid peroxidation, measured by malondialdehyde production,

as a cause of deterioration of liver tissue. At –20°C,
 lipid peroxidation increased, but this was not observed at –196°C. To determine the effect of temperature on production of hydroperoxides,

Fennema and Sung (1980) examined the slow freezing for 4 minutes to subzero temperatures of

–5, –10, –15°C before transfer to 78.5°C and rapid freezing by direct plunging into dry ice (at

–78.5°C) of samples containing linolenic acid, buffer,
 and lipoxygenase. It was found that the

accumulation of oxidation products was temperature dependent, with lower yields of hydroperox-

ides being produced at lower temperatures. The authors speculated that the lower yield could be

attributed to “greater reversible denaturation of lipoxygenase” as the subfreezing temperature was

lowered or to progressive increases in resistance to diffusion of substrate and reaction products. In this work, no mention was made of the concentration of available oxygen or, indeed, moisture content.

Karl et al. (1982) performed a study on heart muscle and identified O -dependent cryoinjuries,

2

which caused an increase in lipid peroxidation products that were decreased in the presence of

seleno-methionine. As desiccation and dehydration stress are important components of cryoinjury,

it is also essential to consider their role in oxidative stress. An EPR study by Leprince et al. (1995),

although not involving exposure to subzero temperatures, did demonstrate that O exacerbated free

2

radical production in orthodox seeds exposed to desiccation. This is an important observation, as

in the case of cryopreserved plant germplasm, desiccation tolerance is frequently a prerequisite for

freezing tolerance (for reviews, see Benson, 1990; Dumet and Benson, 2000; Dumet et al., 2000).

Apgar and Hultin (1982) monitored malondialdehyde (as a thiobarbituric acid reaction product)

and lipid peroxide formation in the microsomal fractions of fish muscle tissue at freezing temper-

atures. Rates of lipid peroxidation were dependent on freezing temperature (overall, they decreased

with decreasing temperature) and solute composition. These researchers indicate that the availability

of oxygen to participate in reactions in the frozen state may be limited and that this will influence

the rate of oxidative reactions. They also noted that the effects of low-temperature exposure in the

presence and absence of ice might well be different. Oxidative reactions at above-freezing temper-

atures and at below-freezing temperatures, but in the presence of solvents that prevented freezing

at less than 0°C, were examined. Apgar and Hultin (1982) discuss the possibility that the process

of ice formation has an accelerating effect on oxidative reactions, concluding that this may be

because of the concentration of reactants. It may be construed that ice could have a potentially

injurious colligative consequence with respect to the enhancement of oxidative stress. The process

by which secondary oxidative reactions proceed during freezing can be the result of both nonen-

zymatic and enzymatic reactions, and the colligative behavior of the solute/solvent system may

thus be a significant factor in how prooxidative enzyme reactions proceed. However, this is clearly

highly complex, as each component of the oxidative system (e.g., enzymatic and nonenzymatic

processes) will differentially respond to freezing, chilling, and colligative factors. Fennema and

Sung (1980) examined lipoxygenase-catalyzed oxidation of linolenic acid at subfreezing tempera-

tures and found that the accumulation of the oxidative reaction products was temperature dependent.

Reaction completeness (the degree of lipid peroxidation) decreased with decreasing subfreezing

temperatures (range –5° to –15°C), concurring with previous studies on other oxidative enzymes

(Bengtsson and Bosund, 1966). That prooxidative enzyme activity (e.g., lipoxygenases, lipases,

peroxidases) is reduced at freezing temperatures is, of course, a positive finding for proponents of
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the low-temperature storage of viable cells. The actual mechanism by which this inhibition occurs

will be enzyme dependent and influenced by physico-chemical factors such as the water activity

of tissues before freezing. Reversible enzyme damage may also occur during freezing; irreversible

damage was ruled out, as lipoxygenase activity was found to be intact after a freeze/thaw cycle

(Fennema and Sung, 1980). This finding does, however, highlight the need to evaluate postthaw

oxidative stress in low-temperature storage, as rewarming may well incur considerable secondary

oxidative damage. The relationship between cell viscosity, freezing, and hydration status is most

frequently investigated with respect to the physical attributes and stabilities of glasses; however,

the relationship between the frozen and vitrified state will also have an important effect on oxidative

processes. Cell viscosity increases on freezing, and as previously considered above (Symons, 1982),

it is possible that the glassy state in water–organic solute systems may be a critical factor in

determining both the extent and localization (e.g., aqueous or organic phase distributions) of

secondary oxidative reactions. Therefore, it would be interesting to investigate the stability of

vitrified and nonvitrified (frozen) systems with respect to the formation of free radicals and the

progression of secondary oxidative reactions.

The study of lipid oxidation processes in the frozen food industry has been ongoing for a

number of decades and also provides some interesting evidence as to the propensity for plant tissues

to undergo lipid peroxidation reactions at subzero temperatures. Duden (1985) reports on the

enzymatic lipid degradation in deep-frozen leafy vegetables, showing that in parsley, 70% of

monogalactosyl diglycerides are lost after 3 months of storage at –18°C and that similar losses

were observed for phospholipids after only 3 d. At –32°C, losses were almost 20% after 30 d of

storage. However, studies of viable frozen plant tissues, organs, and whole plants provide infor-

mation that is of more direct relevance to applied research such as cryopreservation. Comparative

studies of freezing injury (as quantitative changes in lipid content) in acclimated and nonacclimated


Citrus
 spp. were performed by Nordby and Yelenosky (1985), who showed that following

freeze–thaw stress (to –6.7°C), total lipid and triacylglycerol fatty acid profiles of cold-hardened

hybrids were similar to profiles of the hardy Poncirus trifoliate
 . In contrast, the less hardy Citrussinensis
 lost 22% of leaf fatty acids during freezing and 13% during thawing. Linolenic acid (a

key target for free radical attack) accounted for 98% of the total fatty acid decrease. Importantly,

triacylglycerol (which is rich in linolenic acid) increased by 12% in the cold-hardened hybrid, and

three other triacylglycerols (also rich in linolenic acid) increased during the freeze–thaw regimes.

Nordby and Yelenksy (1985) postulated that in the case of freeze-tolerant Citrus
 genotypes, levels of highly unsaturated triacylglycerols increase during hardening and freeze–thawing as an adaptive

response to maintaining the fluidity of membranes during freezing. Clearly, biochemical approaches

have an important role in enhancing our understanding of the structural and molecular changes that

occur in situ
 in plant plasma membranes exposed to freeze/thaw cycles. That secondary free radical and lipid peroxidation reactions are important components of freezing stress is highly probable.

Studies of oxidative stress in plant and algal germplasm stored at low (–20°C) and ultra-low

(–196°C) temperatures during cryopreservation have demonstrated the formation of free radicals,

volatile hydrocarbons’ breakdown of lipid peroxides, and aldehydic lipid peroxidation products

(Benson, 1990; Benson and Withers, 1987; Benson et al., 1992, 1995; Fleck et al., 1999, 2000;

Magill et al., 1994). As these studies comprise a diverse range of species representing both tropical

and temperate plants and algal cells, the evidence is compelling that both primary and secondary

oxidative stress are important components of plant cryoinjury.


6.6 FREE RADICALS AND CRYOPRESERVED PLANT GERMPLASM


One of the most important applications of plant low-temperature biology concerns the development

of storage procedures for the cryopreservation (at –196°C) of plant genetic resources (see Chapter

10). Cryogenic storage of plant germplasm in the “frozen state” offers the possibility of slowing

down and, indeed, stopping the aging process. That plant germplasm is actually maintained in the
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frozen state is, of course, dependent on whether or not it is vitrified. However, whatever the physical

state (solid or glassy) of the germplasm conserved, the total inhibition of chemical and biological

reactions is required to stop aging processes. Denham Harman (1956) first proposed that free

radicals have a central role in animal aging, and as this elegant theory progressed (Harman, 1988,

1991), it soon became evident that stress, diet, metabolic rate, and disease were key factors in

promoting aging though free radical damage. By extrapolating this theory, it follows that cryogenic

storage must obviate biochemical (e.g., metabolically driven), chemical and free radical reactions.

The latter are especially pertinent, as these are the only reactions likely to occur at ultra-low, subzero temperatures (see Section 6.2.1 and Symons, 1982).

When studying oxidative stress in cryopreserved plant germplasm, it is also important to take

into consideration the two key factors of dehydration and ice formation in freezing injury, as both

may have profound effects on the ability of a system to participate in free radical chemistry. Indeed,

water activity can change, enhance, and suppress free radical reactions (e.g., Heckly and Quay,

1983). As desiccation tolerance (Dumet and Benson, 2000) is an important prerequisite for the

successful cryogenic storage of many types of plant germplasm, it is important to consider free

radical damage in relation to dehydration/desiccation stress as well as freezing.


6.6.1 LESSONS FROM SEED STORAGE STUDIES


Seed storage (usually at –20°C) is still the main, and indeed preferred, method of conserving plant

germplasm and free radical processes in stored and desiccated seeds, and has been examined in

some detail (Benson, 1990; Hendry, 1993; Leprince et al., 1993; Senaratna et al., 1985). For

researchers interested in oxidative stress and cryogenic storage, much can be gained from exploring

seed storage literature, as evidence that seeds stored at about –20°C are susceptible to oxidative

stress is quite considerable (Hendry, 1993). However, the data are often conflicting and are mainly

correlative because of the physiological complexity of studying seed storage parameters. Prestorage

status of seeds can greatly influence the oxidative stress profiles obtained with respect to seed

hydration, age, storage behavior (recalcitrant, intermediate, orthodox), and biochemical composition

(e.g., lipid content). Free radical stress in seeds has mainly considered storage criteria (viability

and germination) and, in some cases, the application of accelerated aging treatments. Hendry (1993)

makes the very important point that this experimental approach poses a major problem in ascertaining

the definitive role of free radicals in the deterioration of seeds actually held in storage. He considered that the key to this relates to understanding the relationship between damage and viability. In the

case of viable seeds, the evidence for free radical involvement in storage stress is indeed most

persuasive; however, this is not so clear-cut for seeds that have already lost viability and that have

been dead, in storage, for considerable periods. For these systems, the “fingerprints” of oxidative

stress will have changed over time and will largely reflect chemical changes postmortem, rather

than the free radical processes incurred when the germplasm was still viable and that may have

contributed to the actual loss of viability. Thus, when considering the importance of oxidative stress

in any type of plant germplasm stored in the “frozen state,” it will be very important to take into

consideration the following factors:

1. Primary oxidative metabolism is the main driving force for free radical formation in

biological systems.

2. Storage at low temperatures will have a differential effect on biological and chemical

reactions.

3. Oxidative profiles of cryopreserved tissues must be very carefully interpreted with respect

to viability, moisture and antioxidant contents, aging, and postmortem status.


6.6.2 CRYOPROTECTION, CRYOINJURY, AND FREE RADICALS


Plant cryopreservation now involves a range of different cryoprotective strategies (see Chapter 10)

based on either traditional controlled-rate freezing or vitrification. Traditional methods involve the
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application of penetrating colligative cryoprotectants, the precise control of cooling rate, ice nucle-

ation, and freeze-induced cellular dehydration. Cryoprotectant mode of action is largely colligative

and is achieved by penetrating cryoprotectants such as Me SO, sometimes used in combination

2

with nonpenetrating cryoprotectants (e.g., polyols, sugars), which offer additional protection by

removing freezable water from the cells through osmotic dehydration.

In the case of cryopreservation protocols based on vitrification, the glassy state can be achieved

by concentrating cell solutes through osmotic dehydration and evaporative desiccation or the loading

of highly concentrated penetrating cryoprotectants such as Me SO. Both approaches have the same

2

overall effect of increasing cellular viscosity, such that on cryogenic storage, ice formation is

inhibited and an amorphous glassy state is created. Although plant cryopreservation protocols have

now been categorized as either “traditional” or “vitrified,” it may be more appropriate to view them,

respectively, as cryopreservation in the presence or absence of ice. In the case of traditional

cryopreservation, the formation of extracellular ice is critical in creating a vapor pressure gradient

between the frozen extracellular and the unfrozen intracellular compartments. Unfrozen water thus

moves to the outside of the cell, and in doing so, the solutes become concentrated and the cell

viscosity is increased. It is therefore highly likely that, even in the case of “traditional” cryopreser-

vation, the majority of the surviving cells do, in fact, vitrify (see Chapter 10) when placed in

cryogenic storage, even though the extracellular components exist in a frozen state.

Fundamental knowledge of the physical mode of action of cryoprotectants has provided valuable

insights that have been used to advance the field of medical cryobiology and to aid storage protocol

development. The possibility that cryoprotective additives offer “biochemical” as well as “physical”

protection at ultra-low temperatures has also been explored. However, despite the major advances

in the application of cryopreservation to plant germplasm, our present understanding of the modes

of action of the different cryoprotective strategies is still very limited. A fundamental knowledge

(physical and chemical) of cryoprotectant mode of action is, practically, very important when

studying the involvement of oxidative stress in the “frozen plant.” It is also highly pertinent when

considering the long-term study of genetic stability in plants recovered from cryogenic storage.

Primary and secondary oxidative stresses are both implicated (see Section 6.2.2) in genetic and

molecular damage (Benson, 1990; Harding, 1999), and understanding of the role of oxidative stress

in cryoinjury may offer insights into the future development of both “traditional” and contemporary

cryoconservation protocols (e.g., see Fleck et al., 2000).


6.6.2.1 Radioprotectants, Cryoprotectants, and Free Radical Scavengers


Following the serendipitous discovery that glycerol has cryoprotective properties (Polge et al.,

1949), a number of researchers screened other radioprotective compounds such as dimethyl sul-

phoxide (Me SO) for cryoprotectant activity (Ashwood-Smith, 1975; Miller and Cornwell, 1978).

2

Thus, it is not too surprising that many radioprotectants (glycerol, Me SO, alcohols, glycols, polyols,

2

sugars, tetramethylureas, and homologues) also possess excellent cryoprotective properties. A main

factor linking radioprotection with cryoprotection is the ability of compounds to scavenge ·OH. If

hydroxyl radicals are the most likely ROS to be produced at low and ultra-low temperatures (see

Section 6.3.1), it must follow that the ·OH free radical scavenging capacities of cryoprotectants

will make a significant contribution to their protective efficacy as well as to their colligative and

osmotic properties. In this respect, Me SO is especially interesting, as it is one of the most potent

2

cryoprotective and radioprotective agents ever discovered. Another property of Me SO worthy of

2

note is its capacity to reversibly substitute for water in the hydration sheath of polysaccharides,

proteins, and nucleic acids, thereby altering their structure (Barnett, 1972; Chang and Simon, 1968;

Rammler and Zaffaroni, 1967). It is thus possible that by changing the conformation of cellular

macromolecules, Me SO renders them less amenable to radiation-induced injury. It would be most

2

interesting to determine whether this property also confers a protective effect on cryopreserved systems.
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Kaul (1970) examined the efficacy of Me SO radioprotection in the seeds of several cereal

2

species and speculated that the biochemical mode of action of Me SO may be to the result of

2

protection against the radio-sensitizing effects of O ·– as well as of O alone, conferring preferential

2

2

protection of essential biological molecules, as Me SO is such a potent ·OH scavenger.

2

Me SO may also repair unstable intermediates through the donation of hydrogen atoms, and

2

the presence of the S atom could assist radical scavenging and prevent free radicals from first

attacking essential macromolecules that contain a sulfur atom (Kaul, 1970). Dickinson et al. (1967)

demonstrated that Me SO protects tightly coupled mitochondria from freezing damage, and this

2

highlights the potency of the cryoprotectant, as primary damage to the electron transfer chain has

the potential to generate free radicals. Evidence for the role of Me SO as a free radical scavenger

2

in plant cryoprotection relates to the use of Me SO as a “chemical probe” to detect ·OH produced

2

by cryopreserved algal and plant cells (Benson and Withers, 1987; Fleck et al., 2000 )
 formed as a result of cryoinjury. The finding is further supported by the fact that the application of desferrioxamine (a potent inhibitor of Fenton chemistry) to cryopreserved plant and algal cells enhances

poststorage recovery and limits the production of ·OH (Benson et al., 1995; Fleck et al., 2000).

Other related antioxidants have been applied in clinical freezing research. Thus, selenium com-

pounds, known to be important in activating the glutathione peroxidase system in animals, have

also been investigated as possible antioxidant, cryoprotective agents. Seleno-L-methionine, which

is a component of the glutathione antioxidant protection system involved in the prevention of lipid

peroxidation damage, was found to confer some freezing protection on rat heart muscle (Matthes

et al., 1981). Further studies (Armitage et al., 1981) of seleno-D-L-methionine, improved the

cryoprotective action of ethanediol in whole rabbit hearts cooled to –15°C. It was concluded that

selenium increased the tolerance of myocardial cells to freezing. An alternative approach to reducing

free radical damage has been studied by Mazur et al. (2000). Because free radical damage in mouse

sperm is proportional to oxygen concentrations, they used an E. coli
 membrane preparation,

Oxyrase, to reduce the oxygen to less than 3% of atmospheric levels. Experiments showed that if

mouse sperm are exposed to 0.8 M
 glycerol, 0.17 M
 raffinose, and 3.5% Oxyrase and then cooled to –75°C, 50% motility relative to untreated controls was obtained. In the absence of Oxyrase,

motility was at 31% for frozen/thawed sperm samples. However, the authors note that the Oxyrase

treatment appeared to protect the sperm against centrifugation and osmotic shock as opposed to

freeze/thaw cycles per se
 .

In conclusion, it would appear that to protect against free radical stress caused by reduced

temperatures it is best to

1. Minimize the amount of water present

2. Limit the levels of oxygen

3. Include a free radical scavenger in the cryoprotectant mixture or use a cryoprotectant

that also offers free radical scavenging (e.g., Me SO or glycerol)

2

4. Have an antioxidant or iron chelator present to reduce the levels of metal cations such

as Fe2+

Perhaps all four factors should be considered to maximize the chances of recovering living

cells after exposure to low and ultra-
 low freezing temperatures. Moreover, such an approach would

also help limit the potentially damaging effects of free radicals on the functionality and long-term

genetic and biochemical stability of cryopreserved cells.


6.6.2.2 Oxidative Stress in Vitrified, Cryopreserved Plant Germplasm


The more recent development of vitrification-based cryopreservation protocols has had a major

effect on increasing our ability to cryopreserve plant germplasm (see Chapters 9 and 10). In this
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context, vitrification is considered as cryogenic storage in the absence of ice, such that both the

biological and cryoprotectant component are vitrified. Note that vitrification is also considered of

major importance in medical cell, tissue, and organ cryogenic storage (see Chapter 22). Vitrification

has enabled the cryogenic storage of a wider range of previously recalcitrant (especially tropical)

plant germplasm. Furthermore, the approach is simple and cost-effective and circumvents the need

to purchase expensive programmable freezing equipment.

In terms of the long-term stability of cryopreserved cells and tissues, vitrification-based cryo-

genic storage presents an interesting discussion point with respect to the stability of vitrified

germplasm as compared to germplasm cryopreserved in the frozen state (see Section 6.3). Taylor

and colleagues (Chapter 22) emphasize the fact that vitrification is the solidification of a liquid

without crystalline structure. They caution that as cooling proceeds, viscosity increases to a point

at which translational molecular motion is essentially (as opposed to definitively) halted when the

solution becomes a glass. Consideration is given to the fact that a glass is thermodynamically

metastable, which in the long-term timescale of low-temperature preservation my well be of

practical significance.

The application of vitrification in plant and algal cryoprotection is a relatively recent develop-

ment, and to the authors’ knowledge, there has hitherto been no study performed that has examined

(including comparisons with cryopreservation in the frozen state) the long-term effects of vitrified

cryogenic storage on stability. It would be most interesting to undertake such an investigation by

assessing stability at the physical, chemical, and molecular levels. However, it is important to note

that viable germplasm stored using “traditional” freezing protocols will most likely comprise a

biological vitrified component and a nonvitrified (or partially frozen) phase.

It is possible that the free radical chemistry of vitrified biological systems may be quite different

to that which occurs in a system where ice is present. Moreover, as the glassy state is physically

metastable, it may be important to assess the effect that devitrification and glass relaxation could

have on the oxidative chemistry of vitrified germplasm (see Chapter 22). Importantly, the chemical

treatments and desiccating manipulations that lead to the establishment of a vitrified state in

cryopreserved germplasm also comply with those conditions that would certainly limit, if not stop,

free radical chemistry. These are the application of high concentrations of cryoprotectants (e.g.,

Me SO, polyols, glycerol) and sugars (especially sucrose), which have also been discovered to be

2

potent free radical (especially ·OH) scavengers in other applications (see Section 6.6.2.1). Also,

the reduction of water activity in vitrified germplasm (through the application of evaporative and

osmotic dehydration/desiccation treatments) concurs with the diminution of free radical chemistry.

Symons (1982) postulated that for glasses (comprising aqueous organic systems) irradiated at low

temperatures, the organic compound acts as an electron-acceptor and the “hole” is trapped by the

solvent as ·OH. Interestingly, he also noted that compounds frequently used as cryoprotectants

(e.g., aqueous alcohols, especially glycols, glycerol, and sugars) formed good glasses on cooling

and that their irradiation gave high yields of trapped electrons, their centers being either ·OH or

RO. Detailed EPR studies performed on lyophilized microbial cultures could also offer some clues

as to the potential for free radical reactions occurring in highly desiccated, vitrified, cryopreserved

germplasm. Moisture had a significant effect on the formation of free radicals from lyophilized

cells (Heckly and Quay, 1983) and on the production of free radicals from macromolecules (Ruuge

and Blyumenfeld, 1965). Thus, as water content increases, so do the levels of intensity of EPR

signals assigned to free radical activities. However, this is a dynamic process, and it is highly

dependent on moisture content. At a critically high humidity level, free radical signals become

unstable and disappear. Heckly and Quay (1983) performed a study of the effects of various

carbohydrates on the generation of free radicals from propyl gallate and histidine under continuous

drying. Sucrose appeared to confer a protective “antioxidant” affect, as it was the most efficient

carbohydrate for limiting free radical production. These researchers also studied the effects of
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sucrose and propyl gallate on the protection of lyophilized bacteria and found that at high sucrose

levels (6 to 12%) survival was about 100%, which was concomitant with a reduced free radical

activity. These studies are most interesting when viewed in the context of plant cryopreservation

research, as sucrose is generally found to be highly effective in conferring cryotolerance to plant

germplasm (Dumet and Benson, 2000).


6.7 TO WHAT EXTENT DO OXIDATIVE PROCESSES OCCUR



IN THE FROZEN AND CRYOPRESERVED STATE?


Ensuring the long-term stability of cryopreserved germplasm is an important aspect of low tem-

perature (e.g., seeds held at –20°C) and cryogenic storage research (Harding, 1999). However, to

date, our understanding of the fate and reactivity of free radicals formed (or “trapped”) in viable,

frozen/vitrified biological systems is limited. Of course the propensity for reactions to proceed at

low temperatures will also depend on terminal freezing temperature and hydration status (Fennema

and Sung, 1980). Hydrated tissues held at high negative temperatures (e.g., –0°C) do indeed appear

to support some free radical activity (Whiteley et al., 1992; Okuda et al., 1994).

There is still, however, a paucity of information related to the study of “biologically relevant”

redox and free radical processes at ultralow cryogenic temperatures. This is, in part, because of

the fact that monitoring free radicals, their reaction products, and antioxidants in the frozen milieu

is technically very difficult. Prooxidative chemistry comprising electron transfers, free radicals, and

enzymatic reactions (e.g., lipoxygenase/O ·–) cannot be easily detected in the frozen state per se
 .

2

Cells and tissues are normally returned to a positive temperature for assaying (unless EPR spin

traps are used in a cryogenic system). This confounds data interpretation related to those events that

may actually occur in storage. Consideration must also be given to the effects of the oxidative processes that occur before (chilling) at the point of freezing/vitrification and during thawing/devitrification.

Viable tissues recovered from low and ultra-low (cryopreserved) temperatures will thus be influ-

enced by their prestorage “metabolic history.” The status of cell signaling mechanisms and redox

states (especially of the chloroplast/mitochondrial electron transfer chains) on freezing is particu-

larly important with respect to the subsequent manifestation of free radical injury during and after

retrieval from storage. Thus, incipient, deleterious metabolic reactions may be “fixed” at the point

of freezing and “held in suspension” until their effects are manifest on thawing and devitrification.

This scenario (also see Benson, 1990) has received little attention in plant cells, tissues, and organs

maintained under low-temperature storage but has received detailed consideration in the study of

free radical damage associated with cold ischemia and reperfusion injury in mammalian organs

preserved at subzero temperatures (Fuller et al., 1988). Thus, when a blood supply (and hence

oxygen) is returned to a transplant organ that has been held in hypothermia, there exists the potential

to exacerbate oxidative stress. Damaging radical reactions can arise from multiple pathways (Fuller

et al., 1988) and can ensue for hours after return to normal temperatures. Antiradical agents (e.g.,

desferrioxamine) applied on reperfusion help to alleviate these effects, and indeed a similar approach

has been pioneered in plant cryopreservation research (see Benson and Withers, 1987; Benson et

al., 1995; Fleck et al., 2000). Thus, unraveling the complexity of the pro- and antioxidant metabolic processes that occur before, during, and after low-temperature storage offers practical potential;

for example, by enhancing survival through the application of agents that limit the negative, pro-

oxidative effects of cold ischemia and reperfusion injury. Interestingly, a similar scenario can be

considered for plant germplasm that has been dehydrated/desiccated and hermetically sealed (e.g.,

in seed banks) or stored under liquid nitrogen storage and subsequently returned to a hydrated,

aerated, and metabolically active state.

The information presented thus far (Sections 6.5 to 6.6) does offer compelling evidence that

free radical–mediated stress is associated with chilling, freezing, and thawing. However, importantly,
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cryogenic liquid nitrogen temperatures (–196°C) must be expected to constrain thermodynamic and

molecular mobility (e.g., related to enzyme-substrate proximities) to a level that will inhibit those

oxidative processes (enzymatic, electron transport, and chemical) that “drive” both the formation

of free radicals and secondary oxidative reactions. However, as the length of time that viable cells,

tissue, and organs are held in cryogenic storage increases, it may be cautionary to include funda-

mental studies of “free radicals in the frozen state” in future research objectives. A starting point

for this may be to revisit some of the more pertinent EPR and radiation literature (Oshima et al.,

1996; Symons, 1982), as well as constructing technically stringent experimental designs that

examine oxidative processes in the frozen state per se
 .


6.8 CONCLUSIONS AND FUTURE STUDIES


Investigations of free radical chemistry and biology in the “frozen state” still remain very limited

despite the fact that there is now considerable evidence to indicate that low temperatures can have

a profound effect on primary oxidative metabolism and antioxidant protection in both plants and

animals. This chapter has examined the role of free radicals in plant-low temperature biology on

the premise that applied cryobiological research will benefit from an increased knowledge of generic

(oxidative) stress. In conclusion, it appears that free radical–mediated oxidative stress and antiox-

idant status are influenced by low and ultra-low temperatures and that the potential exists (e.g.,

from EPR studies of model systems) for free radical chemical reactions to occur even at very low

subzero temperatures, albeit the fact that clearer evidence is still required to substantiate whether

this is the case for viable biological material held under cryogenic storage. If free radicals can

participate in reactions at ultra-low temperatures, it is essential to critically evaluate whether they

do, indeed, pose a significant risk. However, this may be most unlikely, and it is more probable

that oxidative stress becomes more significant on return to normal temperatures.

Thus, the possibility that chemical (as opposed to metabolically driven) free radical reactions

occur in long-term cryogenically stored germplasm has yet to be explored. Theoretically this may

be more important with respect to vitrified germplasm held in long-term storage (as base collections)

at temperatures at, or near, the glass transition temperature. Oxidative stress in germplasm may

also be influenced by the transient changes in temperature that inevitably occur when samples are

serially withdrawn from cryotank inventory systems over prolonged periods. Maintaining a critically

low temperature that ensures glass stability and the stabilization of incipient oxidative (especially

free radical) reactions becomes very important in the long-term storage of germplasm. Thus, the

importance of developing robust inventories and handling procedures for the periodic retrieval of

cryovials from large-scale storage tanks (particularly those held in the vapor phase) cannot be

overstated.

Importantly, the limited studies that have to date examined cryopreserved plant germplasm

have not indicated problematic consequences with respect to genetic stability (Harding, 1999),

which is most encouraging. However, the possibility that the physical stability of metastable glasses

may affect biochemical and molecular integrity does call for further consideration with respect to

the following:

1. Material in cryogenic storage probably comprises mixtures of frozen or vitrified states,

each of which will have different physical stabilities, particularly if there is a risk of

devitrification occuring during handling procedures.

2. Vitrification requires cryopreservation in a highly desiccated/dehydrated state, and this

may have important consequences for recalcitrant, metabolically active germplasm.

3. There is an increasing propensity (e.g., for medical safety legislation and economic

reasons) to use vapor-phase as opposed to liquid-phase liquid nitrogen storage.
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Although the final issue is not presently a factor in plant cryopreservation, it is most likely

(e.g., for economic reasons) that plant cryobiologists will increasingly use vapor-phase storage in

the future. If this is applied to vitrified germplasm, then it will be important to consider the long-

term effects of vapor-phase cryogenic storage on glass stability (see Chapters 20 and 22); for

example, in relation to the consequences that this will have on the physical stability of different

water states, and how this may influence submolecular, free radical chemistry.

As cryogenic storage methodologies change and diversify, it may well be prudent to ascertain

whether different types of cryoprotection, storage, handling, retrieval (from cryotanks) and recovery

procedures differentially influence stability. For example, vitrification is increasingly used as the

method of choice for plant cryopreservation (see Chapter 9). This approach uses highly concentrated

cryoprotectants (sucrose, Me SO, glycerol), which also have excellent free radical scavenging

2

properties. Thus, the future development of cryopreservation methods (particularly for metabolically

active, recalcitrant germplasm) may benefit from a more informed and fundamental understanding

of the role of cryoprotectants in protecting oxidative metabolism and ameliorating free radi-

cal–induced cryoinjury.
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7.1 INTRODUCTION


Winter survival for hundreds of species of organisms depends on freeze tolerance, the ability to

endure the conversion of a high percentage of total body water into extracellular ice. Freeze tolerance

has arisen many times in phylogeny. Among animals, examples of natural freeze tolerance can be

found in most invertebrate groups, with most research into the mechanisms of freeze tolerance

having been done on insects and intertidal marine molluscs. A number of species of amphibians

and reptiles that hibernate on land are also freeze tolerant. Studies of vertebrate freeze tolerance
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are not only fascinating examples of complex adaptations but, by identifying the organ-specific

molecular mechanisms that support natural freezing, also provide insights into the issues that need

to be addressed in the development of organ cryopreservation technology as an aid to transplant

medicine.

Modern interest in vertebrate freeze tolerance was kindled by a report from Schmid (1982),

who documented recovery after freezing by three species of frogs that hibernate on the forest floor:

the wood frog Rana sylvatica
 , the gray tree frog Hyla versicolor
 , and the spring peeper Pseudacriscrucifer
 . Subsequently, the list of freeze-tolerant vertebrates has grown to include other forest frogs ( Hyla chrysoscelis
 , Pseudacris triseriata
 ; Costanzo et al., 1992b; Storey and Storey, 1986a), one salamander, and several reptile species. Among the reptiles are box turtles ( Terrapene carolina
 ,


Terrapene ornata
 ), that, at ~0.5 kg in mass, are the largest known freeze-tolerant animals (Costanzo and Claussen, 1990; Costanzo et al., 1995b; Storey et al., 1993), and hatchling painted turtles

( Chrysemys picta
 ), for whom freezing survival aids their strategy of remaining in their natal nest over their first winter of life (Storey et al., 1988). Most freeze-tolerant vertebrates known to date

are from North America, with only two Old World species known to display ecologically relevant

freezing survival: the Siberian salamander Salamandrella keyserlingi
 (Berman et al., 1984) and the European common lizard Lacerta vivipara
 (Costanzo et al., 1995a; Voituron et al., 2002). Freeze-tolerant vertebrates tend to be those that spend the winter at or near the soil surface. In this habitat, substantial insulation is gained from layers of organic litter and snow so that, whereas air temperatures above the snow may fall below –20°C, buffered temperatures under the snowpack are only

occasionally below –5°C. Significantly, the low-temperature limit for survival by most freeze-

tolerant vertebrates is no more than about –6°C, which shows that insulation is very important for

their survival in nature. Species that can winter deeper underground below the frostline, for example,

toads that may dig underground or spend the winter in rodent burrows, North American salamanders

that also go down natural tunnels, and snakes that winter in underground dens, show very limited

or no tolerance of freezing, as do numerous species of frogs and turtles that hibernate underwater

(Churchill and Storey, 1992a; Costanzo et al., 1988; Storey and Storey, 1986a, 1992; Swanson et

al., 1996).

The term “ecologically relevant” has been applied to those species that use freeze tolerance as

an integral part of their winter hardiness, to distinguish them from species that can endure only

short-term freeze exposures (Storey and Storey, 1992). Ecologically relevant freeze tolerance has

been defined as the ability to endure long-term freezing (days or weeks) at a stable maximum ice

content (usually 50 to 70% of total body water frozen) at subzero temperatures that occur naturally

in the hibernaculum. Animals endure the penetration of ice into all extracellular spaces (e.g.,

abdominal cavity, bladder, brain ventricles, eye lens, plasma) and survive the interruption of all

vital functions including breathing, circulation, and nerve and muscle activity, regaining these in

a coordinated manner on thawing. Like all other strategies of adaptation used by animals, freeze

tolerance undoubtedly evolved from a set of preexisting physiological and biochemical capacities

that are broadly present in reptiles and amphibians. For example, the general tolerance of amphibians

for wide variation in body water content (Shoemaker, 1992) aids endurance of the cellular dehy-

dration caused when body water is sequestered as extracellular ice (Storey and Storey, 1996b).

Most amphibians and reptiles also have good capacities for enduring oxygen deprivation, this ability

being maximized in several types of freshwater turtles (including adult C
 . picta
 ) that can hibernate underwater for 3−4 months without breathing (Jackson, 2001). Good anoxia tolerance aids endurance of the ischemia caused by plasma freezing. Hence, it is not surprising that rudimentary abilities

to endure freezing occur quite widely among amphibians and reptiles living in seasonally cold

environments.

Quite a number of species can endure some freezing if the duration is short (several hours

maximum), temperatures are very mild (e.g., –1° to –2°C), overall ice accumulation is low (usually

<20% of total body water), and ice is largely restricted to peripheral tissues (skin and skeletal

muscles; Storey and Storey, 1992). However, these animals succumb when higher ice contents are
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reached, probably because ice penetrates into the body core and halts heartbeat and breathing, from

which nontolerant species are not able to recover. For example, Pacific tree frogs, Hyla regilla
 , survived 6−12 hours of freezing at –2°C, but only 10% of animals recovered after 24 h frozen

(Croes and Thomas, 2000). Thus, their rudimentary freeze tolerance may be sufficient to let them

survive through an overnight frost, but they cannot endure the prolonged freezing exposures with

high body-ice contents that would be necessary for long-term winter survival. The same is true of

multiple reptile species, such as wall lizards (Burke et al., 2002; Claussen et al., 1990), garter

snakes (Churchill and Storey, 1992a; Costanzo et al., 1988), and several turtle species (Churchill

and Storey, 1992c; Packard et al., 1999). Indeed, garter snakes typically hibernate in deep under-

ground dens where frost does not penetrate (Macartney et al., 1989), or sometimes underwater

(Costanzo, 1989). Other species show geographic or population differences in freeze tolerance.

Highland populations of the European common lizard L
 . vivipara
 show good freezing survival—better than their lowland counterparts—and adults are more tolerant than juveniles (Costanzo et al.,

1995b; Grenot et al., 2000; Voituron et al., 2002); notably, juveniles from highland populations are

found at a greater vertical depth than adults in the bogs where they hibernate (Voituron et al., 2002).

Juvenile painted turtles also show variation in their winter survival strategy; some populations of


C
 . picta
 show good freeze tolerance, whereas others show extensive supercooling (to –10°C or lower), so it appears that both freeze tolerance and freeze avoidance may have roles to play among

different groups (Costanzo et al., 1999c; Churchill and Storey, 1992b; Packard et al., 1999).

Freezing damage to intolerant organisms can take many forms. Chapters 1 and 2 deal extensively

with freezing injuries to cells, particularly those that are relevant to cryopreservation at ultra-low

temperatures. For most animals that face subzero temperatures in nature, the concern is with

relatively mild and variable subzero temperatures, multiple freeze/thaw events, and a need to

preserve intracellular metabolism as well as to avoid injuries associated with the growth of ice in

extracellular spaces. The potential injuries from freezing, as well as the principles of protection

(presented in greater detail in later sections), can be summarized as follows:

First, with only a couple of documented exceptions (Lee et al., 1993; Wharton and Ferns, 1995),

intracellular freezing is lethal for animals because of the extensive damage to subcellular architec-

ture and microcompartmentation done by crystal growth. Freeze-tolerant animals limit ice to

extracellular spaces only. This is generally ensured by the laws of biophysics (the probability of a

nucleation event occurring in the large, contiguous extracellular spaces of an organism being very

much greater than in the small volume of cells) but is often aided by the use of extracellular ice

nucleating agents.

Second, the body fluids of most organisms can supercool to temperatures substantially below

their equilibrium freezing point (FP). Although extensive supercooling is key for animals that rely

on the freeze-avoidance strategy for winter survival (Duman, 2001; Storey and Storey, 1989),

freezing from a deeply supercooled state is highly damaging because both the instantaneous ice

surge (water immediately converted to ice on nucleation) and the subsequent rate of ice accumu-

lation are very high. For example, wall lizards survived brief freezing exposures only if the initial

ice surge was 5% or less of total body water (Claussen et al., 1990). Freeze-tolerant animals ensure

a slow rate of ice growth that allows sufficient time to implement physiological and biochemical

adjustments by initiating ice growth at temperatures just under the FP, often employing exogenous

or endogenous ice nucleating agents to stimulate ice growth.

Third, ice growth through extraorgan and extracellular spaces can cause physical damage to

tissues; for example, ice expansion can burst delicate capillary walls so that on thawing, vascular

integrity is compromised (Rubinsky et al., 1987). Freeze-tolerant animals manage ice growth in

several ways: ice growth is promoted in large extraorgan fluid spaces (e.g., abdominal cavity,

bladder, and between skin and muscle layers), a partial dehydration of organs caused by water

withdrawal into extraorgan ice masses reduces the net ice growth within the vasculature and other

extracellular spaces within organs, and antifreeze proteins are employed to inhibit recrystallization,

the process by which small ice crystals regroup over time into larger crystals.
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Fourth, extracellular ice formation sets up an immediate osmotic stress on cells. Pure water is

sequestered into ice, the osmolality of the remaining extracellular fluid rises, and cells respond by

losing water until a new equilibrium is reached. The net result is a large increase in intracellular

osmolality and ionic strength and a large decrease in cell volume. The reduction in cell volume is

of primary concern because below a critical minimum volume, irreversible damage can occur

because of compression stress on the cell membrane, which causes a collapse of the bilayer structure

into an amorphous gel phase, or because of rupture of the cell (occurring because of excessively

rapid swelling during thawing). Freeze-tolerant animals deal with this problem using cryopro-

tectants: high amounts of low–molecular weight carbohydrates (glucose in wood frogs) provide

colligative resistance to cell-volume reduction, and the phospholipid bilayer of membranes is

stabilized by trehalose or proline (see Chapters 20 and 21). Notably, membrane stabilization by a

class of small peptides named dehydrins has recently been described in freeze-tolerant plants

(Thomashow, 1999; Warren et al., 2000); it will be interesting to determine whether animals have

a similar system.

Fifth, extracellular freezing solidifies the blood plasma, and hence, for the duration of the

freeze, all cells and organs are in an ischemic state; no oxygen or fuels can be delivered to cells,

and no wastes can be removed. Although cells loose a substantial fraction of their total water and

experience a strong rise in osmolality and ionic strength, most metabolic reactions in cells are not

impaired except by ATP limitation and by the low metabolic rate caused by a subzero body

temperature. Thus, unlike the situation for cells that are cryopreserved in liquid nitrogen, metabolic

reactions continue in the cells of frozen animals, and because freezing episodes in nature could

last several weeks, freeze-tolerant animals must have good anoxia tolerance (to meet all cellular

energy needs from fermentative metabolism) and ischemia resistance, as well as mechanisms that

suppress metabolic functions that are not needed.

Finally, ice accumulation impedes and then halts all muscle movements, including breathing

and heartbeat. Nerve activity also ceases. Freeze-tolerant animals must have mechanisms that can

ensure the recovery of nerve and muscle function and the coordinated reactivation of vital signs

during thawing.


7.2 LIMITS AND INFLUENCES ON FREEZING SURVIVAL



IN WOOD FROGS


The wood frog, R
 . sylvatica
 , are the primary model animal that is used for studies of vertebrate freeze tolerance, and there is, without question, far more information available on the physiology,

biochemistry, and molecular biology of this species than on any other amphibian or reptile. The

bulk of this chapter will deal with freeze tolerance in wood frogs, and so, despite the considerable

literature on the basic parameters of freezing survival by other species of reptiles and amphibians,

the following summary will be limited to wood frogs. The first studies that quantified wood frog

freezing found 100 or 50% survival by juvenile wood frogs after freezing for 2 or 11 d at –4°C

and 100% survival after 13 d freezing at –2.5°C by adults (Storey and Storey, 1984, 1986a). Survival

was 100% for autumn-collected wood frogs frozen for up to 2 weeks at –1.5°C, but only 50%

endured a 28-d freeze (Layne, 1995a; Layne et al., 1998).

Freezing survival by R
 . sylvatica
 is influenced by a number of variables including season, rate of freezing, temperature of freezing, time frozen, and cryoprotectant concentration. All of these

variables influence the percentage of total body water that is converted to ice, and the effects of

time, temperature, and season are also linked to their influence on cryoprotectant synthesis and

distribution. For R
 . sylvatica
 , the survivable upper limit on ice content is 65 to 70% of total body water converted to extracellular ice (Costanzo et al., 1993; Layne, 1995a). The lower lethal temperature is about –5 to –6°C during autumn/winter but rises to about –3°C in the spring (summarized

in Layne et al., 1998). At both seasons, these lower lethal temperature values probably represent
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the temperature at which the upper limit on ice content is reached, with the higher value in spring

reflecting much lower cryoprotectant levels in spring animals (Storey and Storey, 1987). Autumn-

collected wood frogs also endure longer freezing than do spring- or summer-collected animals.

Summer wood frogs showed substantial survival only under very mild freezing conditions (24 h

at –1.5°C) and did not survive either longer freezes (7 d) or deeper temperatures (24 h at –5°C)

that were 100% survivable by autumn frogs (Layne, 1995a). Spring frogs showed 95% survival

after 48 h frozen at –2 to –3°C but did not recover after –5 to –6°C exposure (Layne and Lee,

1987). Storey and Storey (1987) found that frogs captured on the first night of spring breeding

were as tolerant of freezing as winter frogs but that tolerance decreased quickly in subsequent

weeks. Loss of tolerance correlates with the reduced levels of cryoprotectant produced by spring frogs; blood levels of 15 to 60 m M
 in spring frogs (Layne and Lee, 1987; Storey and Storey, 1987) are substantially lower than the ~200 m M
 glucose in blood of winter frogs (Storey and Storey, 1984).

The rate of freezing also strongly affects postthaw survival. All spring wood frogs cooled to

–2.5°C at a rate of –0.16°C/h or –0.18°C/h survived, whereas survival declined to 60 to 80% at a

rate of –0.3°C/h to –1°C/h, and no frogs survived a cooling rate of –1.17°C/h (Costanzo et al.,

1991a). Surviving frogs cooled at the intermediate rates required longer recovery periods after

thawing, and animals showed transient neuromuscular damage. Slow rates of temperature change

are normal in the insulated microhabitats of the forest floor, where frogs hibernate, and so it is not

surprising that freeze survival depends on slow cooling. Slow rates of temperature change ensure

a slow rate of ice formation and provide plenty of time for the implementation of cryoprotective

measures (glucose synthesis, gene expression) that are triggered only when ice begins to form on

the skin (Storey, 1999; Storey and Storey, 1985). Hence, if the rate of temperature decrease is too

fast, the rate of ice formation becomes too high and the time available to distribute cryoprotectant

and to implement other metabolic/gene responses becomes too short before ice penetration com-

pletely cuts off circulation. Indeed, laboratory freezing trials showed that glucose distribution was

impaired when freezing was too fast (Costanzo et al., 1992a; Storey, 1987a). Rapid cooling also

impaired the recovery of neuromuscular function after thawing (Costanzo et al., 1991a), which can

be interpreted as indicating that protective measures were not fully implemented when freezing

was too fast. The influence of cryoprotectant (glucose) levels on freezing survival has also been

directly tested. Glucose loading markedly improved survival of adult and juvenile wood frogs; for

example, 90% of glucose-loaded autumn-collected juveniles survived a 49-d freezing trial compared

with none of the uninjected frogs (Costanzo et al., 1993; Layne et al., 1998). Glucose-loading

elevated plasma and organ glucose content, significantly reduced ice content, lowered haemolysis

and improved neuromuscular recovery after thawing (Costanzo et al., 1991b, 1993).


7.3 PHYSIOLOGY OF FREEZING AND THAWING



7.3.1 NUCLEATION AND ICE PROPAGATION


When freezing occurs just under the equilibrium FP of body fluids (about –0.5°C for wood frogs),

the initial surge of ice formation and the subsequent rate of ice accumulation are minimized and

the time available to implement adaptations to aid freezing survival is maximized. Hence, all freeze-

tolerant animals tend to minimize their ability to supercool and to use some form of nucleation

control (various freeze-tolerant plants also use nucleation control; see Chapter 5). Wood frogs have

three options to initiate ice formation.

First, inoculative freezing caused by contact with environmental ice is very important and may

represent the major mode of nucleation in the normally damp hibernation sites chosen by the

species. Indeed, frogs chilled below their FP began to freeze within 30 seconds after coming in

contact with ice crystals (Layne et al., 1990), and Costanzo et al. (1999b) showed that 98% of

frogs held at –2°C froze if they were in contact with humic soil or damp leaf mold, compared with
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only 20% in dry containers. It is likely that once an ice nucleus catalyzes the freezing of surface

moisture, that ice then penetrates the skin via pores and comes in contact with extracellular body

fluids, which are then inoculated. Layne et al. (1990) detected no differences in the rate of ice

propagation across samples of dorsal vs. ventral skin from R
 . sylvatica
 , and magnetic resonance imaging (MRI) has shown that the initial inoculation event can be on any part of the skin surface,

with the freezing front then propagating inward through the animal from this point (Figure 7.1;

Rubinsky et al., 1994).

Second, ice-nucleating bacteria of the Pseudomonas
 and Enterobacter
 genera have been cul-

tured from the gut of wood frogs (Lee et al., 1995). Their presence in the gut and on the skin of

wood frogs seems to be responsible for the characteristic supercooling point of –2° to –3°C

displayed by frogs cooled on a dry substrate; supercooling point values for isolated skin (–3.1°C)

and intestine (–3.6°C) were similar to that of intact frogs (–2.5°C), whereas other organs (liver,

muscle) as well as plasma and urine cooled to –5°C or below before freezing (Layne, 1995b).

Hence, if frogs cool without direct contact with external ice, then ice nucleating bacteria on skin

or gut will trigger crystallization before supercooling becomes extensive. The structure and mech-

anism of action of bacterial ice nucleators has been well described by other authors (Fall and

Wolber, 1995; see also Chapter 22 for a discussion of the principles of ice nucleation).

Third, wood frog plasma contains a proteinaceous ice nucleator that triggers freezing in vitro


at –6° to –8°C (detected by differential scanning calorimetry) and that is susceptible to denaturation

by heat and various chemical treatments (Storey et al., 1992a; Wolanczyk et al., 1990a, 1990b). If

the protein stimulates nucleation in vivo
 at the same temperatures, then it is difficult to envision a role for it as a true INA. However, it is possible that the protein aids the propagation of ice through

the frog’s body, perhaps by modulating or regulating crystal growth through the vasculature.

Studies with freeze-tolerant insects have shown that their hemolymph may contain both ice-

nucleating proteins and antifreeze proteins (Duman, 2001). The latter may seem to be an anomaly

for a freeze-tolerant species, but it is proposed that their function is to stabilize ice crystal size and minimize recrystallization, the process by which small crystals regroup into larger and larger crystals

that might be physically damaging to the frozen animal. Whereas a similar system could be useful

for freeze-tolerant frogs, there is no evidence to date for the presence of antifreeze proteins in the

blood of any freeze-tolerant vertebrate.

When wood frogs are nucleated at –2°C, the exothermic reaction of crystallization causes an

immediate jump in body temperature to just under the FP (about –0.5°C). Body temperature then

holds at this value for several hours while ice slowly forms at a mean rate that is typically less

than 5% of total body water per hour, and then body temperature gradually drops back down to

ambient (Layne and Lee, 1987). Because the rate of freezing is so slow, frogs may show nothing

but a slight stiffness in some parts of their skin and limbs for the first hour or more, and maximal

ice content may not be reached for 12 to 24 h. Ice propagation through the body of frogs has been

monitored noninvasively using proton MRI (Rubinsky et al., 1994). Freezing begins at some

peripheral point on the skin, and ice propagates inward asymmetrically through the body. Ice forms

in fluid spaces such as the abdominal cavity (Figure 7.1, panel A), eye lens, and brain ventricles

before the surrounding tissue freezes (Rubinsky et al., 1994). MRI also shows that heart and liver

are the last organs to freeze, undoubtedly because of their high cryoprotectant content.


7.3.2 DEHYDRATION DURING FREEZING


Frogs face two kinds of dehydration stresses while frozen: evaporative water loss from the frog’s

body and water loss from cells and organs into extracellular and extraorgan ice masses. Net water

loss from the body is a major problem for all amphibians (Shoemaker, 1992) because of their highly

permeable skins, and this is the reason that most amphibians live in moist habitats. Water balance

remains a problem for hibernating frogs, whether frozen or not, and indeed, evaporative water loss

from frozen frogs at –2°C was just as rapid as from unfrozen frogs at 5°C (Churchill and Storey,
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1993). However, wood frogs held under an insulating layer of sphagnum moss lost only 2.5% of

their total body water while frozen for 7 d at –2°C, whereas without cover, water loss was 50%

(Churchill and Storey, 1993). Because the lethal limit for net water loss by wood frogs is 50 to

60% of total body water, and as frozen animals cannot move to a more humid site to rehydrate

themselves, it is obvious that long-term freezing survival in nature must depend on the animals

having chosen a suitably humid and insulated hibernation site to begin with. In evolutionary terms,

this need to hibernate in a humid or moist environment may have necessitated the original devel-

opment of freeze tolerance, as frog skin is highly susceptible to nucleation by environmental ice

or to contact with humic soil or organic matter (Costanzo et al., 1999c).

Within the body, freezing causes a substantial redistribution of water. Ice propagation through

extraorgan fluid spaces (e.g., in the abdominal cavity, between skin and muscle) draws water out

of organs, just as subsequent ice propagation through the vascular space of organs draws water out

of cells. Indeed, during freezing at –2.5°C that converted 65% of total body water into ice, liver

and intestine lost ~58% of their water, whereas skeletal muscles lost 23 to 36% (Lee et al., 1992).

Organ dehydration occurred quite quickly and was nearly complete within the first 6 h of freezing

exposure. During thawing, organ water content rises again, returning to near control values within

3 to 12 h for different organs (Lee et al., 1992).

The consequences of organ dehydration during freezing are several. On the positive side,

substantial dehydration of organs minimizes the amount of ice that can grow within organ capil-

laries, and this reduces the potential for injury caused by ice expansion within these delicate vessels.

Organ dehydration also elevates the concentration of cryoprotectant within cells. On the negative

side, there is potential for metabolic damage because of the approximately threefold increase in

cellular ionic strength that occurs when 65% of total body water is frozen. However, amphibians

have the highest tolerance for variation in body water content and body fluid ionic strength of all

vertebrates, an adaptation necessitated by their highly water-permeable skin. Thus, whereas mam-

mals manifest nervous system dysfunction when plasma sodium rises to 30 to 60 m M
 above normal,

amphibians can tolerate sodium at 90 to 200 m M
 above normal (Hillman, 1988). Desert toads such

as the spadefoot toad ( Scaphiopus couchii
 ) display substantially higher tolerances for dehydration and high ionic strength and maintain muscle contractile performance with a lower muscle water

content than do pond frogs such as the leopard frog, Rana pipiens
 (Hillman, 1982, 1988; Shoemaker, 1992). Wood frogs, which tolerate losses of 50 to 60% of total body water just like desert toads

(Churchill and Storey, 1993; Shoemaker et al., 1992), undoubtedly exhibit similar tolerances for

high ionic strength of body fluids. However, it is possible that extreme changes in ionic strength,

or imbalances in the ionic composition of intracellular vs. extracellular fluids during melting, could

be significant factors in determining recovery times for nerve and muscle functions after freezing.


7.3.3 THAWING AND THE REACTIVATION OF VITAL SIGNS


Unlike freezing, which is a directional event with ice propagating inward from the periphery to the

core of the frog, MRI scans indicate that thawing occurs uniformly throughout the frog’s body

(Figure 7.1; Rubinsky et al., 1994). Internal organs such as heart and liver actually melt very quickly

(while still surrounded by extraorgan ice) because their high cryoprotectant concentration gives

them a low melting point. Rapid thawing of the heart is advantageous, for it allows the early

restoration of heartbeat as the first detectable vital sign in a thawing animal (Layne and First, 1991).

Indeed, Layne et al. (1989) reported that heartbeat had resumed before all ice was melted in the

body. The reactivation of heartbeat allows blood flow to be reestablished very early in the recovery

process and, with the subsequent recovery of breathing, allows oxygen to be delivered as soon as

possible to organs that have been ischemic throughout the freeze. Along with the resumption of

breathing, hind-leg retraction reflexes begin to reappear in response to pricking or pinching,

followed later by increasingly complex behaviors such as righting and jumping reflexes (Layne

and First, 1991; Layne and Kefauver, 1997). Complex responses can take a day or more to
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FIGURE 7.1
 Proton magnetic resonance imaging showing a dorsal cross section through a wood frog at intervals during freezing and thawing. Explanation of the methodology can be found in Rubinsky et al. (1994). Data from B. Rubinsky and K.B. Storey (unpublished data). Panel A shows the events of freezing at –7°C. Timed from the initiation of freezing, images were sampled at (A) 10 min, (B) 49 min, (C) 1 h, 51 min, (D) 3 h, 14 min, (E) 3

h, 43 min, and (F) 7 h, 5 min. Tissues are heart (h), liver (l), hind-leg skeletal muscle (m), gut (g). Ice (i), which is not visible under 1H MRI, is dark compared with unfrozen areas. Freezing in this individual began from sites on the hind legs, and early in the freeze (A), small patches of extraorgan ice can be seen dispersed over the leg muscles. Ice propagates through the leg muscles (B) and into the lower abdominal cavity, where ice surrounds the stomach, which is still unfrozen (C). Ice then moves into the upper portion of the abdomen and the lower part of the thoracic cavity, where dark margins of ice are seen around the pericardium and beneath the liver (D). With longer freezing, only one lobe of the liver remains unfrozen, as well as tissue in the neck region (E). After 7 h the frog is completely frozen (F). Panel B shows the events of thawing at 4°C for the same frog. Images were sampled at (A) 1 min, (B) 25 min, (C) 44 min, (D) 61 min, (E) 73 min, and (F) 152 min. As ice melts, the images lighten (A–C), and it can be seen that melting occurs throughout the body; hence, unlike freezing, thawing is not directional. The liver melts rapidly (B) before the dark borders of extraorgan ice surrounding it. Dark patches of abdominal ice are still present around the organs in (C) and (D) but have melted in (E). The heart has refilled with blood and resumed pumping in (E). In (F) the frog moves.
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FIGURE 7.1 (continued)


reestablish after thawing, especially if freezing was prolonged. The time required for recovery of

vital functions (e.g., circulation, breathing) after thawing correlates positively with the length of

freezing, indicating that the longer the time frozen, the greater the metabolic disruption that must

be reversed during recovery (Layne et al., 1998). Costanzo et al. (1997) also showed that freezing

impairs male reproductive behaviors such as mate searching and amplexus and that even when

these behaviors were restored about a day after thawing, freezing-exposed frogs competed poorly

with frogs that had not been frozen. Postfreeze metabolic problems that need to be addressed

include reestablishment of ionic, osmotic, and water balance in all organs, particularly excitable

tissues such as nerve and muscle whose function relies on the regulated compartmentation of Na+,

K+, and Ca2+. Metabolic end products must also be cleared and interorgan communication reestab-

lished via both blood-borne factors and nervous links.
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Nerve and muscle function in most vertebrates is seriously impaired by three of the stresses

associated with freezing: changes in cellular ionic strength, ischemia, and low temperature (Dalo

et al., 1995; Hillman, 1988; Lutz and Reiners, 1997). Low temperature is of the least consequence

to ectothermic vertebrates, as many species adapt to life at temperatures near 0°C, including polar

fish that live continuously at about –2°C. Studies of motor-neuron and neuromuscular functions

confirm that nerve and muscle function in R
 . sylvatica
 is largely unperturbed by cold exposure, with much better performance at low temperature than for tropical species and even better than

cold-resistant but aquatic hibernating leopard frogs (Dalo et al., 1995; Miller and Dehlinger, 1969).

Low-temperature performance may be related to selected changes to the properties of specific

muscle proteins. For example, the sarco(endo)plasmic reticulum Ca2+-ATPase 1 (SERCA1) from

wood frog skeletal muscle shows an approximately twofold greater activity near 0°C, a significantly

lower activation energy below 20°C, and altered ATP and Ca2+ kinetics as compared with the freeze

and cold intolerant frog, Rana clamitans
 (Dode et al., 2001). Furthermore, the sequence of R
 .


sylvatica
 SERCA1 shows seven unique amino acid substitutions, as compared with the sequences

of R
 . clamitans
 and Rana esculenta
 , that may support improved enzyme function at very low temperatures. Notably, three of these amino acid substitutions are in the ATP-binding domain,

where they may cause the altered ATP kinetics of the R
 . sylvatica
 enzyme.

The recovery of peripheral nerve function after thawing has been investigated in two studies.

Kling et al. (1994) analyzed recovery at 5°C after 39 h freezing at –2.2°C. Isolated sciatic nerves

from wood frogs were initially unresponsive to stimulation but regained excitability within 5 h,

somewhat ahead of the recovery of coordinated reflexes, which reappeared at 8 h for hindlimb

retraction and 14 h for the righting reflex. Compound action potentials of the nerves of freeze-

treated frogs were indistinguishable from those of unfrozen frogs. Sciatic nerve lost 47% of its

water during freezing, and glucose content increased eightfold. Although glucose remained high

for 60 h postthaw, rehydration of the nerve occurred within 2 h of the onset of thawing, which

indicates that reestablishment of normal ionic concentrations is probably crucial to the subsequent

resumption of excitability. Costanzo et al. (1999a) further analyzed the effects of freezing on sciatic

nerve function and ultrastructure in wood frogs. Nerves harvested from frogs given survivable

freezing exposures at –2.5°C and then allowed to recover at 5°C for 14 h were responsive to

electrical stimulation with no significant differences in several characteristics of action potentials

(e.g., threshold stimulus, conduction velocity, amplitude, duration) between control frogs and those

frozen for 30 to 50 h. Frogs also showed no differences in axonal ultrastructure after freezing.

Freezing at a lower temperature, –5°C, caused minor disruptions; some electrophysiological param-

eters showed a tendency (not significant) for poorer responses, and evidence of minor physical

damage was seen. Frogs frozen at –7.5°C did not survive, action potentials could not be induced

in isolated nerves, and extensive ultrastructural damage was seen including marked shrinkage of

the axon, degeneration of mitochondria, and delamination of myelin sheaths of the surrounding

Schwann cells.

Muscle function appears to recover more quickly from freezing than does nerve function.

Isolated gastrocnemius muscles from wood frogs thawed for 1, 2, or 24 h were all capable of

generating force, although slightly less tension was generated in both twitch and tetanic contractions

for the muscles from 1- or 2-h-thawed frogs compared with controls or 24-h-thawed muscles that

were identical (Layne and First, 1991). In another study, Layne (1992) showed that both twitch

and tetanic contraction tensions of wood frog gastrocnemius muscle depended on freezing time,

being lower with longer freezes, when these parameters were assessed 3 h after the onset of thawing.

After 24 h thawing, however, there were no differences in muscle contraction tension between 0-,

24-, and 48-h frozen groups. Comparable studies with leopard frogs showed that survivorship and

muscle contraction properties were unaffected by a 6-h freeze at –2°C but that neither frogs nor

their isolated muscles were viable after a 24-h freeze (Layne, 1992). The slower return of muscle

reflex responses in vivo
 , discussed above, appears not to be a function of muscle itself but, instead, to be of the slower postthaw recovery of peripheral and central nerve functions.



TF1231_C07.fm Page 253 Monday, March 22, 2004 1:45 PM

Physiology, Biochemistry, and Molecular Biology of Vertebrate Freeze Tolerance


253


Characterization of key metabolic functions of sarcolemma and sarcoplasmic reticulum from

wood frog skeletal muscle provide some indications of the freeze-induced molecular events in

muscle that must be reversed on thawing. Both calcium binding and oxalate-dependent calcium

uptake by sarcoplasmic reticulum from muscle of frozen frogs were strongly suppressed to just 48

and 8%, respectively, of the comparable values in unfrozen controls (Hemmings and Storey, 2001).

Both parameters rebounded partially after frogs were thawed (to 70 and 47% of controls, respec-

tively). Similarly, β-adrenergic receptor binding by sarcolemma was also strongly reduced during

freezing (by 88%), whereas calcium binding (a measure of calcium transport capability) was not

affected by freezing but increased 2.3-fold in thawed frogs (Hemmings and Storey, 2001). β-

adrenergic stimulation of muscle energy metabolism via blood-borne catecholamines is key to

increasing ATP supply to meet the demands of muscle work. Suppression of this function during

freezing is consistent with the cessation of muscle work and loss of muscle tone during freezing.

Freeze–thaw-induced changes in parameters of Ca2+ metabolism (which are integral to the role of

Ca2+ in the contraction/relaxation cycle of muscle) indicate that both freezing disruption of calcium

transport and distribution in muscle cells and the need reestablish normal parameters after thawing

may be critical components of the recovery process.

One of the hallmarks of metabolic recovery after stress is the repayment of an oxygen debt,

reflecting the consumption of metabolic end products accumulated during the stress. Freezing is

an ischemic event that cuts cells off from external supplies of oxygen for as long as blood plasma

is frozen and also leads to the build-up of metabolic end products (lactate, alanine) (Storey, 1987a).

Hence, an oxygen debt during thawing would be expected. Layne (2000) analyzed changes in

oxygen consumption at 4, 8, and 28 h postthaw after wood frogs were frozen for 1 or 7 d at –1.5°C.

Oxygen consumption after 4 h of thawing at 5°C was 25 to 30% lower than values for control,

unfrozen frogs. This correlates with the low systemic recovery of frogs in the early hours of thawing,

including poor postural recovery and limited responses to stimuli. However, rates of oxygen

consumption were equivalent to controls at both 8 and 28 h postthaw in 1-d-frozen frogs, whereas

7-d-frozen animals showed a marked but transient increase in oxygen consumption (40% above

controls) after 8 h postthaw. This peak of postthaw oxygen consumption may denote metabolic

compensation for freeze-induced disturbances in cellular metabolism. Notably, cellular energetics

show little disturbance after a 1-d freeze but ATP levels are reduced and glycolytic end products

(lactate, alanine) accumulate in freezes lasting more than 2 d (Storey and Storey, 1986b).


7.4 CRYOPROTECTANTS: BIOCHEMISTRY, REGULATION, AND FUNCTION



7.4.1 CRYOPROTECTANTS


Most freeze-tolerant organisms produce cryoprotectants, typically of two kinds—those that act in

a colligative manner to limit the extent of cell volume reduction during freezing and those that

stabilize membrane structure. There has been no specific analysis of membrane cryoprotection for

any freeze-tolerant vertebrate, so the reader is referred to treatments of the subject in Chapters 5

(plant freeze-tolerance) and 20 and 21 (anhydrobiosis). Colligative cryoprotection is provided by

low–molecular weight carbohydrates (sugars or sugar alcohols) that are accumulated in high

concentrations in cells and that provide osmotic resistance to the loss of intracellular water into

extracellular ice crystals. In general, cryoprotectants are soluble in extremely high concentrations,

move freely across cell membranes, are easy to synthesize from central carbohydrate reserves, are

compatible solutes that do not perturb enzyme/protein function, and are excellent stabilizers of

protein structure under denaturing conditions (including high protein dilution or very low water

content). Notably, desiccation-resistant organisms also accumulate polyhydric alcohols (see Chapter

21), and it has been postulated, for both insect and frog systems, that cryoprotectant production

by freeze-tolerant organisms grew out of preexisting metabolic responses to desiccation (Churchill

and Storey, 1993; Danks, 1996; Storey and Storey, 1996b).
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The blood sugar, glucose, is the common cryoprotectant among freeze-tolerant vertebrates.

Glucose is the sole protectant produced by R
 . sylvatica
 , P
 . crucifer
 , and P
 . triseriata
 . Plasma levels typically rise to 150 to 300 m M
 in freeze-exposed winter animals, compared with 1 to 5 m M
 in unfrozen controls (Storey and Storey, 1984, 1986a). However, gray tree frogs and the Siberian

salamander use glycerol as their primary cryoprotectant (Berman et al., 1984; Storey and Storey,

1986a; Layne, 1999). Glycerol levels ranging from 117 to 425 m M
 have been reported in H
 .


versicolor
 blood compared with 20 to 25 m M
 glucose (Layne and Jones, 2001; Storey and Storey, 1986a). Interestingly, Layne and Jones (2001) reported that glycerol levels were high after cold

acclimation of tree frogs and did not rise further with freezing exposure, as did glucose. Thus,

glycerol production by H
 . versicolor
 may follow the pattern that is commonly seen in insects; that is, to accumulate polyols over the autumn before freezing (5°C is the usual trigger for synthesis),

followed by maintenance of the pool over the entire winter season (Storey and Storey, 1989).

By contrast, glucose production by wood frogs and others is stimulated only when frogs begin

to freeze, and the sugar is cleared again postthaw (Storey, 1987a; Storey and Storey, 1985, 1986b).

The reason for this may be to limit any metabolic damage that could accrue from a long-term

elevation of glucose over the winter, similar to the damage that occurs to tissues of diabetics with

exposure to sustained high glucose in the 10- to 45-m M
 range (Kristal and Yu, 1992; Ruderman

et al., 1992). Freeze-tolerant reptiles accumulate little or no cryoprotectant; blood glucose rises,

but rarely to more than 20 to 30 m M
 , and increases in other metabolites such as glycerol, lactate, and amino acids are low (Churchill and Storey, 1992a, 1992b, 1992c; Storey et al., 1993; Voituron

et al., 2002). Furthermore, reptile plasma shows no osmolality gap that would indicate the presence of

unidentified low–molecular weight protectants. The lack of substantial amounts of colligative cryopro-

tectants in reptiles is consistent with their generally low freeze tolerance compared with amphibians.

The synthesis of glucose as a cryoprotectant by frogs is derived from the catabolism of liver

glycogen reserves that are built up to high levels (~180 mg per gram wet weight in wood frogs)

during summer and early autumn feeding (Storey and Storey, 1984). There is some question about

whether skeletal muscle may synthesize glucose from its own reserves, but other internal organs

show no depletion of their glycogen during freezing, and glucose accumulation by organs such as

heart, kidney, and brain parallels the rise in plasma glucose that follows the rise in liver glucose

content (Figure 7.2). Further confirmation of the liver as the source of cryoprotectant came from

a comparison of organ glucose levels under conditions of fast vs. slow freezing (Storey, 1987a).

After a fast freeze, which quickly cuts off circulation to other organs, glucose was much higher in

liver and much lower in other organs than after slow freezing. A gradient of organ glucose levels

also occurs, with frozen frogs showing highest glucose in liver and heart, lower amounts in other

internal organs, and lowest levels in skin and skeletal muscle (Storey, 1987a). This gradient results

because, during freezing, the ice front moves from peripheral sites inward (Figure 7.1), whereas

glucose is distributed from a core organ outward.

On thawing, glucose is restored as liver glycogen, where it is available to be used again in the

next freezing bout (Storey, 1987a). The process of glucose clearance is much slower than that of

freeze-induced synthesis, and it can take over 1 week at 4°C for glucose to return to prefreeze

levels (Storey and Storey, 1986b). Immediately postthaw, frogs are extremely hyperglycemic, with

blood glucose levels that can be 200 to 300 m M
 . This exceeds the renal threshold for reabsorption of glucose, and glucose is copiously excreted into the urine, especially during the early hours

postthaw (Layne et al., 1996). However, this important carbohydrate resource is not lost, because

glucose is effectively resorbed from the frog bladder (Costanzo and Lee, 1997) and then reconverted

to glycogen by the liver (Storey and Storey, 1986b) under the control of a thaw-induced activation

of the enzyme glycogen synthetase (Russell and Storey, 1995).


7.4.2 REGULATION OF GLUCOSE SYNTHESIS FOR CRYOPROTECTION


The pathway of cryoprotectant synthesis by frog liver is exactly the same as that used in liver of

all vertebrates for glucose production from glycogen. The three-step pathway (Scheme 7.1) is
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FIGURE 7.2
 Effect of freezing at –2.5°C and thawing at 5°C on glucose levels in frog organs. Data are means

± SEM, n = 3. Symbols are ●, blood; , liver; , skeletal muscle; , heart; , kidney. Data compiled from Storey and Storey (1986b). Also shown are wood frogs, both unfrozen and frozen. Other images and information about wood frog life are available at www.carleton.ca/~kbstorey.

independent of a need for either ATP or reducing equivalents (e.g., NADPH), which may be one

reason that glucose production in frogs can be delayed until tissues actually begin to freeze. By

contrast, organisms that synthesize glycerol by its more complex biosynthetic pathway do so under

nonfreezing conditions when aerobic ATP generation is not compromised.

Glycogen → glucose-1-phosphate → glucose-6-phosphate → glucose

Scheme 7.1

The three enzymes involved in glucose synthesis are glycogen phosphorylase (GP), phospho-

glucomutase, and glucose-6-phosphatase. Cleavage of hexose phosphate units off the glycogen

polymer is done by GP, and this enzyme is under strict regulatory control in liver of all vertebrates

with modified regulation (discussed later) in freeze-tolerant frogs. No analysis has been made of

possible regulatory controls on the other two enzymes, but notably, glucose-6-phosphate (G6P) is

a substrate of other metabolic pathways in the cell, and G6P use by two of these is suppressed

during freezing by inhibitory controls. The activity of glucose-6-phosphate dehydrogenase

(G6PDH) that gates G6P entry into the pentose phosphate pathway is reduced by 80% in liver of

frozen wood frogs as compared with control or thawed frogs (Cowan and Storey, 2001), and the

activity of 6-phosphofructo-1-kinase (PFK-1) that gates G6P use by glycolysis (after its conversion
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to fructose-6-phosphate) is reduced by a strong freeze-induced suppression of the levels of its potent

allosteric activator, fructose-2,6-bisphosphate (F2,6P ; Storey, 1987a; Vazquez-Illanes and Storey,

2

1993). F2,6P levels fall because freezing inhibits the activity of 6-phosphofructo-2-kinase, probably

2

as a result of protein kinase A (PKA)-mediated phosphorylation of the enzyme (Vazquez-Illanes

and Storey, 1993).

The initiation of freezing in wood frogs (detected as an exotherm caused by the heat release

of crystallization) results in a near-instantaneous activation of GP in liver and a rapid rise in glucose levels. Significant increases in liver glucose occur within 2 to 4 min postexotherm, and blood

glucose rises within 4 to 5 min (Storey, 1987b; Storey and Storey, 1985). GP is controlled by the

interconversion of active a (phosphorylated) and inactive b (dephosphorylated) enzyme forms, and

the amount of active GPa rose by twofold within 2 min postexotherm and by sevenfold within 70

min, and it continued to rise to ~13-fold higher than control activities with longer freezing (Storey,

1987b; Storey and Storey, 1989).

Freezing begins at peripheral sites on the skin, and hence, a signal transduction cascade must

be involved to initiate the very rapid metabolic response by liver. The nature of the skin receptor

that detects ice formation and the nature of the signal (nervous or hormonal) that is transmitted

between skin and liver is still unknown, but the signal activates β-adrenergic receptors on hepatocyte

plasma membranes (Hemmings and Storey, 1994); by contrast, skeletal muscle β-adrenergic recep-

tors are not activated during freezing (Hemmings and Storey, 2001). Comparison of the effects of

α- and β-adrenergic agonists and antagonists on freeze-induced glucose production in liver con-

firmed β-adrenergic involvement; notably, the β-adrenergic antagonist, propranolol, strongly inhib-

ited the glycemia (Storey and Storey, 1996a). β-adrenergic signals are mediated in the cell by cyclic

3′5′adenosine monophosphate (cAMP) and PKA. The levels of cAMP levels in wood frog liver

doubled within 2 min postexotherm, and the percentage of PKA present as the active catalytic

subunit (PKAc) rose from 7% in control liver to 43 and 62% by 2 and 5 min postexotherm,

respectively (Holden and Storey, 1996). PKAc phosphorylates and activates glycogen phosphorylase

kinase, which, in turn, phosphorylates the inactive b form of GP and converts it to the active a

form. PKAc also phosphorylates 6-phosphofructo-2-kinase, providing the inhibition of glycolysis

that helps to channel glycogen breakdown toward glucose synthesis and export. Analysis of purified

PKAc from wood frog liver indicated that differential temperature effects on the enzyme including

increased substrate affinity and reduced ion inhibition at low temperature could contribute to an active

role for the enzyme in the freeze-induced activation of glycogenolysis (Holden and Storey, 2000).

During fasting in healthy humans, glucose is held at about 5 m M
 , and during digestion of a

meal, a rapid rise in insulin normally limits the transient increase in plasma glucose to 7 to 10 m M


(Unger, 1991). A similar system of glucose homeostasis is present in all vertebrates, including

unfrozen wood frogs. Yet, during freezing, blood glucose can rise to 150 to 300 m M
 . To allow this extreme hyperglycemia, one or more of the normal homeostatic controls on glucose levels must

be circumvented. The full picture is incomplete, but some regulatory elements are known.

One of these elements is control over protein phosphatase-1 (PP-1), which opposes PKA action

and normally intervenes to halt glycogenolysis when glucose rises, by stimulating dephosphoryla-

tion of GPa and phosphorylase kinase. PP-1 activity in liver should be suppressed during cryopro-

tectant synthesis, but in fact, activity rose by 2.4-fold within 20 min postexotherm (MacDonald

and Storey, 1999). However, despite this, the normal consequences of PP-1 action (GP inactivation

and the opposite activation of glycogen synthetase) do not occur during freezing but are instituted

rapidly in liver when animals thaw (Russell and Storey, 1995; Storey and Storey, 1989). How can

PP-1 be active and yet not functional? The answer seems to be because of subcellular compart-

mentation. In vertebrate liver, a high proportion of PP-1 catalytic subunits occur as dimers, bound

1:1 with a G subunit (glycogen binding protein) that confers glycogen-binding ability. All 3 isoforms

of the catalytic subunit (α, δ, γ1) can bind to the G subunit, but the α and δ subunits are the main

units associated with glycogen in vivo
 (Alessi et al., 1993). When liver samples from control (5°C) and frozen (12 h at –2.5°C) frogs were separated into cytosolic and glycogen fractions and PP-1
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FIGURE 7.3
 Protein phosphatase-1 (PP-1) isozymes in liver of control and 12-h-frozen wood frogs. PP-1

was partially purified from cytosolic (C) and glycogen (G) fractions of frog liver by microcystin-agarose affinity chromatography followed by SDS-PAGE and blotting onto PVDF membranes. Immunoblotting used

antibodies to rat liver α, δ, and γ1 PP-1. Recombinant PP-1-γ1 was present in the fifth lane as a positive control. Gels show PP-1 bands at 37–39 kDA. (From MacDonald and Storey [1999]. With permission.)

isoforms were analyzed in each, the α and δ isozymes dominated in the glycogen fraction of liver

from control frogs (Figure 7.3) (MacDonald and Storey, 1999). However, during freezing, nearly

all the α and δ isozyme protein was translocated into the cytosolic fraction, whereas distribution

of the γ1 isoform was not affected. Translocation of PP-1 to the cytosol removes the enzyme from

association with glycogen and allows GPa to function unrestrained during freezing so that glucose

levels can skyrocket. Two possible methods that could control freeze-induced translocation of PP-

1 can be suggested. First, levels of the G subunit could be suppressed during freezing; indeed, low

levels of the G subunit impair glycogen synthesis in insulin-dependent diabetes (Doherty et al.,

1998). Alternatively, phosphorylation of the G subunit, perhaps by PKAc, could affect PP-1 binding.

PKA phosphorylation of the G subunit in mammals increases the rate of PP-1 inactivation by

inhibitor-1 and promotes PP-1 release from glycogen (Hubbard and Cohen, 1989). A similar

situation of reduced PP-1 binding to glycogen particles also occurs in wood frog skeletal muscle

during freezing (and in response to dehydration stress but not anoxia stress; MacDonald and Storey,

2002). Interestingly, this is balanced not by increased free cytsolic PP-1 but by increased amounts

of PP-1 bound to myofibrils (via the M subunit). This may contribute to sustained skeletal muscle

relaxation during freezing, as PP-1 reverses the phosphorylation of the myosin light chain that

occurs during muscle contraction.


7.4.3 WOOD FROG INSULIN


Another factor that could contribute to the temporary loss of homeostatic control on glucose levels

during freezing is modified hormonal control. As plasma glucose levels rise, so should insulin

secretion in an attempt to halt glucose output. Indeed, plasma insulin levels did double during

freezing, rising from 17 µU/mL in 5°C-acclimated frogs to 35 µU/mL in frozen frogs (Hemmings

and Storey, 1996). However, insulin interaction with receptors on liver cell membranes might be

blocked during freezing. Furthermore, wood frog insulin displays an anomolous structure that could

limit its effectiveness (Conlon et al., 1998). Figure 7.4 shows the N-terminal sequences of insulin from four frog species compared with human insulin. One unusual feature of wood frog insulin is

a two–amino acid extension (lysine-proline) to the N-terminus of the A chain. Although shared by
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Insulin A-chain


Rana sylvatica


KP GIVEQ CCHNM CSLYD LENYC S…


Rana catesbeiana


-- ----- ----T ----- ----- N…


Rana ridibunda


-- ----- ----T ----- ----- N…


Xenopus laevis


----- ---ST --F-- --S-- N…


Homo sapiens


----- --TSI ----Q ----- N…



Insulin B-Chain


Rana sylvatica


FPNQH LCGSH LVDAL YMVCG DRGFF YSPRS…


Rana catesbeiana


----Y ----- --E-- ----- ----- -----…


Rana ridibunda


----Y ----- --E-- ----- E---- -----…


Xenopus laevis


LV--- ----- --E-- -L--- ----- -Y-KV…


Homo sapiens


-V--- ----- --E-- -L--- E---- -T-KT…



FIGURE 7.4
 N-terminal sequences of insulin A and B chains in wood frog, bullfrog, green frog, clawed toad, and humans. (From Conlon et al. [1998]. With permission.)

other ranid frogs, this extension does not occur in any other vertebrates, and its role remains

unknown. The rest of the A chain, as well as the B chain, was highly conserved in bullfrog, green

frog, and clawed toad insulins as compared with the mammalian hormone, but wood frog insulin

showed two anomalies. The serine residue at position A23 in wood frog insulin (A21 of human)

is an asparagine in all other species, and the aspartic acid at B13 in wood frog insulin is glutamic

acid in nearly all tetrapods. Both of these residues have been shown to play important roles in

insulin action. A21 is key to the maintenance of the biologically active conformation via its bonding

to B22/23, and B13 aids binding to the insulin receptor (Kristensen et al., 1997; Markussen et al.,

1988). Both of the amino acids substitutions in wood frog insulin, as minor as they may seem,

could significantly impair its function. Indeed, the only other known instance of a Glu-to-Asp

substitution at B13 is in a mammal (the coypu), and this results in a low-potency insulin (Bajaj et

al., 1986). Interestingly, although wood frog insulin displays novel features, its glucagon is identical

with the hormone from the bullfrog and has only one amino acid substitution, as compared with

the human glucagon (Conlon et al., 1998).


7.4.4 SIGNAL TRANSDUCTION: RESPONSES TO FREEZING, DEHYDRATION, AND ANOXIA


Apart from the potential for physical damage by ice, freezing places two major metabolic stresses

on cells, dehydration and ischemia, and it is reasonable to postulate that various of the adaptations

that defend cells during freezing are both initiated by and offer protection against one of these two

stresses. This idea was first tested with respect to the regulation of cryoprotectant biosynthesis by

comparing the hyperglycemic response by wood frogs to freezing vs. dehydration. Wood frogs held

in dry containers (separated from an underlying layer of desiccant) at 5°C lost water at a rate of

0.5 to 1% of total body water per hour and showed a marked hyperglycemia when as little as 5%

of body water was removed. Just as in freezing, glucose content increased sharply in all organs as

frogs dehydrated, reaching values ranging from ninefold higher in muscle to 300-fold higher in

liver of 50% dehydrated frogs, as compared with controls (Churchill and Storey, 1993). Dehydration

activated liver GP and stimulated glycogenolysis exactly as seen during freezing and produced the

same inhibitory block on glycolysis at the PFK reaction that serves to promote glucose export

(Churchill and Storey, 1993, 1994b). Dehydration also triggered a rapid rise in liver cAMP content

(by threefold at 5% body water lost), and an sharp increase in the percentage PKAc, which indicated

that dehydration triggered the same β-adrenergic signal transduction pathway as freezing did

(Holden and Storey, 1997). Notably, however, wood frogs given anoxia exposure at 5°C (under a

nitrogen gas atmosphere) showed no activation of the PKA signal transduction pathway in liver

(Holden and Storey, 1997). The hyperglycemic response to dehydration was also documented in


P
 . crucifer
 , another freeze-tolerant frog, and a more muted response (a 24-fold increase in liver glucose) occurred in R
 . pipiens
 , an aquatic hibernator (Churchill and Storey, 1994a, 1995). The
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results of the latter study indicate that the cryoprotectant biosynthesis response to freezing grew

out of a preexisting hyperglycemic response by frogs to water stress. Indeed, this is not surprising,

because for cells, there would be no distinction between intracellular water lost to evaporation or

that lost into extracellular ice masses.

Signal transduction via PKA clearly has a key role in the control of cryoprotectant biosynthesis

in wood frogs, but we are only beginning to understand the possible roles of other signal transduction

pathways in mediating responses to freezing (Storey and Storey, 2001). Both cGMP and inositol

1,4,5-trisphosphate (IP ), the second messengers of protein kinases G and C, respectively, responded

3

to freeze–thaw in wood frog organs (Holden and Storey, 1996). Changes in liver IP levels were

3

particularly interesting: Levels rose by 70% within 2 min postexotherm but then continued to rise

to reach 11-fold higher than controls after 24 h of being frozen. By contrast, cAMP showed only

a transient increase over the first hour of freezing. IP levels also increased in brain during freezing.

3

The longer response time for the rise in IP and the sustained high levels of this second messenger

3

for many hours indicates a role for PKC in events that occur with longer-term freezing, such as ischemia

resistance, cell volume regulation, or gene expression. Notably, IP levels also rose in wood frog liver

3

in response to dehydration stress (Holden and Storey, 1997), perhaps indicating that PKC may be

involved in mediating one or more metabolic responses to cell volume change. Interestingly, new studies

of the upregulation of two novel freeze-responsive genes in wood frog liver have shown that one ( li16
 ) is stimulated by cGMP signals, whereas the other ( fr47)
 responds to phorbol 12-myristate 13-acetate, an activator of PKC; neither responded to cAMP (McNally et al., 2002, 2003).

Mitogen-activated protein kinases (MAPKs) mediate numerous cellular responses including

gene transcription, cytoskeletal organization, metabolite homeostasis, cell growth, and apoptosis

in response to many different extracellular signals (Cowan and Storey, 2003; Hoeflich and Woodgett,

2001; Kyriakis, 1999). Subfamilies include the extracellular signal-regulated kinases, Jun N-terminal kinases (JNKs; also called stress-activated protein kinases), and p38. The latter is the vertebrate

counterpart of yeast Hog1, which was named for its role in the high osmolarity glycerol response

in cell volume regulation. An analysis of MAPK responses to freeze–thaw in wood frog organs

found no evidence for the involvement of extracellular signal-regulated kinases, but both JNK and

p38 responded to freeze–thaw (Greenway and Storey, 2000). JNK activities were unchanged over

a 12-h freeze but showed strong increases after 90 min thawing in both liver (fivefold) and kidney

(fourfold), or after 4 h thawing in heart (twofold). This indicates a role for JNK in mediating

recovery responses needed during thawing. The p38 MAPK showed a widespread response to

freezing in frog organs (Figure 7.5; Greenway and Storey, 2000). Within 20 min postnucleation,

the amount of active, phosphorylated p38 rose by five- to sevenfold in liver and kidney, but this

was reversed by 60 min. A role for p38 in one of the rapid, initial responses to freezing in these

organs is therefore implicated. However, phospho-p38 content rose on a slower time course in heart

peaking, at a sevenfold increase after 12 h freezing. As freezing progresses, heart undertakes an

increasing work load because blood viscosity and peripheral resistance rise. Hence, changes in

signal transduction in heart may be linked either to changes in heart workload or to the implemen-

tation of freeze tolerance adaptations. Parallel analyses of phospho-p38 responses to anoxia or

dehydration in wood frog liver and kidney found no changes under these stresses. Interestingly,

however, studies with perfused hearts of the freeze-intolerant Rana ridibunda
 showed a rapid

phosphorylation of p38 in response to hyperosmotic stress, low temperature, and high perfusion

pressure (Aggeli et al., 2002). In addition, JNKs were activated by high perfusion pressure and

anoxia/reoxygenation in R
 . ridibunda
 heart (Aggeli et al., 2001a, 2001b). Hence, it is highly likely that MAPK responses to freezing address one or more of the component stresses of freezing

including hyperosmolality, anoxia, and elevated workload.


7.4.5 GLUCOSE AS A CRYOPROTECTANT AND APPLICATIONS TO CRYOPRESERVATION


Freeze-tolerant frogs provide the good natural example of the cryopreservation of vertebrate cells,

tissues, and organs. As such, an analysis of the molecular elements of natural freezing survival can
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FIGURE 7.5
 Effect of freezing on the amount of active phosphorylated p38 in tissues of spring wood frogs comparing controls (5°C acclimated) and frogs frozen for 20 min, 1 h (or 4 h frozen for brain only), or 12 h at –2.5°C. Phospho-p38 content was detected on Western blots, which were then scanned and quantified by

densitometry. Data were standardized relative to control values and are shown as means ± SEM; * significantly different from the corresponding control value, P
 < .05. (From Greenway and Storey [2000]. With permission.) provide novel insights that could be applied to improve the methodology for cryopreservation of

mammalian and other material. A number of studies have examined the effects of freezing and

cryoprotectants on wood frog cells in vitro
 . Freezing damage to isolated hepatocytes of wood frogs was assessed by measuring lactate dehydrogenase leakage into the medium after thawing. Addition

of 200 m M
 glucose (similar to natural levels) to the incubation medium fully protected cells against freezing damage at –4°C, a temperature normally encountered in nature (Storey and Mommsen,

1994); this argues that the natural cryoprotectant has primary responsibility for freeze protection

of wood frog cells. Higher glucose levels provided protection down to lower temperatures: 400

m M
 gave freeze protection at –8°C, and 1 M
 glucose protected cells from damage at –20°C (Storey and Mommsen, 1994). Ventricle strips from wood frogs also recovered contractility after freezing

in the presence of 250 m M
 glucose but did not regain muscle activity if frozen without glucose in the bathing medium (Canty et al., 1986). Similarly, glucose and glycerol were each highly effective

in preventing hemolysis of wood frog erythrocytes during freezing at –8°C, although parallel tests

with human red blood cells showed that glucose was a very poor preservative for them (Costanzo

and Lee, 1991). A comparison of the osmotic fragility and freezing tolerance of sperm from R
 .


sylvatica
 vs. R
 . pipiens
 revealed that sperm of R
 . pipiens
 were more susceptible to both osmotic damage and cryoinjury at –4°C but that the sperm of both species were protected from freezing

damage at –8°C by glucose or glycerol added as a protectant (Costanzo et al., 1998).

The cryoprotectant effect of glucose on wood frog cells obviously derives from the uptake of

glucose in high amounts into wood frog cells. The physical effects of high glucose were documented

by cryomicroscopy. Micrographs of liver slices frozen on a directional freezing stage to –7°C

showed very different responses by tissue from control (5°C acclimated) frogs vs. liver slices from

frogs given prior freezing exposure (24 h at –4°C to raise liver glucose to 280 m M
 ; Storey et al., 1992b). Frozen liver slices from control frogs showed ice throughout an expanded vasculature with

hepatocytes that were shrunken and virtually dehydrated. In the presence of the natural cryopro-

tectant, however, cells were much less shrunken, and ample free water remained within them. Wood

frog cells take up glucose rapidly. Indeed, after a 60-min incubation in 600 m M
 glucose at 4°C,
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intracellular glucose concentration in wood frog hepatocytes (prepared and incubated as in Storey

and Mommsen, 1994) had risen to 151 ± 35 m M
 , measured after cells were separated from the

incubation medium by centrifugation through an oil layer (T.P. Mommsen and K.B. Storey, unpub-

lished data). By contrast, glucose in control cells was only 2.6 ± 0.23 m M
 .

Uptake of glucose into vertebrate cells is via facilitated transport, and cryoprotectant uptake

into wood frog cells is the result of high numbers of plasma membrane glucose transporters. Indeed,

both the rate of facilitated glucose transport and the number of membrane glucose transporters

were higher in wood frog than in leopard frog liver membranes, by eight- and fivefold, respectively

(King et al., 1993). Glucose transporter numbers are also seasonally dependent, rising during autumn

cold hardening. Plasma membrane vesicles prepared from liver of September-collected wood frogs

showed sixfold higher rates of carrier-mediated glucose transport than vesicles from July-collected

frogs because of an 8.5-fold higher number of glucose transporters in liver membranes of autumn

frogs (King et al., 1995). High glucose transporter numbers is clearly one of the unique features

needed by freeze-tolerant frogs to use glucose as a cryoprotecant, but because of this, the potential

for use of the sugar in the applied cryopreservation of cells from other species is doubtful. Another

factor that may contribute to effective cryoprotection by glucose in wood frog tissues is the selective

inhibition of glucose catabolism at low temperatures. Studies by Brooks et al. (1999) demonstrated

that whereas [U-14C] glucose was taken up by wood frog erythrocytes just as effectively at 4°C as

at 12°, 17°, or 23°C, it was not catabolized by cells at 4°C. Analysis by 13C-NMR gave mean rates

of glucose utilization of 1.27 and 0.91 mol/h per 1016 cells at 17° and 12°C, respectively, but the

rate at 4°C, although predicted to be 0.52 mol/h per 1016 cells (based on a Q of 2), was not

10

different from zero.

Freeze tolerance by wood frog embryos could provide a model for the cryopreservation of the

embryos of endangered amphibian species. Wood frogs breed early in the spring (often before all

the snow melts) in shallow temporary ponds, and their eggs are deposited in communal surface

rafts. At this time there are still many nights with subzero air temperatures that could subject

embryos to freezing. However, data from breeding ponds in Kentucky indicate that subzero exposure

of eggs would be rare. Despite night air temperatures that plunged below –5° on several occasions

and two instances of surface freezing, water surface temperature only dipped to about –0.5°C twice,

and temperatures in communal egg masses never fell below 1°C (Frisbie et al., 2000). Furthermore,

laboratory tests with wood frog eggs showed that embryos readily endured supercooling down

to –2°C but that freezing survival was poor. Encapsulated embryos survived freezing for 18, 4.5,

and 1 h at –0.5°, –1°, or –2°C, respectively, but survival was lower for naked embryos (those

removed from their surrounding jelly) and varied with developmental stage (Frisbie et al., 2000).

Hence, the data indicate that wood frog eggs have very limited freeze tolerance and are a poor

model for cryopreservation.


7.5 FREEZING SURVIVAL: ISCHEMIA RESISTANCE AND



ANTIOXIDANT DEFENSES



7.5.1 ISCHEMIA RESISTANCE


Freezing is an ischemic event. The freezing of blood plasma cuts off the delivery of oxygen and

nutrients to organs, the removal of wastes, and interorgan communication via hormones and other

signals. Each cell of each organ is left in isolation to survive throughout the freeze using only its

own internal reserves. The subzero body temperature of a frozen organism means that metabolic

rate will be very low; nonetheless, because freezing may be prolonged for many weeks, each cell

must have adequate fermentative fuel reserves and a capacity to support basal metabolic needs over

the long term using only the ATP generated from anaerobic pathways. Indeed, the severe effect of

hypoxia or anoxia on most mammalian and human tissues and organs is one of the forces that fuels

the continuing drive to develop and optimize cryopreservation technology. Both low-oxygen and
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low-temperature metabolic damage to mammalian tissues and organs limit the time that explants

can be stored under hypothermic conditions (packed on ice; Hochachka, 1986) and spur the drive

to develop techniques for preservation at ultra-low temperatures.

Freeze-tolerant frogs show a good capacity to endure long-term oxygen deprivation. Wood

frogs can survive several weeks of continuous freezing (Layne et al., 1998) and readily endure 2 d

of exposure to a nitrogen gas atmosphere at 5°C (Holden and Storey, 1997). Over the course of a

freezing episode, wood frog organs show the typical vertebrate response to oxygen limitation: a

depletion of ATP and accumulation of glycolytic end products (lactate and alanine; Storey, 1987a;

Storey and Storey, 1986b). These parameters are normalized again within 3 to 11 d postthaw.

Energetics during freezing have also been assessed in whole frogs using 31P-NMR (Layne and

Kennedy, 2002). Slow freezing of juveniles, producing high rates of postfreeze survival, were with

associated stable ATP levels, a modest decline in creatine phosphate levels, a small increase in free

inorganic phosphate, and a stable intracellular pH of 7.3 to 7.4. However, fast freezing disrupted

all parameters and produced high mortality.

A recent study showed selected effects of freezing exposure on the maximum activities of 25

to 28 enzymes that participate in glycolysis, gluconeogenesis, the tricarboxylic acid cycle, amino

acid metabolism, fatty acid metabolism, and adenylate metabolism in wood frog organs (Cowan

and Storey, 2001). The ATP-limited frozen state cannot sustain normal rates of metabolic activity,

and mechanisms of metabolic rate suppression are undoubtedly invoked (as occurs in response to

anoxia stress in other lower vertebrates; Storey and Storey, 1990, 2004) to lower net ATP turnover

and suppress most metabolic functions. Responses by wood frog kidney to freezing were especially

revealing in this regard. Activities of 12 enzymes changed during freezing, with 10 of them

decreasing significantly. Five that have biosynthetic functions (malic enzyme, NADP-isocitrate

dehydrogenase, glyceraldehyde-3-phosphate dehydrogenase, glutamate dehydrogenase, and

glutamate-pyruvate transaminase) all showed a reduction in activities of 25 to 50%, in line with a

suppression of ATP-dependent biosynthesis in the frozen state (Cowan and Storey, 2001). Key

enzymes involved in glucose catabolism were also targeted in kidney. The activity of hexokinase,

which phosphorylates glucose for entry into central metabolic pathways, was reduced by 40% in

frozen kidney, along with 43 and 40% reductions in the activities of G6PDH and 6-phosphoglu-

conate dehydrogenase (6-PGDH), respectively, which gate glucose catabolism via the pentose

phosphate shunt; activities of all three rebounded rapidly when frogs were thawed (Cowan and

Storey, 2001). By targeting these three enzymes, catabolism of glucose as a fuel should be strictly

limited in the frozen state, despite the fact that glucose is a good fermentative fuel. It is probable

that endogenous glycogen, rather than colligatively active glucose, is the primary fermentative fuel

for frog organs in the frozen state.

Freeze-induced suppression of enzyme activities, followed by a rebound after thawing, also

occurred in liver, heart, and skeletal muscle of frogs and was the response seen in 75% of cases

in which metabolic enzymes responded to freezing (Cowan and Storey, 2001). HK, G6PDH, and

6PGDH were common targets, along with multiple enzymes involved in biosynthesis. Heart showed

a strong response with activities of 11 enzymes reduced during freezing (most by 50% or more);

this effect may be related to the cessation of contractile work in frozen animals. Skeletal muscle

showed numerous thaw-specific increases in enzyme activities, including elevated activities of three

equilibrium enzymes of glycolysis and two gluconeogenic enzymes (fructose-1,6-bisphosphatase,

phosphoenolpyruvate carboxykinase), which, taken together, could elevate the metabolic potential

for gluconeogenic flux in muscle and the reconversion of accumulated lactate to muscle glycogen,

as has been demonstrated in skeletal muscle of other frog species (Fournier and Guderley, 1993).


7.5.2 ANTIOXIDANT DEFENSES


All organisms maintain antioxidant defenses, both enzymes and metabolites (e.g., glutathione,

ascorbate, thioredoxin), that deal with the continual assault to cellular metabolism by reactive
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oxygen species such as superoxide, hydrogen peroxide, hydroxyl radicals, and peroxynitrite. (See

Chapter 6 for a detailed discussion of free radical chemistry in the context of freezing injury.) The

latter two species, in particular, are highly reactive species that cause serious damage to cellular

lipids, proteins, and DNA. Oxidative damage occurs in a variety of disorders including three that

are of direct relevance to vertebrate freeze tolerance—ischemic heart disease, stroke, and diabetes

(Ahmad, 1995; Halliwell et al., 1992). Studies in mammalian systems have linked a substantial

portion of ischemic damage not to the period of oxygen deprivation itself but, rather, to the

reperfusion phase, when oxygen is reintroduced. Reoxygenation results in a burst of oxyradical

production that can temporarily overwhelm the antioxidant defenses of an organ and cause extensive

damage to cellular macromolecules. Brain, for example, is very susceptible to oxyradical-mediated

damage during reperfusion (Lipton, 1999). Freeze–thaw is an ischemia-reperfusion event that has

the potential to cause oxidative damage to organs when heartbeat and breathing are restored during

thawing. Furthermore, in the case of freeze-tolerant frogs that use glucose as a cryoprotectant, the

potential for glucose-mediated oxidative damage is high. Reactive oxygen species are well known

to play a role in tissue damage in diabetes (Kristal and Yu, 1992), and several modes of glucose-

related oxidative damage are known. For example, free glucose is prone to autooxidation in the

presence of transition metals (iron, copper) to form protein-reactive dicarbonyl compounds and

hydrogen peroxide (leading to hydroxyl radical formation; Wolff et al., 1991).

The adaptations of antioxidant defenses that allow animals to undergo multiple cycles of

freeze–thaw without oxidative injuries are of interest both for understanding the mechanisms of

natural freeze tolerance and to provide insight into the principles of ischemia/reperfusion endurance

that could be applied to the cryopreservation of mammalian tissues and organs. Empirical studies

have shown that the inclusion of antioxidants in the perfusion medium in hypothermic preservation

trials with mammalian organs improves posttransplant viability, so it is apparent that antioxidant

defenses have a role to play in tissue protection under cold or frozen ischemia stresses (Bilzer et

al., 1999; Southard and Belzer, 1995).

Studies with wood frogs indicate that two strategies contribute to the defense against oxidative

stress associated with freeze–thaw. The first is the maintenance of high constitutive activities of

antioxidant enzymes in frog organs. Activities of six antioxidant enzymes (superoxide dismutase,

catalase, glutathione S
 -transferase, glutathione reductase, and total and Se-dependent glutathione peroxidases) were assessed in five organs of wood frogs vs. leopard frogs (Joanisse and Storey,

1996). Activities of all six enzymes were uniformly higher in liver of wood frogs, in five out of

six cases by at least twofold, and except for muscle, superoxide dismutase, glutathione S
 -transferase, and glutathione reductase were always substantially higher in wood frog than in leopard frog organs.

Wood frog organs also showed higher levels of the metabolite antioxidant, glutathione, in all organs

except brain; in skeletal muscle, reduced glutathione was up to 10-fold higher in wood frogs

compared with leopard frogs. Significantly, when liver and muscle enzymes were further compared

with a number of other species, activities in wood frog liver proved to be high for an ectothermic

vertebrate, similar to values for anoxia-tolerant turtles, and both were close to values for rat liver

(Hermes-Lima et al., 2001; Storey, 1996). Antioxidant defenses in wood frog organs were also

substantially better than those displayed by garter snakes that display weak freeze tolerance (Her-

mes-Lima and Storey, 1993). The high antioxidant defenses of wood frog organs correlated with

the absence of oxidative damage to lipids over a course of freeze–thaw, as assessed by two methods

(Joanisse and Storey, 1996).

The second principle of antioxidant defense in wood frogs is selective changes to the activities

of some enzymes in response to freezing. For example, total glutathione peroxidase activity

increased significantly (by 20 to 150%) in all five organs analyzed, and selenium-dependent

glutathione peroxidase activity rose by about twofold in heart, kidney, and skeletal muscle (Joanisse

and Storey, 1996). In most cases, activities had returned to near control values after 24 h thawing.

This indicates that the need for enhanced defenses against peroxidative damage is greatest during

freezing or immediately after thawing, a time when glucose is also very high. Selective changes
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to the activities of these enzymes may minimize the potential for glucose-mediated oxidative

damage to macromolecules that is a significant problem associated with sustained high glucose

levels in diabetes (Wolff et al., 1991).


7.6 MOLECULAR BIOLOGY OF FREEZING SURVIVAL



7.6.1 FREEZE-INDUCED CHANGES IN PROTEIN EXPRESSION


The seasonal acquisition of cold or freeze tolerance in animals and plants requires multiple changes

in gene expression that alter the protein make-up of cells and organs to optimize their survival. For

example, over 40 cold-induced genes have been identified in the freeze-tolerant plant, Arabidopsis



thaliana
 (Thomashow, 1999; see also Chapter 5). Some of these genes are involved in cold

acclimation (e.g., desaturases that increase membrane fluidity), and others are involved in freeze

tolerance (e.g., dehydrins, enzymes of proline biosynthesis). Numerous examples of cold-induced

changes in gene and protein expression are also known in animals. Among insects, for example,

activities of enzymes involved in cryoprotectant synthesis rise over the early autumn (Joanisse and

Storey, 1994), and antifreeze proteins or ice nucleating proteins appear in hemolymph (Duman,

2001). Liver plasma membrane glucose transporters were 8.5-fold higher in autumn- vs. summer-

collected wood frogs (Kling et al., 1994). Many protein changes occur in a preparatory manner,

triggered by a critical photoperiod or temperature, in order that cold-hardiness adaptations are in

place in advance of the arrival of cold weather. In other cases, changes in gene expression are

directly stimulated by freezing itself, as recent studies with wood frogs have shown.

Analysis of freeze- and thaw-induced gene and protein expression by vertebrates began with

studies of protein biosynthesis in wood frog organs using 35S-methionine-labeling techniques to

monitor protein synthesis both in vivo
 (intraperitoneal injection of 35S-methionine followed by

isolation of labeled proteins) and in vitro
 (isolation of tissue mRNA followed by translation in a cell-free system; Storey et al., 1997; White and Storey, 1999). Both experimental approaches used

isoelectrofocusing and SDS-gel electrophoresis to analyze and compare protein-labeling patterns

in control, frozen, and thawed states. Significantly, both studies revealed strong labeling of proteins

of 15 to 20 kDA in size. For example, in vitro
 translation of mRNA isolated from liver of freeze-

exposed frogs showed the presence of several new translation products (proteins of 45, 33.9, 21.5,

16.4, 15.8, and 14.8 kDA) as compared with controls (White and Storey, 1999). However, compa-

rable analysis with mRNA from thawed frogs showed both no new protein peaks compared with

either control or frozen profiles and the loss of several of the 16 to 22-kDA proteins that were

present in frozen or control frogs. These data indicate the importance of de novo
 protein synthesis in the response to freezing by frog organs. As noted earlier, however, activities of many enzymes

decreased during freezing in wood frog organs in probable response to the ATP-limitation of protein

biosynthesis in the ischemic frozen state (Cowan and Storey, 2001). Hence, freeze-induced de novo


protein synthesis should be highly selective and represent the production of proteins with key roles in

freezing preservation. Although instructive in indicating that freeze-induced protein synthesis does

indeed occur, the 35S-protein labeling techniques described above are not conducive to easy identifica-

tion of the proteins, so subsequent studies turned instead to molecular biology techniques.


7.6.2 FREEZE-INDUCED CHANGES IN GENE EXPRESSION


New techniques in molecular biology hold the key to tracking down the full range of gene and

protein changes that support freezing survival in animals (Storey and Storey, 2001). A range of

techniques are available including cDNA library screening, ddPCR, RT-PCR, and DNA array

screening, each with their own advantages and disadvantages. For example, screening of cDNA

libraries is highly effective for identifying genes whose transcripts are present in high copy numbers

in tissues and for finding novel freeze-induced genes. DNA arrays represent the newest technology
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FIGURE 7.6
 Freeze–thaw effects on mRNA transcript levels of freeze upregulated genes in wood frog liver.

Transcript levels were quantified by Northern blots, and relative band intensities are plotted. Symbols are: ●, fibrinogen α; , fibrinogen γ; , ATP-ADP translocase; , fr10
 . Control frogs (0 h) were held at 5°C; freezing was at –2.5°C for up to 24 h, and thawed frogs were frozen for 24 h followed by 24 h back at 5°C. (Data

compiled from Cai and Storey [1997a, 1997b] and Cai et al. [1997].)

and offer the ability to assess the expression of hundreds or thousands of genes simultaneously.

However, the disadvantages of array screening are the inability to detect novel genes and the

problem of cross-species reactivity. We have recently used 19k human cDNA chips from the Ontario

Cancer Institute to screen for genes that are upregulated in wood frog heart during freezing (Storey,

2004). Overall, cross reactivity was good at 60 to 80% and the results showed over 200 putatively

upregulated genes that await exploration. Among these were genes that could be involved in

ischemia resistance (hypoxia inducible factor-1, adenosine A1 receptor, antioxidant enzymes), fluid

dynamics (atrial natriuretic peptide receptor), and detection of protein glycation damage by high

glucose (receptor for advanced glycation end products).

The first approach to analyzing freeze-induced gene expression in vertebrates involved screening

of a cDNA library prepared from liver of wood frogs that were frozen for 24 h at –2.5°C. Differ-

entially screening with 32P-labeled single-stranded total cDNA probes from liver of control (5°C-

acclimated) vs. frozen frogs revealed several freeze-responsive cDNA clones. Two were identified

as the α and γ subunits of fibrinogen, the terminal protein of the clotting cascade (Cai and Storey, 1997a); another encoded the ADP/ATP translocase ( Aat
 ), which mediates the exchange transport

of ADP and ATP across the inner mitochondrial membrane (Cai et al., 1997); and a third, named


fr10
 , could not be identified, but its cDNA sequence encoded a small protein of 90 amino acids

with a molecular weight of ~10 kD (Genbank accession number U44831; Cai and Storey, 1997b).

The deduced amino acid sequence of the FR10 protein has an N-terminal region of 21 residues

that contains ~80% hydrophobic residues and a potential export signal sequence (LALVVLVI-

AISGL). This signal may also allow the exportation of FR10 from cells into the blood for a

cryoprotective purpose. The predicted secondary structure of FR10 includes long sections of α

helix as well as coiling structures distributed in four narrow regions and β sheet structures in the

N-terminus.

Northern blots were used to gain information on the expression patterns of all four genes in

wood frog liver. The genes for the two fibrinogen subunits showed coordinate expression over a

time course of 24 h freezing exposure at –2.5°C followed by 24 h thawing at 5°C (Figure 7.6).

The mRNA transcript levels of both subunits rose by more than threefold after 8 h freezing and

remained at ~70% of this maximum after being frozen for 24 h (Cai and Storey, 1997a). When
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FIGURE 7.7
 Organ-specific effects of freezing on the levels of fr10
 (A), fibrinogen α (B), and fibrinogen γ

(C) mRNA transcripts in wood frogs. Controls (open bars) were held at 5°C; frozen frogs (solid bars) were held at –2.5°C. Total RNA was isolated from each tissue, and transcript levels were analyzed via Northern blots followed by autoradiography and densitometry. (Data compiled from Cai and Storey [1997a] and Cai

et al. [1997].)

frogs were thawed, however, fibrinogen transcript levels fell and returned to near control values

within 24 h. The expression pattern of Fr10
 transcripts was similar (Cai and Storey, 1997b), but


Aat
 transcript levels followed a different course. After 8 hours of freezing, Aat
 transcripts had risen by 4.5-fold, but these transcripts declined again with longer freezing and were lower than controls

after thawing. Immunoblotting showed that AAT protein levels lagged behind the changes in

transcript levels, with the maximum increase in protein content being about twofold after 24 h of

freezing (Cai et al., 1997).

Northern blots also revealed organ-specific patterns of gene upregulation. Fr10
 distribution was

particularly interesting because transcripts were found in all eight organs tested, with much higher

levels in tissues from frozen frogs vs. controls, except for kidney and muscle (Figure 7.7a; Cai and

Storey, 1997b). This indicates that FR10 may have a universal role in the freezing protection of

frog organs, and this has made it a target of continuing study in our lab. In contrast, a much narrower

distribution of fibrinogen α and γ mRNA transcripts was found (Cai and Storey, 1997a). Frog liver

showed the highest transcript levels in line with data that show that the synthesis of this plasma

protein is liver-specific in mammals. Interestingly, low levels of fibrinogen transcripts that were

upregulated during freezing were also found in lung, bladder, and gut (Figure 7.7b and 7.7c). The
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organ distribution of Aat
 transcripts was quite different, with elevated mRNA levels in liver, lung, and bladder during freezing; reduced levels in kidney, heart, and gut; and no change in brain and

muscle. Western blots revealed that AAT protein levels followed much the same pattern (Cai et al.,

1997).

Recent studies have documented the expression of two other novel, freeze-inducible genes in

wood frogs, both initially detected by screening of a liver cDNA library (McNally et al., 2002,

2003). The gene li16
 encodes a protein of 115 amino acids, whereas fr47
 encodes a 390-amino acid protein (Genbank accession numbers AF175980 and AY100690). Predicted molecular masses

are 12.8 and 45.7 kDA, respectively, and Western blotting using antibodies raised against the C-

terminal peptides of the proteins showed crossreaction with proteins of 14 and 47 kDA. During

freezing at –2.5°C, mRNA transcript levels of both genes rose progressively to levels that were

3.7- and 5.1-fold higher than controls for li16
 and fr47
 , respectively. Li16 and FR47 protein levels also rose, reaching 2.4- and 1.6-fold higher than control values in liver after 24 h of freezing. Both

proteins continued to accumulate during the early hours of thawing, reaching peak amounts that

were 2.2- to 3.5-fold higher than in 24-h-frozen liver after 2 to 4 h of thawing at 5°C. In addition

to liver, Li16 was detected in gut and heart, with particularly high levels in heart of 24-h-frozen

frogs (4.4-fold above controls; McNally et al., 2002). FR47 was not found in R
 . sylvatica
 organs other than liver. However, it was detected in liver of other freeze-tolerant frogs ( P
 . crucifer
 , H
 .


versicolor
 ) but not in freeze-intolerant species ( R
 . pipiens
 , S
 . couchii
 ).

Similar to FR10, the functions of Li16 and FR47 are not yet known, but the three novel proteins

each have distinct patterns of transcript and protein accumulation during freeze–thaw, organ dis-

tribution, structural characteristics (e.g., Li16 has a transmembrane region from amino acids 1 to

21, whereas FR47 has a hydrophobic region near the C terminus), and patterns of responsiveness

to dehydration and anoxia stresses that indicate that each have distinct functions in freeze tolerance.

The latter parameter (response to dehydration or anoxia) is proving to be very useful for charac-

terizing all freeze-responsive genes.

Freezing causes multiple stresses on cells and organs, including ischemia and dehydration, and

one way to determine the functions of the genes/proteins that are upregulated by freezing is to

assess gene responses to the individual component stresses of freezing. Analysis of mRNA transcript

levels in organs from frogs given dehydration or anoxia stresses revealed that two types of responses

were found. Aat
 , li16
 , and fr47
 transcripts in liver rose strongly under anoxic conditions but showed low ( li16
 , fr47
 ) or no ( Aat
 ) response to dehydration or rehydration (Cai et al., 1997; McNally et al., 2002, 2003). Western blotting also revealed a very strong increase in Li16 protein during anoxia,

but surprisingly, FR47 protein did not increase under anoxia or aerobic recovery. This indicates

that AAT and Li16 proteins probably have primary roles to play in anoxia/ischemia resistance,

whereas FR47, although inducible by anoxia, may be regulated posttranscriptionally and have a

function only during freeze-induced ischemia. In contrast, both fibrinogen and fr10
 transcripts were upregulated just as strongly during dehydration as during freezing, but transcripts were downregulated and virtually undetectable after as little as 30 min of oxygen deprivation (Cai and Storey,

1997a, 1997b). Therefore, both fibrinogen and FR10 may have roles in dealing with some aspect

of water balance during freezing that could include functions in cell volume regulation or in the

accommodation of extracellular ice. Interestingly, new data from plant studies has identified multiple

genes that respond to both freezing and dehydration stresses (Thomashow, 1999; Warren et al.,

2000), and this shows that in both plant and animal systems there is suite of genes that respond to

the common problems of water balance, volume regulation, and membrane stabilization presented

by both stresses. Indeed, a common response element has been found in the 5′ untranslated region

of a variety of genes from plant species that display cold-hardiness, drought-resistance, or both. In


A
 . thaliana
 , for example, the CRT/DRE (cold repeat/drought-responsive element) is present in genes that are cold-induced, and a transcription factor (CRT binding factor [CBF]) that binds to

this element has been found (Thomashow, 1999; and see Chapter 5). However, the CBF gene itself

responds only to freezing, whereas another transcription factor (DRE binding protein [DREB])
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responds to dehydration signals. Thus, two different environmental stresses, acting via two different

transcription factors, can activate the same set of freezing/dehydration responsive genes that have

roles in regulating problems common to the two stresses. It is highly probable that a similar system

is at work to regulate freezing- and dehydration-responsive genes in wood frog organs, and a study

of the regulatory elements present in the 5′ region of freeze-responsive genes should allow us to

begin to explore the signal transduction pathways operating in the nucleus to regulate freeze-specific

gene expression.

Analysis of the signal transduction pathways involved in gene expression provides another way

to gain insights into the function of novel freeze-responsive genes. Wood frog liver slices were

incubated with second messenger analogues of protein kinase A (dibutyryl cAMP), protein kinase

G (dibutyryl cGMP), or the activator of protein kinase C (phorbol 12-myristate 13-acetate) in both

time-course and dose-dependency studies, and the expression patterns of li16
 and fr47
 transcripts were assessed (McNally et al., 2002, 2003). The data showed that li16
 transcript levels were elevated only in incubations that stimulated protein kinase G (by about twofold), whereas fr47
 transcript

levels responded only to protein kinase C stimulation (a two- to threefold increase). These results

provide a gateway for further studies of the regulation of each protein, for identification of protein

role, and for linking the function of these novel proteins to other proteins that are regulated by the

same signal transduction pathway. In a broader context, when taken together with the known role

of protein kinase A in cryoprotectant synthesis and the freeze-stimulation of MAPK pathways,

these data also illustrate an important principle: Natural freeze tolerance is a multifaceted process

that involves multiple signal transduction pathways in the cell and that requires diverse signal-

specific protein responses, each of which undoubtedly deals with a different type of freeze-induced

stress on cells.

Whereas the roles of AAT, FR10, FR47, and Li16 in freeze tolerance are still being studied, a

probable function for fibrinogen upregulation can be suggested by its known role in repairing tissue

injury. The regulation and function of fibrinogen is well known in mammalian systems. This acute-

phase plasma protein is synthesized by liver and secreted into the plasma; production is stimulated

by stresses including infection, inflammation, and tissue injury (Huber et al., 1990). The protein

has two halves, each made of three subunits (Aα, Bβ, and γ), and as the final step in the coagulation

cascade, thrombin cleaves near the N-termini of the Aα and Bβ chains to release the A and B

fibrinopeptides and expose sites for polymerization into the fibrin mesh of a growing blood clot.

Notably, although our first study retrieved clones for just the α and γ fibrinogen subunits (Cai and

Storey, 1997a), in new work we have isolated clones encoding the β and γ subunits of fibrinogen

when a liver cDNA library made from glucose-loaded frogs was screened (K.B. Storey, unpublished

data). Hence, coordinate expression of all three subunits appears likely as a response to freezing,

dehydration, and high glucose. Freeze-stimulation of fibrinogen biosynthesis could prepare wood

frogs to deal with any internal bleeding injuries that are evident on thawing, such as might result

from ice damage to capillaries.

However, the question could be asked: Why is fibrinogen gene expression upregulated during

freezing when its benefit is probably related to thawing? Although experimental testing is still

needed, we propose that this anticipatory response occurs because the postthaw recovery of many

body functions is slow. The normal mechanisms of interorgan signaling (hormone transport by

blood, nervous stimulation) are cut off during freezing and may be impaired for a considerable

time postthaw. Recall that it can take many hours after thawing to restore the coordinated neuro-

muscular responses needed for posture and locomotion in wood frogs. If similar delays occurred

in the detection and response to internal bleeding injuries during thawing, then frogs could be at

high risk during the early hours postthaw. By using a freezing trigger to initiate the synthesis of

clotting proteins (or other gene responses) whose probable function is linked with metabolic

recovery during thawing, frogs’ cells and organs are primed with the mRNA transcripts or the

newly synthesized proteins that will be most needed immediately after thawing.
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7.7 CONCLUSIONS


Despite all that is already known about vertebrate freeze tolerance, much more remains to be

learned. One focus of continuing research in our lab is the role of gene expression in modifying

the protein complement of organs to protect cells during freezing and to modify their metabolism

to support long-term homeostasis in the frozen state. To that end, we are studying small proteins,

such as FR10 and others, that seem to have roles in freeze-induced signaling; we are analyzing the

5′ untranslated regions of freeze upregulated genes to look for common transcription-factor binding

sites that could then lead to identification of a freeze- or dehydration-specific transcription factor;

and we are assessing the control of ribosomal translation from several different approaches. We

are also pursuing studies of the regulation of membrane ion-motive ATPases, which, because they

consume a huge fraction of total cellular ATP, must be closely controlled as a means of ischemia

resistance in the frozen state and because the reinstatement of these activities after thawing is

critical for the recovery of nerve and muscle function. Most metabolic and gene studies to date

have focused on liver, but clearly all organs must have their own programs of freeze response and

freeze protection that set them up to endure the multiple stresses imposed by freezing. The remaining

challenges are exciting!
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8.1 INTRODUCTION


In this chapter, “life in the frozen state” will be extended to “life in the frozen and dehydrated

state,” as desiccation is, for microorganisms, as important and challenging a stress as freezing.

Moreover, to develop strategies for long-term preservation methods under conditions in which the

metabolism of microorganisms is inhibited (e.g., cryopreservation and lyophilization), it is neces-

sary to understand the principles by which they counteract both these threats.

The processes occurring in the cell in response to osmo-, desiccation-, heat-, and to a lesser

extent, cryo-stress resemble those occurring during sporulation. These processes are summarized

in Figure 8.1. Sporulation is induced at the end of the exponential growth phase and during

starvation, when nitrogen and carbon sources become depleted. Under these conditions, fungi and
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FIGURE 8.1
 Processes occurring in a fungal cell during sporulation.

yeasts switch to a state of dormancy by production of (asexual) conidia or (sexual) spores. In former

mentioned propagules, the metabolism is arrested by converting the cytoplasm into the glassy state

by reducing the moisture content. In the dried propagules, the cellular components, especially the

membranes and proteins, must be protected from denaturation. Therefore, sporulation is accompa-

nied by the production of compounds protecting the membranes and the proteins. The dissacharide

trehalose protects membranes during dehydration (see also Section 8.2.1), heat-shock proteins

(HSPs) restore denaturated proteins and degrade irretrievably damaged proteins (see also Section

8.2.3), and polysaccharide or glycoprotein capsules prolong dehydration during drying and accel-

erate rehydration (see also Section 8.2.5).

Because the cellular contents of conidia and spores must be in the glassy state, the compounds

protecting the membranes and the proteins must have a high glass-transition temperature ( T
 ). T


g

g

is the temperature at which the glassy state of a compound melts. For instance, in many fungi,

trehalose is produced to protect the membranes because this disaccharide forms a stable glass with

a relative high T
 (see also Chapter 21). Also important is the switch from the production of glycerol, g

which has a very low T
 , to that of arabitol in xerophilic yeasts and mannitol in filamentous fungi.

g

Glycerol is the preferred osmolyte in hyphae and cells of growing fungi; higher polyols such as

arabitol, erythritol, and mannitol become the predominant compatible solutes that accumulate in

sclerotia, fruiting bodies, spores, and conidia next to trehalose because they have a significantly

higher T
 than glycerol.

g

Interestingly, the primary function of the production and concomitant mobilization of trehalose

and compatible solutes like glycerol might have been to serve as a futile cycle (Blomberg, 2000;

Hottiger et al., 1987b). A futile cycle is introduced in the glycolysis under growth-inhibiting

conditions. It serves to break down glucose, ATP, and reducing equivalents like NADH , whose

2

ongoing production during growth inhibition becomes very deleterious. As it turned out, in the

course of evolution, these compounds also proved to be very useful in protecting the membranes

and the proteins during freezing and desiccation.

In an introductory section, the reactions of the most important classes of fungi and yeasts

(Ascomycetes, Basidiomycetes, Zygomycetes, and Oomycetes) to cold-, heat-, desiccation-, and

related osmo-stress will be dealt with. As mentioned before, this involves production of trehalose,

(other) compatible solutes, HSPs, polymers (glyco-proteins and polysaccharides), pigments, and

alterations of the membrane.

This introductory part will be followed by a section in which previously mentioned adaptations,

through preconditioning, can be applied to improve survival after preservation. The final section

deals with preservation (cryopreservation and lyophilization) of microorganisms.
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8.2 THE STRESS RESPONSES OF FUNGI AND YEASTS



8.2.1 TREHALOSE


The disaccharide trehalose is widespread among fungi and yeasts (Thevelein, 1984) and can reach

28–30% (Feofilova, 1992) of the spore dry weight. Trehalose is produced during periods of reduced

growth; for example, at the end of the exponential growth phase and during starvation, when

nitrogen, carbon, P, and S sources become depleted. During germination, trehalose is metabolized.

Because of the large quantities produced in conidia and spores and the rapid degradation of the

compound during germination, it was generally regarded in the past to act as a reserve carbohydrate

to provide energy during germination (Lillie and Pringle, 1980). At present, it is thought that

trehalose is also involved in protecting the propagules against environmental-stress conditions,

especially those conditions associated with desiccation and elevated environmental temperatures

(Laere, 1989; Wiemken, 1990). The protection mechanisms of trehalose are various: it acts as a

compatible solute, it is an excellent protector of the membranes and the proteins, and it protects

the membranes during dehydration by hydrogen bonding to the phospholipid head groups (Crowe

et al., 1984, 1985a, 1987, 1990). This interaction increases head group spacing, hence lowering

the transition temperature of the phospholipids (Crowe et al., 1985b). By this so-called water-

replacement mechanism, the transition of the membrane from the liquid crystalline to the gel is

omitted. Various ways are proposed as to how trehalose should protect proteins. Timasheff and his

colleagues provided evidence that the saccharides stabilize proteins during cooling because the

saccharides are preferentially excluded from the surface of the proteins in aqueous solution

(Arakawa and Timasheff, 1982; Back et al., 1979; Carpenter and Crowe, 1988). The saccharides

repel the hydrophobic parts of the amino acid chains, thus preventing unfolding of the protein at

the melting temperature. Allison et al. (1999) stated that hydrogen bonding between the saccharide

and the protein in the final stages of desiccation is required to inhibit dehydration-induced protein

unfolding (Allison et al., 1999). Singer and Lindquist (1998a, 1998b) suggested that the trehalose

helps to suppress aggregation of denaturated proteins after a heat shock by binding to partially

folded stages. Here another reason for the previously mentioned rapid hydrolysis of trehalose during

germination becomes obvious. Because HSPs will promote the final refolding of the denaturated

proteins (see Section 8.2.3), binding of trehalose to these partially denaturated proteins should be

temporary to not interfere with this refolding process.


8.2.2 COMPATIBLE SOLUTES


In response to dehydration and osmo-stress in general, microorganisms—in addition to excluding

the stress solute—produce compatible solutes to generate the appropriate cytoplasmic solute poten-

tial so that turgidity can be maintained. A compatible solute is characterized as an osmolyte whose

presence even at high concentrations does not lead to enzyme inhibition or inactivation. It can be

accumulated by endogenous production or by uptake from the medium. With the exception of

proline and trehalose, most compatible solutes of fungi are polyhydroxyalcohols. Besides acting

as an osmolyte, these polyhydroxyalcohols, similar to the saccharides, stabilize proteins by the

mechanism of preferential exclusion (Arakawa and Timasheff, 1982; Back et al., 1979; see also

Section 8.2.1). For instance, exclusion of glycerol from the hydration shell around the protein

minimizes protein–solvent interactions, thus preventing protein unfolding (Gekko and Timasheff,

1981).

Glycerol is the most common compatible solute produced when a salt stress is imposed on

actively growing mycelium (or cells) of almost all fungi and yeasts (except the Oomycetes and the

Chytridiomycetes; Hocking, 1993). Other polyols produced by these organisms are mannitol,

arabitol, erythritol, D-threitol, xylitol, dulcitol, sorbitol, volemitol, ribitol, and galactitol (Blomberg
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and Adler, 1992; Lewis and Smith, 1967). With respect to the polyols produced, a distinction can

be made according to the growth phase of the organism and the type of fungus. Glycerol is produced

in growing mycelium to generate a sufficiently high cytoplasmic solute potential, as hyphal tip

extension requires a positive turgor pressure relative to that of the external environment (Luard and

Griffin, 1981). However, when organisms enter the stationary phase and start to sporulate, glycerol

disappears and higher polyols, for example, mannitol in spores and conidia of most Ascomycetes

and Basidiomycetes and arabitol, and small amounts of erythritol in xerophilic (and halophilic)

yeasts (Blomberg and Adler, 1992; Brown, 1978), become the predominant compounds. For exam-

ple, when the marine yeast Debaryomyces hansenii
 was grown in a medium with high salinity,

glycerol was the dominant solute accumulated in the log phase, whereas arabitol was the dominant

solute in the late exponential and stationary phase. These higher polyols, which are less permeable

and are thus easier to retain and that have significantly higher T
 than glycerol, could be regarded g

as the compatible solutes for spores and conidia. In addition, they also protect their proteins against

dehydration effects.

Zygomycetes produce the same polyols as the Ascomycetes and the Basidiomycetes except for

mannitol (Blomberg and Adler, 1992). In addition, proline can be accumulated in this class of fungi

(Luard, 1982).

Oomycetes produce few or no polyols (Luard, 1982; Pfyffer et al., 1986). Instead, proline is

accumulated when these organisms are subjected to osmotic stress. It is not surprising that the

Oomycetes produce compatible solutes differing from those produced by the other fungi. Although

the Oomycetes are classified in the kingdom of the fungi, they are more related to the algae, most

probably representing a group of pigmentless algae. Proline is also an important compatible solute

produced by algae (Brown, 1978).

Apart from serving as compatible solute, polyols may have other roles in fungi. They might,

like trehalose, serve as carbohydrate reserves, as translocatory compounds, as a storage for reducing

power, being more reduced than saccharides (Hocking, 1993), and serve in futile cycles (Blomberg,

2000; Hottiger et al., 1987b) (see also Section 8.1).


8.2.3 HSPS


All organisms including fungi, yeasts, bacteria, and even viruses respond to sublethal elevated

temperatures with the production of HSPs. These proteins help organisms to survive higher,

otherwise lethal, temperatures. The proteins are classified according to their molecular weight. In

general, these proteins have protease activity or interact with other proteins to facilitate their proper conformational folding, their assembly into protein complexes, and their translocation into target

organelles. Because of these functions, this group of HSPs is usually referred to as molecular

chaperones. Many of them are produced constitutively and play a role in the development of the

organism. After a heat shock, their role is extended to prevent and repair protein aggregation damage

or to promote the degradation of irretrievably damaged proteins (Feofilova, 1992; Lindquist and

Craig, 1988; Plesofsky-Vig and Brambl, 1993). For example, the 104-kD HSP, induced in Saccha-



romyces cerevisiae
 after a heat shock and in sporulating cells of the stationary phase, promotes the final refolding of denaturated proteins. In this process, trehalose suppresses aggregation by temporarily binding to the denaturated protein to maintain it in the partially folded state until final

refolding can take place (Singer and Lindquist, 1998a; see also Section 8.2.1).

A 98-kD HSP of Neurospora crassa
 is associated with polyribosomes, particularly the large

ribosomal unit (Vassilev et al., 1992). Because ribosome production is very sensitive to heat shock,

it is speculated that the related 110-kD HSP, which is induced in mammalian cells in response to

elevated temperatures, serves to protect the ribosomes (Lindquist and Graig, 1988).

A 70-kD HSP of S
 . cerevisiae
 might assist to repair denaturated proteins by binding and

subsequently releasing them to disrupt aggregated or improperly folded proteins (Lindquist and

Graig, 1988).
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Ubiquitin, which is produced by S
 . cerevisiae
 after heat shock as well as constitutively, binds to other proteins, thereby marking them for ATP-dependent proteolysis. During stress it might be

involved in the proteolysis of denaturated proteins (Seufert and Jentsch, 1990).


8.2.4 THERMAL-HYSTERESIS PROTEINS


In addition to HSPs, thermal-hysteresis proteins are produced by some fungi. They were isolated

from fruiting bodies of Flammulina velutipes
 , Pleurotus ostreatus
 , and Coriolus versicolor
 , collected in early March. Thermal-hysteresis proteins depress the freezing temperature of water by a

noncolligative mechanism while not lowering the melting temperature. This phenomenon, in which

a difference is created between freezing and melting temperatures, is called thermal hysteresis

(Duman et al., 1993).


8.2.5 POLYSACCHARIDES AND GLYCOPROTEINS


To protect themselves against adverse environmental conditions like freezing and desiccation, fungi

and yeasts also synthesize extracellular polysaccharides, mainly glucans and mannans, and glyco-

proteins. These polymers are excreted, often in large quantities, into the space beyond the cell wall.

In liquid medium, they are loosely bound to the cell wall in the form of a capsule or mucilage.

They protect the outside of conidia, spores, and fruiting bodies of mushrooms. For example, ripening

of ascospores and conidia in the fruiting bodies of Ascomycetes and Coelomycetes, respectively,

is often recognized by the extrusion of these propagules in a drop of slime. Likewise, encapsulation

of the yeast Cryptococcus magnus
 is favored by low incubation temperatures (Golubev, 1991).

The prevalence of encapsulated organisms in the yeast soil flora of arid zones, and the increase

in their relative abundance in yeast flora of drained bogs, indicates that the capsule may act as a

cellular buffer system, preventing a too-rapid loss of water and providing a mechanism for efficient

rehydration of the cell. Yeast flora of poor habitats, such as Arctic and Antarctic soils and the

surface of tree bark, are exclusively or predominantly represented by capsule-forming species.

Moreover, encapsulated yeasts showed an increased resistance to desiccation as compared to

nonencapsulated ones (Golubev, 1991). Using encapsulated and nonencapsulated variants of Cryp-



tococcus diffluens
 , Aksenov et al. (1973) observed that the presence of a large capsule prolonged dehydration during the drying of cells—but accelerated rehydration.

Extensive studies have been done on bacterial extracellular polysaccharides for industrial

purposes; namely, xanthan from Xanthomonas campestris
 and dextran from Leuconostoc



mesenteroides
 (Sarkar et al., 1985). In fungi, the glucan formed around the hard, insoluble sclerotia of Sclerotium rolfsii
 is isolated for commercial purposes as scleroglucan (Compere and Griffith, 1981). The mucilage, which surrounds the sclerotia, contributes to resist desiccation, temperature

extremes, and irradiation. Other polysaccharides isolated from fungi and yeasts are pullulan from


Aureobasidium pullulans
 (Catley and Kelly, 1966) and glomerellan from Glomerella cingulata


(Sarkar et al., 1985).

Extracellular polysaccharides and glycoproteins of yeasts have been tested as cryoprotectants

of psychrophilic yeasts. Glycoproteins secreted by the yeasts Dipodascus australiensis
 (Breierová, 1997) and Rhodosporidium toruloides
 (Breierová and Kocková-Kratochvílová, 1992) proved to be

the most effective. Schizophyllan, a glucan produced by Schizophyllum commune
 (Steiner et al.,

1987 )
 , was tested by Berny and Hennebert (1991) for protective ability during freeze-drying.


8.2.6 PIGMENTS


Free radicals, produced during oxygen reduction, can cause damage to frozen (Fuller et al., 1988)

and desiccated (Dimmick et al., 1961) organisms because their half-life is increased in dehydrated

biological materials. Organisms have developed various defense mechanisms to protect themselves

against free radicals and the products of lipid oxidation. A mechanism is the production of enzymes
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like superoxide dismutase, catalase, peroxidase, glutathione peroxidase, peroxide dismutase, malate

dehydrogenase, and glutamate dehydrogenase (Breierová, 1994; Feofilova, 1994). In addition, free

radicals can be scavenged by pigments such as melanin and carotenoids (Lukiewicz, 1972). Pro-

duction of pigments in the cell walls of conidia and spores and in the walls of fruiting bodies is a

strategy of fungi to survive desiccation and exposure to sunshine. Pycnidia and perithecia, produced

on the surface of branches and twigs and fungi in tropical areas, are always melanized. Likewise,

cultures of melanin- or carotene-containing fungi are more resistant to lyophilization (Tan et al.,

1991b, 1994) and cryopreservation (Breierová et al., 1991).


8.2.7 MEMBRANES


In almost all organisms, including fungi and yeasts, decreasing the growth temperature results in

an increased degree of unsaturated fatty acids to maintain a high membrane fluidity (Feofilova,

1994; Prasad, 1985; Wassef, 1977). In Candida lipolytica
 (Kates and Paradis, 1973), N. crassa
 (Martin et al., 1981), Saccharomyces
 ssp. (Calcott and Rose, 1982; Tanaka et al., 1985), Rhodosporidium toruloides
 , and Mucor
 sp. (Funtikova et al., 1992) adaptation to low temperature was mediated by desaturation of the fatty acids. In the Oomycetes, stress adaptation is thought to involve

C20-polyunsaturation (Feofilova, 1994). In Mucor
 sp., N. crassa
 , and other fungi, the increased degree of unsaturation was accompanied by a decrease of the phosphatidyl-choline/phosphatidylethanolamine ratio, as well as by a decline in the total number of these two phosphatides. Another

way to increase the microviscosity of the membrane is by changing the isomer composition. For

example, ∆9,12-linoleic acid dominates Cunninghamella japonica
 lipids at low temperature,

whereas ∆6,9-linoleic acid is the main C18,2 isomer at 33°C (Feofilova, 1994). In this latter

organism, a related phenomenon, stress-induced trehalose accumulation, is also accompanied by a

change in the ratio of unsaturated to saturated lipids, with the level of the more unsaturated

phospholipids, particularly phosphatidylethanolamine, increasing. Moreover, when exposed to low

temperature, the degree of glycolipid unsaturation and the level of sterols were increased (Feofilova,

1992). Likewise, Calcott and Rose (1982) observed an increased survival of cryopreserved S.



cerevisiae
 when the cells were enriched in sterols.

Microviscosity of the lipid bilayer can also be enhanced by altering the acyl chain length. In


Candida tropicalis
 and S. cerevisiae
 , cultivation at low temperature results in production of fatty acids with shorter carbon chains (Feofilova, 1994).


8.2.8 ICE-NUCLEATING ACTIVITY


Fungi not only protect themselves against desiccation and freezing, but like some bacteria, they

take advantage of freezing by acting as ice nucleators. By this mechanism the supercooling capacity

of the host plant is reduced, and as a consequence, frost injury is exacerbated in the presence of

ice-nucleating activity microorganisms in the phyllosphere. Lichens of the genera Rhizoplaca
 ,


Xanthoparmelia
 , and Xanthuria
 show ice-nucleating activity. Within the fungal kingdom, ice-nucleating activity is demonstrated for Fusarium acuminatum
 and Fusarium avenaceum
 (Pouleur et al., 1992).


8.3 PRECONDITIONING


As can be concluded from the preceding sections, microorganisms have developed many mecha-

nisms to adapt themselves to environmental-stress conditions like desiccation and temperature and

osmotic stresses. Induction of one or several of these mechanisms by preconditioning can be used

to enhance freezing, thawing, and freeze-drying resistance. Actively growing microorganisms can

be cryopreserved, although cells of the late exponential phase and the stationary phase survive

freezing much better (Morris et al., 1988). Freeze-drying, which is a more severe stress, is much
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better survived by cells entering the stationary phase. Only the spores and conidia of filamentous

fungi, produced at the end of the exponential growth phase, survive freeze-drying. Trehalose and

compatible solutes like mannitol are produced in large quantities in these propagules. Moreover,

spores and conidia have a much greater capacity to undercool and to arrest crystal growth than

hyphae (Tan et al., 1991a). When studied by cryomicroscopy, ice crystals were observed to enter

the hyphae at spots at which the cell walls were broken as a result of mechanical damage that

occurred during preparation of the suspension. Subsequently, these crystals grew through the septal

pores until all the interconnected hyphae were crystallized.

Because sporulation is induced at the end of the exponential growth phase, when carbon and

nitrogen sources become limited, it is advisable to grow fungi on poor media before lyophilization.

Moreover, trehalose production is induced by carbon, nitrogen, phosphorus, and sulfur limitation

(Lillie and Pringle, 1980). Sporulation is also influenced by light conditions (wavelength and

alternation light/dark periods); blue light and ultraviolet light especially stimulate sporulation. In

addition, polysaccharide production by S. rolfsii
 was increased by growing cultures in white and

blue light conditions (Miller and Liberta, 1976).

Freezing and desiccation tolerance can be enhanced by exposing fungi and yeasts to a heat

shock before preservation. By shifting the temperature to 40 to 45°C, trehalose was accumulated

in cells of S. cerevisiae
 (Eleutherio et al., 1993; Hottiger et al., 1987a) and Schizosaccharomyces
 pombe
 (Virgilio et al., 1990) and in conidia of N. crassa
 (Neves et al., 1991), and concomitantly, freezing, desiccation, and thermo-tolerance was acquired. Another effect of exposing cells to a heat

shock is the production of HSPs (see also Section 8.2.3). Cryoprotection could be induced in S
 .


cerevisiae
 by exposing the cells to 43°C because the exposure resulted in production of HSPs of

97, 85, and 70 kD (Kaul et al., 1992a). Likewise, conidia of N. crassa
 were protected against

freezing injury by induction of HSPs after shifting the temperature to 45°C (Guy et al., 1986).

Increasing osmotic pressure induces the production of compatible solutes and trehalose (Volkov,

1994). Under moderate osmotic stress, glycerol is produced, making the cells more freeze resistant,

whereas under severe osmotic stress and during desiccation, trehalose accumulation is increased

(Hounsa et al., 1998; Lodato et al., 1999).

In addition to preexposure to high temperatures, preexposure to low temperatures enhances

survival after freezing. At the International Mycological Institute’s (IMI) collection of fungi in the

United Kingdom, all cultures are pregrown at 5°C before cryopreservation (Smith, 1982). Moreover,

preincubating cells at a low temperature increases survival after freeze-drying (Tan, unpublished

results). Although both cold and heat pretreatment enhance cell tolerance to low temperatures, only

heat pretreatment induces accumulation of intracellular trehalose (Diniz-Mendez et al., 1999).

Preincubation at a low temperature might provide protection against freezing injury by inducing a

33-kD protein, as is the case in yeasts (Diniz-Mendes et al., 1999; Kaul et al., 1992b). Moreover,

decreasing the growth temperature results in an increased degree of unsaturated fatty acids, so that

high membrane fluidity can be maintained during cooling (Feofilova, 1994).


8.4 CRYOPRESERVATION OF MICROORGANISMS


Microorganisms can be preserved by various methods. The optimal preservation methods are those

in which metabolism is arrested by application of low temperature (cryopreservation) or by dehy-

dration (lyophilization). Both methods are preferred to maintenance on agar slants. This method is

laborious, cultures can become infected, and repeatedly subcultured strains may degenerate.

Preservation of microorganisms is reviewed in Fennell (1960), Heckly (1978), von Arx and

Schipper (1978), Smith and Onions (1980), and Kirsop and Snell (1984; see also Chapter 15). The

method of cryopreservation was adopted for fungi by Hwang (Hwang, 1968; Hwang and Howells,

1968; Hwang et al., 1976) and has subsequently been introduced in most culture collections.

Technical details are described by Challen and Elliot (1986) and Stalpers et al. (1987).
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8.4.1 CRYOPROTECTANTS


Although survival has been obtained without the use of special protective additives, survival of

most fungi and yeasts is improved by adding a cryoprotectant. Penetrating as well as nonpenetrating

cryoprotectants have been tested. Most organisms were cryopreserved successfully with glycerol,

but dimethyl sulfoxide (Me SO) proved to be better for the more difficult strains (Hwang and

2

Howells, 1968; Hwang et al., 1976; Smith, 1983). Toxicity of Me SO can be reduced by the addition

2

of glucose (Smith, 1983). The saccharides glucose (Smith, 1983) and sucrose (Ohmasa et al., 1992)

solely did not provide cryoprotection, but yeast cells could be cryopreserved in 10% trehalose

(Breierová, 1994; Coutinho et al., 1988). Cryoprotection by sorbitol, proline, and the nonpenetrating

compounds polyvinylpyrrolidone (PVP; Ohmasa et al., 1992; Smith, 1983), hydroxyethyl starch

(HES; Malik and Hoffmann, 1989), and dextrin (Ohmasa et al., 1992) was tested, but results were

not superior to Me SO or glycerol. Ten percent polyethylene glycol proved to be a good cryopro-

2

tectant for Basidiomycetes (Ohmasa et al., 1992). When studying cryoprotective properties of

alcohols, Tan and Stalpers (1996), obtained high survival rates with 1,2-propane-diol and ethylene-

glycol. Although 1,2-butane-diol and 1,3-butane-diol are promising compounds on the basis of their

high glass-forming tendency (Boutron et al., 1986) they were too toxic. Likewise, ethanol and

methanol, which provide good cryoprotection to algae, were toxic, although Lewis et al. (1994)

obtained good cryoprotection of yeasts by ethanol and methanol. The protective ability of the last-

mentioned compounds was only obtained after rapid cooling and probably resulted from their

ability to induce increased membrane permeability, leading to more rapid water equilibration during

extracellular freezing. During slow cooling, both compounds acted as cryosensitizers. In the studies

by Lewis et al. (1994), propan-1-ol and butan-1-ol resulted in low cell viability, but propan-2-ol

showed some cryoprotection.

Analogous to viruses and bacteria, the addition of proteins like skimmed milk, serum, yeast

extract, and malt extract to the penetrating component was tested for filamentous fungi (Dahmen

et al., 1983; Hubalek, 1996; Smentek and Windisch, 1982). However, at present, most filamentous

fungi are cryopreserved in 10% glycerol solely, whereas 5 to 10% Me SO is used when results are

2

unsatisfactory with glycerol (Smith, 1982). Yeasts are cryopreserved in the former-mentioned

cryoprotectants or in mixtures of these penetrating protectants with saccharides and nonpenetrating

compounds like skimmed milk, yeast extract, peptone, serum, ficoll, and so forth (Hubalek, 1996).

Breierová et al. added glycoproteins and polysaccharides, excreted by selected yeast strains, to

Me SO with the purpose of cryoprotecting psychrophilic yeasts (Breierová, 1997; Breierová and

2

Kocková-Kratochvílová, 1992; see also Section 8.2.5). In addition alpha-tocopherol protected

cryopreserved yeasts against free radical damage (Breierová, 1994). To improve survival, organisms

can be preincubated at 5°C before cryopreservation (Smith, 1982).


8.4.2 COOLING RATE


The cooling rate should be chosen carefully. When cells are cooled rapidly, intracellular ice crystals

are produced, which is lethal. The production of intracellular ice crystals can be avoided by slow

cooling. At low cooling rates, the bulk of extracellular water crystallizes, leaving a highly concen-

trated solution. As a result of the increased concentration of the medium, the cells dehydrate.

Consequently, the cytoplasm becomes increasingly concentrated, resulting in a depression of the

freezing temperature. The only cells that survive freezing are those that are dehydrated to such

extent that ice crystallization is avoided completely (Morris, 1981). Unfortunately, prolonged

exposure to a hypertonic solution may lead to the denaturation of proteins. Moreover, too-extensive

shrinkage could result in loss of membrane material (Morris et al., 1983; Smith et al., 1986). When

the shiitake fungus Lentinus edodes
 was dehydrated, deletions in the plasma and nuclear mem-

branes, extracellular membrane-bound vesicles, and strands of membrane and cytoplasm between

cell wall and membrane were observed (Roquebert and Bury, 1993). Deleterious intramembrane
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FIGURE 8.2
 Survival of one- or more-celled spores after instantaneous cooling to –80°C and cooling at

–1°C/min.

particle aggregation and lamellar-to-hexagonal II phase transitions have been observed in tertiary

hyphae of mushrooms when inner surfaces of plasma membranes in the same hyphae were brought

into direct contact as a consequence of cellular deformation caused by the formation of extracellular

ice (Fujikawa, 1987, 1991). Therefore, according to the two-factor hypothesis of Mazur (1970),

each cell should be cooled at the rate at which the damaging effects of both slow and fast cooling

rates are minimized.

Optimal cooling rates depend on a number of parameters such as the size of the cell, perme-

ability of the membrane, and thickness of the cell wall. During a viability check of 18,000 fungal

strains, stored for up to 30 years in a lyophilized state at the Centraalbureau voor Schimmelcultures

in the Netherlands, survival was good except for the fungi that produced large (length > 20 µm)

or thick-walled spores. These results could be explained by the fact that the method to freeze-dry

bacteria, in which drying is preceded by fast freezing (e.g., spin freeze-drying), was adopted to

freeze-dry the fungal strains. When a group of 11 species of fungi producing spores of different

size and wall thickness were cooled at various rates, four categories could be distinguished:

organisms producing spores with one or more cells that were either thin-walled or thick-walled.

Small, one-celled, thin-walled spores (diameter < 4 µm; e.g., Trichoderma
 ssp., Penicillium
 ssp., Aspergillus
 ssp.) survived instantaneous and slow cooling equally well. In contrast, survival of thin-or thick-walled spores with more cells and of one-celled thick-walled spores was significantly better

when spores were cooled at –1°C/min, because these propagules dehydrated very slowly (Figure

8.2; Tan et al., 1994).

Optimal cooling rates can best be established with the aid of a cryomicroscope. In the Bio-

technological Action Programme, sponsored by the Commission of the European Community,

optimal cooling rates were estimated by this method for a group of 20 fungi (Smith et al., 1990).


8.4.3 VIABILITY


A comprehensive overview of viability after cryopreservation for the various species of microor-

ganisms is presented by Hubalek (1996). When Smith studied the recovery of 3004 fungi that had

been stored in liquid nitrogen at the IMI collection for up to 13 years, negative results were mainly

obtained in the Chytridiomycetes, Hyphochytridiomycetes, and Oomycetes (Smith, 1982). The

coenocytic mycelium of these organisms, lacking cross-septa, are very sensitive to any mechanical
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damage sustained during preparation before preservation. The cryosensitive Oomycetes require

careful optimization of the cooling rate. Slow cooling proved to be better than rapid cooling

(Dahmen et al., 1983; Nishii and Nakagiri, 1991a; Xu and Huang, 1987), although –1°C/min was

not the optimal cooling rate for all Oomycetes. When studied by cryomicroscopy, Achlya ambisex-



ualis
 showed optimal recovery at –9°C/min, Phytophthora
 ssp. at rates between 3° and 11°C/min, Pythium aphanidermatum
 at –8° to –29°C/min, and Saprolegnia parasitica
 at –10°C/min (Smith et al., 1990). Within the Oomycetes, survival of the terrestic Peronosporales ( Sclerospora
 , Pythium
 , Phytophthora
 ) was superior to that of the aquatic Saprolegniales (e.g., Achlya
 , Saprolegnia
 , Aphano-myces
 ). Best survival was obtained by Sclerospora
 ssp. followed by Phytophthora ssp
 . and Pythium
 ssp., respectively (Smith, 1982). Agar discs derived from the central part of a colony were preserved

more successfully than those from the edge of the colony (Nishii and Nakagiri, 1991b). Thawing after

cryopreservation at +30°C for 5 min yielded better results than thawing at +40°C for 3 min.

Downy mildew fungi—obligate plant pathogens belonging to the Peronosporales—were infec-

tive after cryopreservation of infected host tissue or (zoo) sporangia with or without cryoprotectant

(Dahmen et al., 1983; Gulya et al., 1993).

Ascomycetes (Ito, 1991; Smith, 1982; Yokoyama and Ito, 1984) and yeasts (Hubalek and

Kocková-Kratochvílová, 1982; Kirsop and Henry, 1984; Mikata and Banno, 1987; Smentek and

Windisch, 1982) survive cryopreservation very well. When tested by Smith of the IMI collection

of the United Kingdom, negative results were only obtained for the Loculoascomycetes (Smith,

1982), although Yokoyama and Ito of the Institute of Fermentation in Osaka scored high viability

of all 1096 Ascomycetes tested, including the Loculoascomycetes (Yokoyama and Ito, 1984). Even

the powdery mildew Erisyphe cichoracearum
 and Podosphaera leucotricha
 proved to be infective after cryopreservation (Dahmen et al., 1983). The 22,000 Ascomycetes and related hyphomycetes

of the Dutch Collection of the Centraalbureau voor Schimmelcultures are stored successfully at

–135°C. Failures are only encountered for some auxotrophic pathogenic strains belonging to the

dermatophytes. In addition, isolates that are difficult to grow and that form small, waxy sterile

colonies tend not to survive cryopreservation.

Zygomycetes (Smith, 1982; Yokoyama and Ito, 1984; Zhz and Li, 1987) and Basidiomycetes

(Challen and Elliott, 1986; Ito and Nakagiri, 1996; Smith, 1982) generally show a high viability

after cryopreservation. Within the Zygomycetes, the lowest viability was obtained with the Ento-

mophthorales ( Basidiobolus
 , Conidiobolus
 ); the lowest survival of the Basidiomycetes is recorded for the ecto-mycorrhizal cultures.

Loegering et al. (1966) succeeded in cryopreserving uredospores of the Basidiomycetous

obligate parasitic rust fungi Puccinia graminis
 f. sp. tritici
 .


8.5 LYOPHILIZATION


Freeze-drying of microorganisms has been reviewed by Haskins (1957), Meryman (1966), MacKenzie

(1977), Heckly (1978), Jennings (1999), and Rey and May (1999). Although sterile mycelia have been

dried (Croan, 2000; Tan et al., 1991a, 1991b), spores and conidia survive freeze-drying much better.


8.5.1 LYOPROTECTANTS


During freeze-drying, cells are suspended in a lyoprotectant. This lyoprotectant includes a macro-

molecule, which serves as a bulking agent, and a saccharide to protect the membrane. In a hydrated

cell, water is hydrogen-bonded to the phospholipid head groups, yielding space for the fatty-acid

acyl chains to be mobile (liquid-crystalline membrane). When the water is removed, a phase

transition of the membrane to the gel phase will take place. Because the lipid components of most

biological membranes are heterogeneous, they undergo phase transitions over a wide range of

temperatures. As a consequence of the coexistence of solid and still fluid lipids, the proteins can

no longer be anchored in the correct topography in the lipid bilayer structure. They start to drift
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through the still-fluid parts of the membrane, resulting in aggregation of intramembraneous parti-

cles. In addition, during reheating, nonlamellar structures can be formed, leading to cell leakage

(Morris, 1981). Membranes are protected during freezing and drying against this transition by

saccharides (see also Section 8.2.1). The saccharides replace water by hydrogen bonding to the

phospholipid head groups (Crowe et al., 1984, 1985a, 1987, 1990). This interaction increases head

group spacing, resulting in a lower transition temperature of the phospholipids (Crowe et al., 1985b).

Disaccharides are found to be optimal, especially trehalose, which fits best within the membrane

structure. The saccharide component of the protectant can enter the cells when they are forced

through their phase transition by cooling. Then the cells become leaky and the saccharide can flow

down its concentration gradient into the cell (Leslie et al., 1995). Precaution should be taken to

avoid phase transitions during cooling as well as during rehydration. In S. cerevisiae
 , the temperature of the dry gel-to-liquid crystal phase is lowered by trehalose from around 60° to 40°C, and therefore,

the dried cells of this yeast must be rehydrated above 40°C to avoid passing through a phase

transition during revival (Leslie et al., 1994).

Denaturation of proteins can be diminished by adding saccharides or amino acids to the

protectant (Arakawa and Timasheff, 1982; Back et al., 1979; Carpenter and Crowe, 1988). Both

types of compounds stabilize the proteins during cooling because they are preferentially excluded

(see also Section 8.2.1) from the surface of the proteins in aqueous solutions. They repel the

hydrophobic parts of the amino acid chains, thus preventing unfolding of the protein at the melting

temperature. Hydrogen bonding between saccharides and proteins in the final stages of desiccation

is required for stabilization of the dried proteins (Allison et al., 1999).

The amino acid Na-glutamate is frequently added to the lyoprotectant to dry microorganisms.

With fungi and bacteria, raising the concentration of Na-glutamate up to 5% increased survival

rates considerably. Obviously, this relative high concentration of Na-glutamate was necessary to

optimally stabilize the proteins. Moreover, in this protectant, organisms are dried more gently,

leaving the tertiary structure of the membranes and the proteins better situated.

Independent of the method of freeze-drying, denaturation of a number of the proteins after

freeze-drying can never be avoided. To remove these proteins, the addition of 10% activated charcoal

to the protectant will result in binding the often-toxic denaturated proteins (Malik, 1990).


8.5.2 THE FREEZE-DRYING PROCESS


During lyophilization, both the microorganisms and the protectant are converted into a glass. In

the cooling step preceding drying, the bulk of extracellular water crystallizes, and consequently,

the cells are dehydrated. At the beginning of the primary drying phase, the dehydrated cells,

surrounded by the lyoprotectant so viscose that it is a glass (Franks, 1990), are embedded in ice

crystals. During primary drying, the ice crystals are evaporated, leaving the glass interwoven with

channels. The channels facilitate the resorption of water when the dried pellet is dissolved again.

Moreover, during the transition from the primary to the secondary drying phase and during the

secondary drying phase, water is evaporated through these channels from the glassy matrices of

the protectant and cell, making them even more viscous. Because viscosity in the protectant and

the cells increases during secondary drying, the temperature at which their glasses are stable

increases concomitantly. At the end of the secondary drying phase, when only 1 to 2% moisture

is left, glasses that are stable at room temperature are formed both in the protectant and in the cells,

and the organisms can be stored. A glass is ideal to store the dried organisms because the molecules

are immobilized, and therefore there is no chemical or enzymatic activity. In addition, the molecules

are arranged in an unordered structure, allowing them to bind to the membranes and the proteins.

The temperature applied during freeze-drying should always remain below the glass transition

temperature ( T
 ) curve to avoid collapse of the glass. When dried above the T
 , the cells are liquid-g

g

dried, resulting in an enormous denaturation of the proteins. Moreover, the channel structure is lost

when the glass melts, and consequently the water vapor cannot be removed anymore. Therefore,
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TABLE 8.1



Glass Transition Temperatures of



Mixtures of 5% Dextran plus 7%



Saccharide, Freeze-Dried to 2% RMC


Glucose

41

Inositol

51

Sucrose

78

Maltose

91

Trehalose

93

Lactose

94

Raffinose

112

the freeze-drying protocol should best be established with the aid of a differential scanning calo-

rimeter (Hatley, 1990) or a freeze-drying microscope (Tan et al., 1998).

Freeze-dried organisms can be stored successfully below the T
 (Franks, 1990). Above T
 , water g

g

mobility increases, and the product consequently deteriorates. To facilitate freeze-drying and to

make sure that the T
 of the dried product is above the storage temperature, constituents of the

g

lyoprotectant should have high T
 s. Therefore, the effectiveness of the various saccharides depends, g

in addition to their hydrogen bonding capacity, on their T
 s (Tan et al., 1995; see also Chapters 20

g

and 21). When spores of fungi were freeze-dried with various types of saccharides, it was observed

that the ranking order of survival rates after storage at 30°C (Figure 8.3) corresponded with the

respective T
 values (Table 8.1). Pellets containing the small molecules of the monosaccaride

g

glucose or the sugar alcohol myo-inositol showed an onset of the glass-transition curve at or below

30°C when the pellets were dried to 2% RMC. Likewise, viability of propagules dried in these

protectants decreased immediately after freeze-drying or after storage at 30°C. Viability was optimal

with lactose, followed by trehalose, maltose, and sucrose. Likewise, T
 values were highest for

g

lactose and trehalose, followed by maltose and sucrose. In nature, the nonreducing disaccharides

trehalose and sucrose play an important role. Trehalose, showing a relatively high T
 , is produced g

by biological materials (e.g., spores of fungi and yeasts, nematodes, desert plants) to make them
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FIGURE 8.3
 Survival of spores of the fungus Artrhobotrys superba
 , freeze-dried to 2% residual moisture content (RMC), protected by mixtures of 5% dextran plus 7% saccharide 16 h; 2 months 30°C.
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FIGURE 8.4
 Survival of spores of the fungus Arthrobotrys superba
 , immediately after freeze-drying, protected by various macromolecules plus 7% trehalose, dried to 2% RMC.

drought resistant, whereas sucrose, showing a relative low T
 , is produced in plants to make them g

freeze resistant. Although the T
 of lactose, the saccharide in milk (the protectant routinely used g

to lyophilize microorganisms) equals that of trehalose, the latter compound is preferred to lactose

because it is a nonreducing disaccharide, it fits better within the membrane structure, and the glass

produced by trehalose is more stable than that produced by lactose, which has a strong tendency

to recrystallize.

That differences in hydrogen bonding and physical stability jointly contribute to the effectively

of the various saccharides is proven by the lower survival with raffinose. The glass produced by

raffinose is as stable as that produced by lactose or trehalose, but survival is lower (Figure 8.3).

This can be explained by the fact that disaccharides show a better hydrogen bonding capacity to

the phospholipid headgroups than the to trisaccharide raffinose (Tan et al., 1995).

To increase the T
 of the lyoprotectant and to serve as bulking agent, macromolecules are added

g

to the lyoprotectant (Tan et al., 1998). Usually when biological materials are freeze-dried, polysac-

charides and proteins are applied, because they are not toxic. However, molecules like PVP also

give satisfactory results.

Numerous proteins can be added to the protectant, such as algin, lactalbumin, peptone, cattle

serum, bovine serum albumin, gelatin, skimmed milk, casein, casitone, and polygelin. Proteins

provide a better biological protection than polysaccharides and compounds like PVP because the

amino acids of the proteins might contribute to restoring the energy charge and repairing damaged

proteins during revival. Moreover, by the mechanism of preferential exclusion, proteins might help

to protect the tertiary structure of the cell structural proteins and enzymes. Survival immediately

after freeze-drying is higher when proteins are added to the protectant (Figure 8.4). Moreover, the

lag phase is increased when polysaccharides and PVP are added, and as a consequence, germination

initiated more rapidly in spores dried in proteins than in spores dried in polysaccharides and PVP.

Unfortunately, because of their low T
 s, some of the proteins, especially peptone, can not be dried g

successfully.

Polysaccharides and PVP have higher T
 s, which makes them more suitable for freeze-drying.

g

Various polysaccharides can be applied: dextran, HES, carboxymethylstarch , ficoll, b-cyclodextrin,

and so forth. A problem can occur when biological materials are freeze-dried (Tan et al., 1998).

Because of the slow cooling rate and the small quantities of material included, the pellets can

become so amorphous that they can scarcely be freeze-dried. Figure 8.5 shows scanning electron
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(A)



(B)



(C)



FIGURE 8.5
 Scanning electron microscopy photographs of pellets of macromolecules plus 7% trehalose, freeze-dried to 2% RMC. (A) Dextran (×300) showing regular fenestrations within matrix. (B) Hydroxyethyl

starch (×300), regular fenestrations. (C) Carboxymethylstarch (×300). (D) Carboxymethylstarch (×250), collapsed areas within matrix. (E) Polyvinylpyrrolidone (×300), irregular fenestrations within matrix. (F) Polyvinylpyrrolidone (×1000) pellicular surface without pores.
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(D)



(E)



(F)



FIGURE 8.5 (continued)


microscopy photographs of dried pellets of mixtures of trehalose with dextran, HES, carboxyme-

thylstarch, or PVP. The pellets with dextran and HES show a regular open network structure, and

they can therefore be freeze-dried successfully, although the structure of HES is a bit coarser than

that of dextran. In contrast, the structure in pellets with carboxymethylstarch is irregular, with
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mazes of various size, and some parts of the pellet show a severe collapse. Pellets with PVP also

show an irregular structure, and the exposed surface of the pellet is pellicular without pores, possibly

indicating a phase separation that occurred during freezing, which will hamper the freeze-drying

process substantially. Because annealing can be deleterious for biological materials, incipients like

mannitol can be added to overcome these problems.

Although survival rates are better after cryopreservation, most sporulating fungi and yeasts

survive lyophilization well, except the Oomycetes and the Basidiomycetes. Within the Ascomycetes,

problems are encountered within the auxothrophic dermatophytes and the organisms producing

large, thin-walled spores or conidia. Precaution should be taken that these propagules and thick-

walled small, as well as large, spores and conidia are cooled slowly before dehydration (see also

Section 8.4.2).


8.6 OTHER PRESERVATION METHODS


Unfortunately, membranes of some large cells like the Oomycetes, which should be cooled slowly

to avoid production of intracellular ice crystals, do not stand slow cooling. For this group of

recalcitrant microorganisms, two alternative preservation methods are available in which slow

cooling at subzero temperatures is avoided: vitrification (Rall and Fahy, 1985; Tan and Stalpers,

1996) and storage in alginate beads (Fabre and Dereuddre, Cryo-Letters, 11, 413–426. 1990). The

method of vitrification was developed to cryopreserve mammalian embryos: Alginate beads were

developed to store embryogenic tissue of recalcitrant (tropical) plants. During vitrification, cells are

cooled ultra rapidly before cryogenic storage. In the alginate bead technology, organisms are

immobilized by encapsulation in an alginate gel, and subsequently the immobilized cells are

dehydrated at room temperature before cryogenic storage. Another preservation method for freeze-

sensitive microorganisms is liquid-drying. Liquid-drying involves vacuum-drying from the liquid

state without freezing. The method is described in detail in Annear (1962), Ijima and Sakane (1973),

and Malik (1990). The method is successfully applied for the complete collection of yeast strains

of the Institute of Fermentation in Osaka and for bacteria including actinomycetes and bacterioph-

ages. Because the residual moisture content reached with this method is 10% compared to 2% with

freeze-drying, it is recommended that the dried organisms be stored at 5°C. A detailed study on

compounds protecting liquid-dried cultures from mutation was performed by Sakane et al. (1983).


8.7 CONCLUSIONS


Vitrification and storage in alginate beads are promising preservation methods, but cryopreservation

and lyophilization are the routinely used storage methods in culture collections. Cryopreservation

is superior to lyophilization because it gives higher survival rates and is universally applicable.

Moreover, lyophilization can give rise to genetic variants; for example, petite variants—respiratory

deficient yeast strains lacking part of their mitochondrial DNA (Hubalek, 1996). In addition, the

lag phase of lyophilized cultures is increased compared with that of cryopreserved cultures, as was

proven by the fact that the production of patulin was much more retarded in a freeze-dried subculture

of Penicillium expansum
 than in a cryopreserved subculture (Smith et al., 1990). Disadvantages of cryopreservation include the dependence on regular supply of liquid nitrogen or on electricity.

However, the main disadvantage of cryopreservation is that organisms must be dispatched under

frozen conditions or revived before transport. Therefore, cryopreservation is the preferred storage

for a backup collection, whereas lyophilization is more practical when cultures are dispatched on

a regular basis.
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Life in the Frozen State


And now there came both mist and snow,



And it grew wondrous cold:



And ice, mast-high, came floating by,



As green as emerald



Excerpt from the




Rime of the Ancient Mariner




by Samuel T. Coleridge



(Holmes, 1996)



9.1 INTRODUCTION


Ice has had a major role in shaping the greening of our Earth; this is because it has greatly influenced

the geographical distribution of plant and algal diversity. Geological and archeological records

show that past plant extinctions occurred as part of natural evolutionary processes, especially during

episodes of glaciation (“ice ages”) or as part of natural periods of long-term climatic change. One

of the coldest places on Earth, Antarctica, has a limited flora, whereas the tropical regions, not

having experienced the limiting onslaughts of frequent and episodic ice ages, are “hot spots” of

megadiversity.

One of the most exciting challenges faced by plant cryobiologists today is developing cryo-

preservation methods that can be applied to species that have never experienced cold or desiccation,

much less freezing, in their normal life cycles. Cryopreserving the germplasm of tropical rain forest

trees in liquid nitrogen at –196°C is very, very difficult, but it has proved possible, demonstrating

exciting progress in plant cryobiological research over the last decade or so. Indeed, it appears that

on occasions we have achieved the “impossible” regarding what we can plunge into cryogenic

storage and hope to recover afterwards.

In contrast to medical and animal cryobiologists, plant cryoconservationists have a challenging

task regarding the vast genetic diversity of the organisms they need to preserve. This is a major

problem, as genotype, even within the same species, influences survival after cryogenic storage.

Unraveling the molecular basis (see Chapter 5) of plant responses to the frozen state will have an

increasingly important role in helping meet this challenge. Looking to the future, the tasks of

contemporary plant cryoconservationists are to enable the continued stewardship of native plant

diversity and to safeguard the genetic resources of our economically important food and utility

crop plants and algae. Cryopreservation has a major part in this, and it is insightful to take pause

and look back at the field’s progression to overcome our present and future conservation challenges.

This may best be undertaken not just in terms of the development of methodologies but also in

terms of broader issues that relate to the international use of cryopreservation in global genebanks.

This chapter will therefore integrate several historical threads. The first is the acquisition of

fundamental knowledge of freezing and associated stresses, as linked to the early discovery of plant

cryoprotectants. The second concerns the use of this knowledge (intercalated with that from animal

and medical cryobiology) to develop cryopreservation methods for plant and algal cells, tissues, and

organs. The third appraises the broader issues of international germplasm preservation and the practical

need to develop complementary (to in situ
 conservation) and safe ex situ
 cryopreservation technologies for the long-term preservation of Earth’s “phytodiversity.” Consideration will also be given to early

pioneers who have made a major impact on the field of plant and algal conservation. This historical

account spans some 100 years or so and may be viewed in conjunction with the historical perspective

of Leibo (see Chapter 11), which narrates the development of animal gamete cryopreservation.

Although this chapter may be of interest to plant and algal cryoconservationists, it has been

written with the field newcomer in mind in the hope that it will interest cryobiologists from other

disciplines. There is a friendly rivalry between the “plant,” “animal,” and “medical” camps of

cryobiology, especially concerning “historical progress.” This engenders delightfully stimulating

discussions, and as a result, interdisciplinary cross-talk has supported the progression of our small,
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but influential, field of cryobiological research. In addition, it is imperative that we do not reinvent

“cryobiological wheels.” Contemporary researchers use electronic databases, and seldom do these

virtual libraries travel back in time to the original and “ancient” research paper. This has ramifica-

tions: first, the work of our field’s pioneers is not appropriately acknowledged and is, at best,

“diluted” by secondary citation. Second, we can gain great insights into reading the original papers

of our early founders. Explorations into past literature can revitalize the significance of early

research findings and bring added value to newly acquired knowledge. Milestone contributions of

selected, early conservationists and stress physiologists paved the way for contemporary cryobiol-

ogists, and their work will therefore be highlighted. More recently, many individuals, research

groups, and organizations have made excellent progress in plant conservation, particularly regarding

tropical and recalcitrant species. It is not possible to acknowledge all, but their importance in the

more recent developments of the field does not go unrecognized. Therefore, although this review

provides some historical account of “scientific progress” as “methods and techniques” development,

its main objective is to articulate timelines of progress with respect to the present and future

challenges of phytobiodiversity conservation.


9.2 WHY CRYOCONSERVE ALGAE AND PLANTS?



THE CONSEQUENCES OF EXTINCTION


Plant extinctions are increasing, and conservationists consider that we are now entering the worst

episode of species erosion faced in 65 million years. This is the result of human activities such as

climate change, pollution, habitat erosion/destruction, and the introduction of alien species. It is

the rate at which these changes are occurring that is problematic, as there is not sufficient time for

the natural evolutionary processes of selection and genetic adaptation to take place.

Plants and algae are particularly vulnerable to habitat disturbance and climate change; life

cycles and reproductive processes, particularly in temperate plants, are dependent on environmental

cues, especially temperature and day length. Episodic environmental impacts trigger life-cycle

changes, and low temperatures are very important in regulating plant dormancy, rejuvenation,

senescence, and reproduction and the production of spores of algae. Flowering, seed production,

and vegetative growth can be detrimentally influenced by even small changes in micro- and

macroclimate. Thus, the whole of a plant’s life cycle and reproductive capacity can be either directly

or indirectly compromised by disturbances in environmental cues, with temperature being one of

the most important. Plants and algae are the foundation for all other life forms on our planet; they

are autotrophic, and through photosynthesis, they form complex sugars. A remarkable biochemical

fact that endorses the importance of plant metabolism is the abundance of the CO fixing enzyme,

2

ribulose-1-5-bisphosphate carboxylase/oxygenase: It is one of the most complex and largest

(480,000 daltons) enzymes ever known, and it is the most abundant protein on Earth. Plants and

algae “split” H O during photosynthesis, and O is released into the atmosphere, providing aerobes

2

2

with the substrate for oxidative metabolism and respiration. In doing so, phytobiotic organisms

provide the “food,” “energy,” and utility products for almost all other life on Earth. Increasingly,

therefore, cryogenic storage (Day and McLellan, 1995), interfaced with in vitro
 conservation and

biotechnological manipulations (Benson, 1999a,b; Grout, 1995), is being applied to preserve the

genetic resources of crop plants, their wild relatives, forestry species (International Foundation for

Science [IFS], 1998), and endangered plants (Pence, 1999). Cryopreservation has also been applied

to maintain the unique biosynthetic properties of medicinal plants (Yoshimatsu et al., 2000) and

their biotechnological derivatives (Benson and Hamill, 1991). The in situ
 (Maxted et al., 1997) and ex situ
 (Bajaj, 1995a, 1995b; Benson, 1999; Callow et al., 1997; Razdan and Cocking, 1997)

conservation of plant and algal genetic resources thus ensures the potential for the future and

sustainable exploitation of the Earth’s phytobiota (Brown et al., 1989; McCormick and Cairns,

1994). One of the most important applications of plant cryopreservation is, therefore, in the support
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of crop plant, forestry, and agroforesty breeding programs (Bajaj, 1985a, 1985b; IFS, 1998;

Ramanatha and Hodgkin, 2002).


9.3 CHARTING THE HISTORY OF PLANT CRYOPROTECTION


The development of cryopreservation protocols for the conservation of plants and algae has pro-

gressed through the use of empirical, applied, and fundamental research and, at times, serendipitous

discovery. Historically, multidisciplinary, fundamental research has played an important role in the

development of plant cryoprotectants. There exist few examples of other scientific disciplines in

which this has occurred to the extent that it has in cryobiology, a field in which contemporary

researchers engage in investigations that transcend the disciplinary boundaries of medical, plant,

and animal cryobiology.


9.3.1 FOLLOWING IN THE FOOTSTEPS OF NIKOLAY MAXIMOV: DISCOVERING



“CRYOBIOLOGICAL SUGARS”


Nikolay Maximov (1880–1952), a Russian scientist from St. Petersburg University, was one of the

first researchers to undertake research into the effects of freezing on plants and to predict the

importance of sugars and glycerol in cryoprotection. His work impinges on several threads of

contemporary cryobiology, including postulating the mechanism of freezing injury. This part of the

early history of plant cryobiology is often overlooked, and tribute should be given to the exceptional

academic insights of early researchers. By today’s standards they employed technologically simple,

but well-executed, experimental systems to ascertain the effects of freezing on biological systems.

Their studies, often forgotten, predate by many years the revelations of more contemporary researchers.

The discovery (see Chapter 11) of the cryoprotective properties of glycerol as applied to fowl

spermatozoa is a milestone achievement in cryobiological research and is presented in the classic

paper of Polge et al. (1949), but it was Maximov who first described the protective effects of

glycerol in plants exposed to freezing temperatures (Maximov, 1912a, 1912b, 1912c). An excellent

history of Maximov’s seminal works and that of other key, early cryobiologists is presented in a

paper collated by Diller (1997) and in Levitt’s books (1941, 1956; and see Chapter 6).

In 1912, Maximov published (1912a, 1912b, 1912c) work from his Master’s thesis, which was

undertaken at St. Petersberg University. As part of his postgraduate studies, Maximov evaluated

the work of Lidforss (1907), who put forward a farsighted (in terms of contemporary research)

hypothesis regarding one of the most important groups of plant cryoprotectants: sugars. Working

on evergreen plants, Lidforss showed that they were able to change their chemical composition,

turning starch to sugar in the winter, and he proposed that the sugar was acting as a protective

agent. He then went on to confirm the cryoprotective effects of sugars using in vitro
 experiments.

Maximov presented the first theory of cryoprotection, which he stated as “
 the chemical defence

of the plant against death by frost” (as reviewed by Diller, 1997 in a biographical profile), in his

master’s thesis. Maximov postulated that plants were killed at freezing temperatures by the accu-

mulation of ice crystals between cells, which dehydrate and mechanically damage the cell, leading

to the coagulation of the cell solutes. To test his theories, Maximov used red cabbage for his

experimental system and applied glycerol, glucose, mannitol, ethyl alcohol, and methyl alcohol to

tissues that had been exposed to freezing stress (within the range –5.8° to –32°C). A level of

concentration-dependent cryoprotection against freezing injury (noting that noncryoprotected red

cabbage released red pigments and was lethally damaged at –5° to –7°C) was afforded by each

additive. Thus, Maximov identified, for the first time, the effects of a number of chemicals that

would eventually become important cryoprotectants for contemporary plant cryoconservationists.

These early investigations support the later studies of plant cryoprotection as reviewed by Finkle

et al. (1985) and the two-factor theory of freezing injury (Meryman and Williams, 1985; and see

this volume’s Foreword).
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Two research areas influenced the next stage of development of plant cryoprotection research.

The first involved the cross-discipline interest of researchers working in medical, animal, and plant

cryobiology and the finding that several chemical additives and natural compounds have cryopro-

tective properties. Following the studies on the protective effects of glycerol (Polge et al., 1949),

Lovelock and Bishop (1959) demonstrated the cryoprotective effect of Me SO on both plant and

2

animal tissues. This is one of the most potent and effective cryoprotective additives known, largely

because of its highly penetrating and hence colligative properties (Finkle et al., 1985). An inventory

of cryoprotective compounds, which impart freezing resistance in plant cells, was subsequently

compiled by Sakai and Yoshida (1968).

The second research area pertains to studies that explored adaptive life-cycle responses in

relation to temperature fluctuations, freezing, and cold hardiness (see Chapter 5). Sakai (1956,

1960) first examined the survival of winter-hardy mulberry twigs slowly frozen to different terminal

temperatures, held for 16 h, and plunged into liquid nitrogen. Survival gradually increased with

decreasing temperature, reaching the maximum at –30°C. Sakai proposed that there is a critical

temperature range over which freezable water is extracted from cells by equilibrium freezing. On

exposure to freezing, the cells are able survive because of vitrification of the remaining water.

Subsequent milestone studies (Sakai, 1965, 1973; see also Chapter 10) showed that survival after

freezing could be correlated to the relative cold hardiness of plants. This knowledge has been more

recently applied to enhance the ability of cryopreserved plants to survive cryogenic storage by

applying cold-hardening treatment before freezing (Reed, 1988).

Contemporary cryopreservation research has made good use of the fact that the sugars are

“natural” plant cryoprotectants. Although trehalose, a sugar produced in naturally cold- and desic-

cation-tolerant organisms (Ring and Danks, 1998) has been applied in cryogenic plant cell storage

(see Chapters 3 and 21), sucrose has proved to play a major role (Engelmann, 1997) in the

acquisition of desiccation- and cold-tolerance in plants that are cryopreserved. Significant pioneer-

ing work on the application of sugars (sucrose and glucose) for the improvement of desiccation,

and hence cryopreservation, tolerance was undertaken on somatic embryos of oil palm by Dumet

et al. (1993) and on mature and immature zygotic embryos of coconut by Assy-Bah and Engelmann,

(1992a, 1992b), respectively. Not surprisingly, coconut seeds are recalcitrant, and the cryopreser-

vation of their zygotic embryos offers the best option for long-term storage. In the case of mature

embryos, desiccation in a sterile airflow, with the culture on medium containing 600 g/L glucose

and 15% (w/v) glycerol, and with rapid freeze/thawing achieved recovery of up to 93% (dependent

on variety). Immature embryos of coconut were cryopreserved using rapid methods after a 4-h

pregowth period on glucose, glycerol, or sorbitol, with survival levels reaching 43%. Thermal

analysis of oil palm embryos showed that their resistance to cryopreservation increased when treated

with high loadings of sucrose and that this was caused by the formation of a vitrified rather than

a frozen state. Fundamental studies undertaken by Jitsuyama et al. (2002) on embryogenic cell

suspension cultures of asparagus showed that incubation in 0.8 M
 sucrose increased freezing

tolerance. Microscopy revealed that sugar incubation induced plasmolysis in the cells as well as

changes in the layering of the rough endoplasmic reticulum. Immunoblotting analysis with antide-

hydrin antiserum showed that a dehydrin-like protein (see Chapter 5) appeared, but only when

maximal freezing tolerance was induced by exposure to sucrose. Thierry et al. (1997) evaluated

the osmotic role of sucrose in the acquisition of cryogenic tolerance in carrot somatic embryos by

replacing the sugar with a range of cryoprotective additives of the same osmotic pressure and

concluded that the sucrose protection is to the result of osmotic as well as possible metabolic

changes. To date, there are many examples, and increasingly so, of the application of sucrose as a

pregrowth treatment for the cryopreservation of plant germplasm. Although the mode of action

appears to be osmotic, it may also have a role in the stabilization of glasses. Clearly there is also

emerging evidence (Jitsuyama et al., 2002) that the sugar has important biochemical properties that

may also afford protection.
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9.3.2 TRADITIONAL CRYOPRESERVATION (CRYOPRESERVATION IN THE PRESENCE OF ICE)



The ice was here, the ice was there.



The ice was all around:



It cracked and growled, and roared and howled,



Like noises in a swound!



Excerpt from the




Rime of the Ancient Mariner




by Samuel T. Coleridge



(Holmes, 1996)


Ice, somewhat surprisingly, has a “protective” role in traditional cryopreservation, but its formation

has to be manipulated very carefully. Key factors in traditional cryoprotection are the application

of colligative cryoprotectants, controlling the rate of cooling, and manipulating the dynamics of

equilibrium freezing. Extracellular ice creates a water vapor deficit between the inside and the

outside of cells, and freezable water is withdrawn from the cell. Penetrating colligative cryopro-

tectants protect the cell from the damaging solution effects that this migration of water causes. The

presentation of the two-factor (ice and dehydration; see Chapter 1) hypothesis of freezing injury

in the context of plant cell cryopreservation (Meryman and Williams, 1985) and the discovery of

the cryoprotective effects of glycerol (Polge et al., 1949) and Me SO (Lovelock and Bishop, 1959)

2

in medical and animal cryobiology stimulated great interest in plant cryopreservation research as

applied to crop plants (Bajaj, 1976, 1979). The decades of 1970–1990 enjoyed an increased

application of controlled-rate cooling methods to the cryopreservation of plant cell cultures (Kartha,

1985a, 1985b; Withers, 1975, 1977, 1978, 1979, 1985). In parallel to applied studies, Steponkus

(1984, 1985) used plant protoplasts as a model system for fundamental research to investigate the

effects of cryoinjury on the plasma membrane. This was with a view to developing improved

cryopreservation protocols. Steponkus identified the fact that deleterious alterations to the semi-

permeable characteristics of membranes had injurious consequences including intracellular ice

formation, loss of osmotic responsiveness during cooling, and expansion-induced lysis during

warming. Steponkus (1985) put forward the theory that the latter process occurred because freezing

and thawing caused large areas of deformation in the plasma membrane. He further postulated that

this could be manipulated by the addition of chemical additives and by cold acclimation that would

effectively increase tolerance to osmotically induced contractions.

Traditional plant cryopreservation involves the application of one or more chemical cryopro-

tective additives categorized as either nonpenetrating or penetrating. The former (e.g., sucrose,

poly-alcohols) withdraw water osmotically from the cell, thus reducing the amount of water

available for ice formation. Penetrating cryoprotectants, (usually Me SO) offer colligative cryopro-

2

tection and are applied in combination with controlled rate freezing. The temperature of the system

is reduced slowly, usually within the range of –0.1° to –5°C/min, to a terminal transfer temperature

of approximately –40°C, where it is held to ensure that equilibrium freezing ensues before plunging

it into liquid nitrogen. The incorporation of pregrowth additives that dehydrate the cells (mannitol,

sorbitol) and pretreatment steps that simulate cold hardening, or the use of additives known to

enhance stress tolerance such as proline, are also incorporated into standard protocols for both

dedifferentiated cells and organized structures (Benson, 1994, 1995).

One of the most widely applicable “traditional” plant cell cryopreservation protocols developed

was that of Withers and King (1980). This basic protocol has been modified (Benson, 1994, 1995)

and optimized for a number of plant cell systems. The Withers and King method uses a simple

controlled-rate freezing unit comprising a methanol bath that allows solvent temperature reduction

to be programmed. Cells are first pretreated with mannitol, which osmotically removes water before

the cryoprotection per se
 . They are then cryoproptected in a mixture of Me SO, glycerol, and

2
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sucrose or Me SO, glycerol, and proline, and then cooled at a rate of –1°C/min to a terminal transfer

2

temperature of –30°C, where they are held for 30–40 min before plunging into liquid nitrogen at

–196°C. Today, computer-controlled programmable freezers are used to control the cooling rate of

plant, cells, tissues, and organs being cryopreserved using the traditional approach. This approach

to cryopreservation has since been applied in a wide range of research sectors, one of the first being

plant biotechnology.

The modest carrot ( Daucus carota
 ) could be considered the plant cryobiologist’s guinea pig,

as it has played such an important role in the early development of cryopreservation protocols (Nag

and Street, 1973, 1975), which would later be applied in the biotechnology industries. Dougall and

Wetherell (1974) successfully used controlled-rate freezing on 22 cell lines of wild carrot cryopro-

tected with 5% (v/v) Me SO and recovered the cells after 7–12 months in liquid nitrogen. Parallel

2

studies by Nag and Street (1973, 1975) explored the application of controlled-rate freezing on

carrot, sycamore, and belladonna cell cultures. Using 5% (v/v) Me SO as a cryoprotectant, they

2

discovered that the rates of cooling (2°C/min) and thawing critically influenced cell survival after

transfer to cryogenic storage and that fast thawing (120 to 80°C/min over the range –50° to –10°C)

was particularly important. The cultures, once placed in liquid nitrogen, did not show a decline in

survival after a 10-month storage period. Fine structural studies on carrot and sycamore were

subsequently undertaken by Withers and Davey (1978), confirming the importance of freezing rate

to cell survival. Slow freezing in the presence of cryoprotectants was essential to limit intracellular

ice formation. Postthaw cryoinjury was assessed by Withers (1978) in carrot and sycamore cells

cryoprotected with Me SO and glycerol exposed to ultra-rapid (>100°C/sec) and controlled-rate

2

(–1 to –2°C/min) freezing, Slow cooling resulted in 70% survival in carrot; however, fine structural

studies revealed heterogeneity in the survival and damage of different areas of the cell masses.

Withers and Street (1977) examined in greater detail the effects of prefreeze status of cells on

the capacity to survive cryogenic storage. In the case of carrot cells, the stage of growth of the cell

cycle of the suspensions in batch culture was important to survival. Highest rates occurred in cells

taken from the lag or early exponential phase, and an appropriate inoculum density at the start of

freezing was important to ensure recovery. Thus, only a proportion of the frozen cells survived

freezing, and this was influenced by their prefreeze physiological status.

The foundation research performed on carrot in the 1970s heralded a rapid expansion in the use

of in vitro
 plant cell cultures as sources of secondary metabolites including pharmacologically active compounds. It soon became apparent that cryogenic storage was an important component of cell line

patenting procedures. Examples of the application of traditional cryopreservation protocols to preserve

secondary product-producing cell lines include the alkaloid-producing Catharanthus roseus
 (Chen et al., 1984); Panax ginseng
 and Dioscorea deltoidea
 (Butenko et al., 1984) and Digitalis lanata
 (Diettrich et al., 1986; Seitz et al., 1983). In the decades that followed, industrially important, secondary metabolite generating plant cells were cryopreserved (Schumacher, 1999), including those produced using transgenic technologies (Benson and Hamill, 1991; Yoshimatsu et al., 2000).

Biotechnological applications of cryopreservation expanded in the 1980s–1990s to support new

research programs aimed at applying genetic manipulation technologies for the improvement of

world cereal crops such as rice, wheat, barley, and maize (Bajaj, 1995a,b; Benson and Lynch, 1999;

Lynch et al., 1994). Cell suspension and callus cultures of cereals were produced for transformation

and protoplast studies. However, the maintenance of their totipotent capacity through somatic

embryogenesis was pivotal to the success of the biotechnology projects. Unfortunately, cereal cell

cultures have a propensity to lose their ability to produce embryos within a relatively short time

frame. Cryopreservation of totipotent cultures thus became an essential component of cereal bio-

technology programs (Bajaj, 1995a). Cryogenic storage has also been used for the preservation of

cell lines from the plant genome project species Arabidopsis thaliana (
 Ribeiro et al., 1996). Because of its small genome and generation time, A. thaliana
 became the subject of choice to pioneer plant genome projects. Cell suspension cultures of A. thaliana
 are used to produce mutant lines, and

cryopreservation provides an excellent means of securing stable mutant collections.
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Traditional cryopreservation protocols have especially proved their worth for the cryopreser-

vation of dedifferentiated plant cultures. The carrot studies of Withers (1979) concluded by devel-

oping a method for the cryogenic storage of somatic embryos and clonal plantlets. Protocols using

controlled-rate freezing have also been applied with success to organized plant structures such as

meristems (Benson, 1995). Once initial capital costs are met, modern-day controlled-rate, program-

mable freezers are cost and labor efficient, allowing the preservation of large batches of samples

in one time. This is a great advantage for large-scale germplasm repositories, which have to process

hundreds of accessions. However, traditional approaches do have limitations, and as the field

progressed, it soon became apparent that the preservation of difficult-to-freeze (recalcitrant) germ-

plasm, and especially that from tropical species, required a different approach. The start of a new

decade (1990s) announced the beginning of the plant “vitrification revolution,” for which carrot

continues to have an important role as plant biotechnology’s “model system;” and in 2003, Chen

and Wang reported for the first time the cryogenic storage of D. carota
 cell suspensions and

protoplasts using PVS2 vitrification.


9.3.3 THE PLANT VITRIFICATION REVOLUTION



Water, water, every where,



And all the boards did shrink;



Water, water, everywhere,



Nor any drop to drink



Excerpt from the




Rime of the Ancient Mariner




by Samuel T. Coleridge



(Holmes, 1996)


To understand cryobiology, you have to understand water: how it behaves, how it interacts with

cryoprotectants and cell solutes, and how it changes state on exposure to the thermal cycles of

freezing and thawing (Franks, 1982, 1985; also see Chapters 1 and 2). Controlling cellular hydration

and the responses of living cells to different states of water are very important determining factors

for cryogenic survival. However, this becomes very complicated when, for example, dealing with

the highly hydrated germplasm of a tropical plant species that has never encountered desiccation,

chilling, or freezing stress; or dealing with the structurally complex, coenocytic structures of algae

that have proved recalcitrant to traditional cryopreservation methods. Perhaps one factor in this

problem may be that cellular heterogeneity is so great that cells possess a complex mosaic of different

hydration states. Plant cells have vacuoles, and the size and distribution of these watery oases can be

very different in different cell types and in cells of different ages. It can be difficult to optimize cryogenic parameters on the basis of water state, osmotic dehydration, freezing equilibrium, and colligative

cryoprotection for complex and highly hydrated cells (e.g., tropical plants or algae).

As plant cryopreservation research progressed in the 1980s, it became apparent that traditional

approaches could not be applied to difficult-to-preserve, desiccation- and cold-sensitive plant and

algal germplasm. Importantly, understanding the behavior of water in biological systems is a

complex issue requiring physical and chemical, as well as biological, know-how (Franks, 1982,

1985). A different means of protecting cells was required, and solving the problem of water turning

into ice had to be the key.

Cryobiological vitrification is the process by which water forms an amorphous, metastable

glass (see Chapters 10 and 22) instead of ice. It occurs when cellular viscosity reaches a critical

“high” such that water molecules are unable to interact and form crystals. In the case of traditional

cryopreservation, the aqueous intracellular domain becomes concentrated as water is withdrawn

into the frozen extracellular milieu. On exposure to liquid nitrogen temperatures, the intracellular
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aqueous solution is so concentrated that the residual water forms a glass characterized by a transition

temperature ( T
 ). In this scenario vitrification occurs, but not in the absence of ice, as extracellular g

freezing is required to initiate the process. In contrast, however, cryopreservation in the absence

of ice can occur if the cell solute composition is manipulated such that both extra- and intracellular

compartments become vitrified. This can be achieved by the application of treatments that combine

osmotically dehydrating treatments, evaporative and chemical (silica gel) desiccants, and the loading

of cells with high concentrations of penetrating cryoprotectants such as Me SO. This may be

2

considered “ice-free” cryopreservation, although the stability of the amorphous, metastable glasses

must be taken into consideration, especially on rewarming (see Chapter 22).

The plant vitrification revolution was encouraged by research ongoing in the field of mammalian

cryobiology (Fahy and Fahy, 1985). In 1985, Rall and Fahy reported a new method of vitrification

for cryopreserving mouse embryos. It involved the application of very high concentrations (up to

8 M
 ) of cryoprotective chemicals followed by ultra-rapid cooling to –196°C. Taking a parallel

approach through the treatment of plant suspension cultures with highly concentrated chemical

additives, Langis et al. (1989) and Urugami et al. (1989) recovered plant cells and embryos from

cryogenic storage, using vitrification. Several key “milestone” papers concerning plant vitrification

were subsequently published in 1990. Sakai and colleagues (1990) formulated Plant Vitrification

Solution 2 (PVS2) comprising 30% (w/v) glycerol, 15% (w/v) ethylene glycol, 15% (w/v) ME2SO,

and 0.4 M
 sucrose. This solution has now been applied to a wide range of plant germplasm and

species (see Chapter 10). Using chemical cryoprotectant additives, Langis and Steponkus (1990)

published their work on the application of vitrification to rye protoplasts, and Towill (1990) also

cryopreserved mint shoot-tips using chemical vitrification additives.

Fabre and Dereuddre (1990) presented a novel cryopreservation procedure for potato shoots in

which plant germplasm is encapsulated in a Ca2+-alginate matrix, dehydrated osmotically, and then

desiccated using evaporative air drying before being directly plunged in liquid nitrogen. This method

was similarly applied, with success, to pear shoot-tips (Dereuddre et al., 1990). This approach

departs from the application of chemical additives to achieve vitrification and relies on concentrating

solutes in the cells and the beads through osmotic dehydration (usually with sucrose) and physical

or evaporative desiccation. The following year, carrot once more became a cryogenic guinea pig

and was used to assess the effects of different parameters on somatic embryo survival after

encapsulation. Dereuddre et al. (1991a, 1991b) studied the sucrose preculture related to the post-

cryogenic survival of encapsulated and air-desiccated D. carota
 somatic embryos. In effect these

are “synthetic seeds.” The embryos could withstand considerable dehydration (to 16%) when

precultured in the presence of 0.3 M
 sucrose, and 92% survival was achieved following direct

plunging of encapsulated and dried embryos in liquid nitrogen. In a subsequent study, Dereuddre

et al. (1991b) applied scanning differential calorimetry (DSC) to encapsulated/dehydrated D. carota


somatic embryos, finding that survival after exposure to liquid nitrogen was correlated with a T
 g between –50 and –70°C. Benson et al. (1996) applied DSC to compare the vitrification profiles of


Ribes
 shoot-tips cryopreserved using the PVS2 and alginate bead encapsulation/dehydration pro-

tocol. Postcryopreservation survival of encapsulated shoots were correlated with a T
 in the region g

of –66° to –72°C, confirming the earlier work of Dereuddre et al. (1991b). Survival of PVS2-treated


Ribes
 shoots was associated with a T
 in the region of –70° to –76°C. A decade after the first g

publication of the PVS2 and encapsulation/dehydration methods, Sakai et al. (2000) produced a

“hybrid” of the two protocols in which encapsulated plant apices are precultured first with 0.3 M


sucrose for 16 h and then simultaneously with 0.2 M
 glycerol plus 0.4 M
 sucrose for 1 h. Following silica gel desiccation for 16 h, apices were directly plunged into liquid nitrogen. Successful recovery

was achieved for chrysanthemum, mint, and wasabi. To date, Sakai’s and Dereuddre’s vitrification

protocols have been widely applied to many plant and, more recently, algal species (Benson, 1999a,

1999b; Benson et al., 2000; Engelmann and Takagi, 2000; and see Chapter 10).

Looking to the future, understanding the “glassy state” will become increasingly important

because we urgently need to expand the application of vitrification protocols to desiccation-sensitive
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and storage-recalcitrant species (Berjak et al., 1992). To achieve this requires the use of discerning

instrumentation such as DSC (Wolanczyk, 1989). Unfortunately, there still remains a paucity of

information regarding our basic understanding of T
 formation, cryogenic survival, and the physical g

stability of cryopreserved plant germplasm held in the glassy state. Learning from the experiences

of researchers from other fields (Franks, 1990, 1992; Chapter 22) should be encouraged, as this

may well provide plant cryobiologists useful insights as to how we may answer some of our existing

questions. Now that the scene has been set as to the early development of plant cryoprotection

strategies, we will continue to chart historical progress, but this time in an international context

and related to the application of cryopreservation to conserve global plant and algal diversity.


9.4 CRYOPRESERVING NOMADIC ALGAE: THE VOYAGES



OF PRINGSHEIM’S CULTURES


The relatively impoverished status attributed to algae and cyanobacteria (as compared to other

taxonomic groups) has led to considerable difficulties with respect to the provision of support for

their conservation. Furthermore, the efforts of those who have endeavored to protect these key

organisms have often been punctuated with difficulties, which at times (particularly during political

unrest) necessitated the finding of safe havens for both phycologists and the precious collections

held in their stewardship. The history of cryopreserved algal culture collections spans some 50

years and charts a peripatetic and difficult journey commencing in Central Europe during the early

1900s.

Prague is the historical home of both European and U.S. cryopreserved algal culture collections

(see http://www.cobra.ac.uk and http://www.gwdg.de). Their establishment, as actively growing in



vitro
 cultures, commenced at the start of the twentieth century in the city’s prestigious Charles University. However, it was Ernest George Pringsheim (1881–1970) who founded the first stock

of 49 cultures in the 1920s with his collaborating colleague Viktor Czurda (1897–1945), and their

collection’s details were published in 1928 (Pringsheim, 1928). Just before the Nazis occupied

Czechoslovakia at the start of World War II, Pringsheim left Prague to take refuge in Cambridge,

England; fortunately, he took his precious algal cultures with him (Pringsheim, 1946). In 1947,

this part of the collection was taken over and expanded by E.A. George at the University of

Cambridge. After the war, cultures from the original collection were subsequently used to establish

the Sammlung von Algenkulturen at Göttingen when Pringsheim returned to Germany in 1953.

R.C. Starr, who was Pringsheim’s colleague at Cambridge, used the “Prague cultures” to initiate

the USA Culture Collection of Algae at the University of Texas (Bodas et al., 1995). At the end

of the war, the Czech Charles University was restored and S. Prát (who had held the cultures in

safety during the war years) returned as Professor of Plant Physiology and saved the collection. In

1952 the Prague collection was taken over by the Biological Institute and subsequently by the

Institute of Experimental Botany of the Czechoslovak Academy of Sciences, wherein it became

the Culture Collection of Autotrophic Organisms. After several reorganizations and transfers, the

collection is now housed in Trebon, in the Czech Republic, under the present-day curatorship of Dr.

Jaromir Lukavsky, and cryopreservation is being used for the long-term conservation of this historically

unique and precious collection.

Meanwhile, back in Cambridge in 1947, a specialist conference on the Culture Collections of

Microorganisms formally established that the algal collection initiated by Pringsheim should

become the United Kingdom’s National Culture Collection of Algae and Protozoa and was adopted

by Cambridge University. In 1970, the U.K. Government’s Natural Environment Research Council

took over the responsibility for the collection. In 1976, cryopreservation studies under the curator-

ship of John Morris (Morris, 1978) were initiated. By 1986, the algae and the Culture Collection

of Algae and Protozoa were on the move again; this time, the marine cultures went north to the

Scottish Marine Biological Association Laboratory at Dunstaffnage, Oban. The freshwater cultures
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traveled to the Windermere Laboratory of the Freshwater Biological Association in the English

Lake District. This collection is presently held under the curatorship of Dr. John Day (Day, 1998),

and there are more than 1500 strains of algae, 35% of which are held in cryogenic storage. The

main cryoprotective additives used in the cryoprotection of algae are methanol, Me SO, and glycerol.

2

Cryopreservation is now considered the method of choice for the conservation of algae and

cyanobacteria. Viability after exposure to –196°C was reported for unicellular Chlorophyceae by

Holm-Hansen (1963), using fast freezing and direct plunging into liquid nitrogen. Hwang and

Hudock (1971) applied a slow-cooling method to Chlamydomonas reinhardti
 before cryogenic

storage. Most of the strains that have been successfully cryopreserved at the Culture Collection of

Algae and Protozoa were stored using a two-step protocol developed by John Morris and colleagues

(Day, 1998; McLellan, 1989; Morris, 1978; Morris and Canning, 1978). The University of Texas,

Austin, has developed an effective cryopreservation method (Bodas et al., 1995) for the storage of

their cyanobacterial culture collection, using Me SO as the cryoprotectant and a simple Nalgene

2

(Nalgene Co., Rochester, NY) freezer in which the cultures, in cryotubes, are slowly cooled to

–70°C before transfer to liquid nitrogen. Using this method, a wide range of cyanobacteria (e.g.,

including representatives from Chroococcales, Pleurocapsales, Nostocales, and Stigonematales)

have been cryopreserved (Bodas et al., 1995). For reviews of the wider application of traditional

two-step cryopreservation methods to algae and cyanobacteria see Day (1998) and Taylor and

Fletcher (1999).

More recently, vitrification has been explored as an approach to preserve algae that are recal-

citrant to traditional storage methods. Cryopreservation in the absence of ice offers great potential

for complex, multicellular, and coenocytic algae, and studies of cryoinjury help develop improved

conservation methods. For example, cryomicroscopical examination of Vaucheria sessilis
 (Fleck et

al., 1997, 1999) demonstrated that extracellular ice crushes the organism’s filaments, causing

irreversible damage to cell walls and intracellular architechture. As coenocytic algae do not possess

cross-walls, any ice formed intracellularly will most likely rapidly travel the length of the filaments,

causing even more damage. Fleck et al. (1999) also demonstrated that extracellullar ice can disrupt

organelles in V. sessilis
 , and the filamentous diatom Fragilaria cortonensis
 is lethally injured at fast cooling rates by intracellular ice, whereas slow freezing causes osmotic stress (McLellan,

1989). Vitrification may, therefore, provide an important new approach to conserve filamentous

alga. Day et al. (1998a, 1998b) and Fleck (1998) report the survival of Enteromorpha intestinalis


following cryopreservation using PVS2 (see also Chapter 10). However, the thallus fractured during

thawing, indicating that glass relaxation and possibly devitrification may take place, but the filament

fragments were still capable of regeneration. Rewarming treatments can lead to injurious glass

relaxation events, which may best be avoided by optimizing the rate of rewarming through the use

of two-step protocols (Day et al., 1998a, 2000; Fleck, 1998). Vigneron et al. (1997) applied

encapsulation/dehydration to the gametophytes of the marine alga, and gametophyte survival was

within the range of 25 to 75%. Hirata et al. (1996) first applied encapsulation/dehydration to

microalgae, using alginate encapsulation/dehydration applied to Dunaliella tertiolecta
 that had

previously proved recalcitrant to cryopreservation. Optimization of dehydration was a critical factor

in ensuring survival, and the method was subsequently applied by to a wider range of microalgae

and Cyanobacteria. Euglenoids are often recalcitrant to cryopreservation (Day et al., 1998a, 1998b,

1999, 2000), and cryoinjury involves flagellum loss, structural damage (Fleck, 1998), free radi-

cal–mediated oxidative stress ,and impairment of photosynthesis (Day et al., 2000; Fleck et al.,

2000). Fleck (1998) and Day et al. (2000) found that PVS2 was unsuccessful in the cryopreservation

of E.gracilis
 because of cryoprotectant toxicity. In comparison, encapsulation/dehydration with or without two-step cooling was applied with some success. Cryopreserved collections of algae are

now spread worldwide, and storage in the frozen and vitrified state has been identified as important

for their long-term storage and sustainable utilization (search http://www.biologie.uni-hamburg.de;

http://www.cobra.ac.uk; Bodas et al., 1995; Cãnavate and Lubian ,
 1995; Day et al., 1997; Day,

1998; Lee and Soldo, 1992; Taylor and Fletcher, 1999).
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Concluding the journey of Pringsheim’s cultures in the present provides an exciting new future

for Prague’s dispersed algal collection. Recently, the European Union recognized the need to use

cryopreservation to secure Europe’s invaluable, yet fractionated, algal collections. In 2000, the

European Commission’s Framework 5 Quality of Life Program for Research Infrastructures sup-

ported a new cryopreservation research project named “COBRA” (http://www.cobra.ac.uk), the

aims of which are to build a collaborative research infrastructure using physical and virtual (infor-

mation technology [IT]) frameworks to help develop cryopreservation methods for the conservation

of algae in culture collections across Europe. The project’s network embraces key European

collections of algae and cyanobacteria and brings together, for the first time, Pringsheim’s collec-

tions that had been scattered in the 1940s.


9.5 CROP PLANT GERMPLASM CONSERVATION:



NIKOLAY VAVILOV’S LEGACY


The effects of Nikolay Ivanovich Vavilov (1887–1943), the “father” of global crop plant diversity

preservation (Akeroyd, 2002; Vavilov, 1997) continue to enable and enrich the progress of con-

temporary cryoconservationists even to the present day. Vavilov founded the Institute of Plant

Breeding in Leningrad (now St. Petersburg), and his theories pertaining to the genetics of disease

resistance in plants afforded him early national acclaim in Russia. However, he is best known for

his visionary international work on the centers of origin of crop plants species and their wild

relatives. Most important, he was the first to recognize the need to integrate botanical and ecological

field studies with applied agricultural sciences and crop plant breeding. During 1920–1930 he

embarked on extensive collecting missions throughout the USSR and to over 50 other countries.

Using observational field skills, he recorded and collected plants and plant germplasm from all

over the world and established the concept of geographical centers of origin for crop plant diversity.

Vavilov put forward (Vavilov, 1997) the elegant theory that the place of origin of a crop was the

area wherein it displays the greatest level of genetic diversity. Vavilov defined eight centers of crop

plant diversity, which have later been expanded to 12. Interestingly for “life in the frozen state,”

ice (or its absence) had a very important role in defining these “hot spots” of crop plant diversity,

as they are largely found near the equator, in areas left untouched by the disturbances of the ice

age. They were defined by Vavilov (Vavilov, 1997) as the Tropical Center, East Asiatic Center,

Southwest Asiatic Center (containing the Caucasian Center, the Near East Center, and the Northern

Indian Center), Mediterranean Center, Abyssinian Center, Central American Center (containing the

mountains of Southern Mexico, the Central American Center, and the West Indian Islands), and

the Andean Center. Genetic diversity is the “fuel” that drives the evolutionary process, allowing

the phenotypic expression of adaptations underpinned by genetic processes, sexual reproduction,

and selection pressures. Even early man cultivated plants in these “centers of diversity,” and today

these centers may be considered the cradles of modern agriculture. Some of them will be visited

later in this chapter, providing examples as to the application of cryopreservation for the conser-

vation of some of our most ancient and important crop plant species.

The Vavilov centers and the work that Vavilov undertook in studying the plants therein consti-

tutes a priceless knowledge resource pertaining to the gene pools of the world’s most important

food crops. Vavilov must therefore be rightly acclaimed as the most influential instigator of modern

plant agriculture and genetic resources conservation. He once wrote to his future wife, Yelena

Barulina (Vavilov, 1997, pp. xix–xx):

I really believe deeply in science; it is my life and the purpose of my life. I do not hesitate to give my life for the smallest bit of science.

Unfortunately, this was to become a prophetic statement, as in 1940 Vavilov was arrested under

the auspices of the Stalin regime. This was at a time when his plant collection at Leningrad, in the
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Institute of Plant Industry, amounted to 200,000 specimens—the largest in the world. The fact that

he enjoyed such great international acclaim became his political and tragic personal undoing.

Following his capture by the secret police, Vavilov eventually died in prison of starvation, in 1943.

A cruel fate for a man who had the most far-reaching effect on protecting global food crop security

and on engendering the need for sustainable crop plant utilization (Plucknett et al., 1987).


9.5.1 CRYOCONSERVATION AND GLOBAL NETWORKS: THE FACILITATING ROLE



OF THE CONSULTATIVE GROUP ON INTERNATIONAL AGRICULTURAL



RESEARCH AND THE INTERNATIONAL PLANT GENETIC RESOURCES INSTITUTE


Vavilov’s work has had a major effect on crop plant conservation, as he highlighted the need to

safeguard the genetic integrity of biodiversity unique to regions of crop plant origin. Vavilov’s

centers are of major international importance, and their protection and sustainable utilization is

essential for the safekeeping the world’s food crop genetic resources. The value of the genetic

diversity in these areas is priceless, yet some occupy the poorest and most economically and

politically unstable regions of the world. One of the most important legacies of Vavilov’s centers

is that they provided a progenitor model for the establishment of the international global networks

of genebanks and crop plant genetic resource centers that we have today. The largest and most

important resource center for developing countries is the Consultative Group on International

Agricultural Research (CGIAR) and its component network organizations. CGIAR (http://www.

cgiar.org) has a current mandate to

Contribute to food security and poverty eradication in developing countries through research partnership, capacity building and policy support, promoting sustainable agricultural development based on the

environmentally sound management of natural resources.

CGIAR was established at a meeting hosted by the World Bank on 19 May 1971, and the

founding objective of the group was to “increase the pile of rice” in developing countries (http://

www.cgiar.org). Today, the CGIAR comprises 16 independent research centers that are embraced

in the overarching CGIAR umbrella. Each center is dedicated to different activities pertaining to

specific activities, crops, and more recently, domestic livestock and fisheries. The protection of

global biodiversity is one of the primary concerns of the CGIAR, which across its plant research

centers holds one of the world’s largest ex situ
 collections of plant genetic resources, comprising more than 600,000 accessions of more than 3000 crop, forage, and pasture species

(http://www.cgiar.org), duplicates of which are made freely available to researchers for the conser-

vation, improvement, and sustainable utilization of crop plants.

The second decade of CGIAR’s activities (1981–1990) was defined by a research objective to

increase sustainable food production in developing countries by placing an emphasis on protecting

biodiversity, land, and water. Most significantly for the still fledgling field of plant cryopreservation was the fact that CGIAR placed considerable emphasis on the importance of ex situ
 genetic resource conservation. Cryopreservation was then predicted to have an essential and important role in the

conservation of difficult-to-preserve crop plant germplasm (Withers, 1980; Withers and Williams,

1980). Specifically, those species that are either vegetatively propagated or that produce seeds, and

those that are recalcitrant to conventional seed-banking procedures. Cryogenic storage offers an

alternative approach to protecting plant diversity that cannot be conserved as orthodox seed. By

virtue of the fact that many tropical plant species produce recalcitrant and difficult-to-conserve

germplasm, the development of cryopreservation for tropical plants soon become a major focus of

activity for many CGIAR centers. Furthermore, the need to develop cryopreservation as a comple-

mentary and parallel approach to ex situ
 field conservation was considered very important. “Grow-

ing” field banks provide an excellent conservation resource for many vegetatively propagated and

cloned woody perennials. However, climate change, natural disasters, and pathogen attack place
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these valuable and vulnerable genetic resources at risk. Cryobanks of germplasm derived from field

banks provide additional and long-term security.

In 1979, Sir Otto Frankel, a key player in promoting the cause of crop plant genetic conservation,

brought to the attention of the International Genetics Federation the need to develop concerted and

integrated approaches to safeguard the genetic resources of the world’s crop plants. The decade

that followed resulted in major advances in the field of plant cryopreservation. Under the director-

ship of J.T. Williams, and the expert knowledge of L.A Withers, the International Board for Plant

Genetic Resource’s (IBPGR’s) advisory committee on in vitro
 storage (see Withers, 1980), took

up the cause to develop cryopreservation as a tool to conserve the food crop germplasm (Withers

and Williams, 1980). A milestone workshop on the conservation of recalcitrant material was

organized and held by key conservationists and biotechnologists (Sir Otto Frankel, Dr. L.A. Withers,

J.T. Williams, E.C. Cocking, and E. Roberts). Hosted by the University of Reading in September

1980, the meeting introduced cryopreservation as a key approach to solving some of the problems

of recalcitrant germplasm storage. Moreover, the meeting program incorporated the expertise of

two international practitioners in fundamental cryobiology: Harold Meryman and Peter Steponkus.

Thus, the importance of fundamental knowledge in the development of practical cryoconservation

methods was recognized from the very start of the field’s applied development.


9.5.2 CRYOPRESERVING CROP PLANT GERMPLASM: AN INTERNATIONAL CHALLENGE


One of the most important global challenges of plant cryopreservation is the development and

application of cryopreservation storage protocols to recalcitrant germplasm held in international

genetic resources centers, many of which are based in developing countries (Engelmann, 1991;

Engelmann and Takagi, 2000; Villalobos et al., 1991). Today, IBPGR is known as the International

Plant Genetic Resources Institute (IPGRI), and to date, it has supported the development of a wide

range of international cryopreservation projects in developing countries, both in and outside the

CGIAR network (http://www.ipgri.cgiar.org). The early support of IBPGR in promoting interna-

tional cryopreservation projects must be noted (Ashmore, 1997), as well as the efforts of key players

and their host organizations (Chin, 1991, 1996a,b; Engelmann, 1991; Engelmann and Takagi, 2000;

Withers, 1980; Withers and Williams, 1980). Much of the practical pioneering work targeted at the

conservation of difficult-to-conserve tropical crop plant species has been undertaken by Florent Engel-

mann and collaborating colleagues (Engelmann, 1997), building on the formulation of simple (Engel-

man et al., 1994), vitrification (PVS2 and derivatives), and encapsulation/dehydration-based protocols

originally devised by Sakai (see Chapter 10) and Dereuddre (Fabre and Dereuddre, 1990), respectively.

Early international crop plant cryopreservation research included a collaborative project

(IPGRI/CIAT [Center Internacional de Agricultura Tropical], 1994) between IBPGR and the

CGIAR’s CIAT in Columbia, which pioneered the establishment and operation of a pilot in vitro


genebanks and cryopreservation as applied to cassava ( Manihot esculenta
 ). Cryopreservation is

now considered an important component of cassava genetic resources management at CIAT and

one that in the future will be applied to maintain over 6000 clonal accessions (Escobar et al., 1995,

1997, 2000). CGIAR centers in Peru and Africa have also developed cryogenic methods for the

conservation of important tuber crops such as potato, sweet potato, and yams (Golmirzaie et al.,

1999, 2000; Ng et al., 1999). Similarly, IPGRI together with the International Network for the

Improvement of Banana and Plantain has developed cryopreservation methodologies for Musa


germplasm (Panis and Tien Thinh, 2001).

IPGRI has identified two main categories of plant germplasm that are particularly problematic

with respect to their conservation using traditional methods. These are vegetatively propagated

species, and recalcitrant seeds (Ashmore, 1997; Engelmann, 1997; Withers and Williams, 1980).

Because of the importance of both problem categories, this chapter will now specifically focus on

the challenges and potential solutions for the development of cryoconservation methods for recal-

citrant seeds and clonally propagated plant species.
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9.5.3 POTATO, AN ANCIENT CROP, HELPS CRYOPRESERVE VEGETATIVELY



PROPAGATED SPECIES


Potato was one of the first major crop plants to be cryopreserved (Bajaj, 1977). It is the fourth

largest food crop and historically is one of the most ancient of all our cultivated plants (Hawkes,

1990). The potato center of genetic diversity (Vavilov, 1997) is the Andes, and at the time of the

Spanish Conquest it was widely spread throughout Colombia, Peru, and southern Chile. Professor

Jack Hawkes (Akeroyd, 1995) played an influential role in potato conservation, and his plant

collecting missions to South America brought him in contact with Nikolay Vavilov in St. Petersburg

(see Section 9.5). In the 1960s Jack Hawkes, together with Otto Frankel and Erna Bennett, became

expert members of a Food and Agriculture Organization of the United Nations (FAO) panel

concerning plant exploration. In 1972 they were influential in the establishment of the IBPGR (see

Section 9.5.2). Their work (Akeroyd, 1995) led to the creation of the regional gene banks—one of

which is the CGIAR’s International Potato Center in Peru (CIP), for which the cryogenic storage

of potato germplasm provides an important means of in vitro
 conservation (Golmirzaie et al., 1999).

Seed storage is the usual method of choice for conserving plant germplasm, but some vegeta-

tively propagated crops do not produce seeds, or even if they do, it may be preferable to maintain

their elite genetic character through clonal propagation. Thus, one of the most important applications

of plant cryopreservation is for the long-term conservation of vegetatively propagated crop and

horticultural species. The potato’s long cryogenic history provides an excellent example of the

problems (and hopefully solutions) that plant cryobiologists have to overcome to conserve large-

scale, international germplasm collections of clonally propagated plants, and especially tuber crops.


9.5.3.1 Variable Responses to Cryogenic Storage: A Conservation Challenge



for Cryo-Genebanks


One of the most important challenges facing cryoconservationists is the development of storage

protocols that can be applied across a wide genetic base. This has very important strategic, cost,

and operational implications for the application of cryopreservation in large-scale germplasm

collections such as those held by the CGIAR germplasm centers. Lack of uniformity and repro-

ducibility in cryogenic storage responses still remains a problem, and charting the progress of

potato cryopreservation can afford valuable insights as to why this may be the case.

The history of potato ( Solanum
 spp.) cryopreservation starts with Bajaj (1977, 1995a, 1995b),

who first recovered Solanum tuberosum
 tuber sprouts and axillary buds from liquid nitrogen storage using combinations of glycerol and sucrose as cryoprotectants. Freezing involved either ultra-rapid

cryogenic exposure (in cryovials containing the shoots) or slow exposure achieved by passing the

sample through liquid nitrogen vapor, resulting in maximum survival of 18%. Shoots were regen-

erated from cryopreserved meristems, but damage to the apical dome and the production of callus

was noted for several specimens. The following year, Grout and Henshaw (1978) published a paper

reporting the cryopreservation of shoot-tips from Solanum goniocalyx
 —a genotype donated by CIP,

Peru. Using 10% (v/v) Me SO as the cryoprotectant, an ultra-rapid freezing method was devised

2

in which the shoots were placed on the tips of hypodermic needles and plunged directly into liquid

nitrogen. They were thawed in hormone-containing liquid culture medium: The shoots floated away

from the needle and were first recovered under low light conditions; 20% survival was achieved, but

still with some callusing. Towill (1981a, 1981b) applied controlled-rate cooling first to Solanum



etuberosum
 and then to 16 different cultivars of S. tuberosum
 , following cryoprotection in 10% (v/v) Me SO. Slow and controlled cooling (at –0.3° to –0.4°C/min) to an intermediate transfer temperature

2

(–30° to –40°C) was applied before plunging the samples into liquid nitrogen; importantly, ice nucle-

ation was induced in the cryotubes at approximately 5°C. The composition of the growth regulators

in the recovery medium was critical for shoot regeneration; however, survival was highly variable

across the genotype range (0 to 80%) and intraexperimental variation was observed.
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Lack of a uniform response to cryogenic conditions and poor poststorage shoot regeneration

were identified by Towill (1981b) as major problems. In subsequent studies, solutions were afforded

by using sterile, uniformly maintained in vitro
 plant cultures and by optimizing the cytokinin

components of the recovery medium (Towill, 1983). Clearly, at this stage of potato’s cryogenic

history it became apparent that there were major limitations to cryopreserving germplasm that

comprised a wide genetic base, as highly variable responses occurred even within cultivars of the

same species. Furthermore, the physiological status of the donor plants and the postcryopreservation

status of hormone-supplemented medium, that is, noncryogenic factors, were highly significant

determinant factors for recovery. Towill (1984) explored the application of a single controlled-rate

freezing and recovery protocol across a very broad genotype range (using S. tuberosum
 group

representatives: Andigena, Phureja, Stenototmum, and Tuberosum). Shoot regeneration was from

0 to 100%, and Towill (1984) concluded that a single cryogenic procedure may be inadequate for

all germplasm types within a species and that modification of the protocol may be necessary for

both cryogenic and noncryogenic parameters.

The effects of noncryogenic factors on the ability of potato shoot-tips to survive ultra-rapid

and controlled-rate freezing were examined by Benson et al. (1989; 1991) and Harding et al. (1991).

Pre- and postfreeze light regimes and in vitro
 culture period were found to be critically important to survival. The importance of prestorage physiological status was later confirmed by work by

Golmirzaie et al. (1999) at CIP, and lack of plant vigor was considered a bottleneck in potato

cryopreservation. Importantly, CIP researchers found that when careful attention was given to

maintaining in vitro
 plant vigor, average survival rate increased from 31 to 67% for 100 accessions of potato. Similarly, improvement of postthaw culture medium enhances postcryogenic storage

survival by 10%.

Potato has also played a part in the “plant vitrification revolution,” and together with pear

(Dereuddre et al., 1990 ), Solanum phureja
 was one of the first species to be cryopreserved using

encapsulation/dehydration (Fabre and Dereuddre, 1990). Benson et al. (1996) tested the encapsu-

lation/dehydration protocol on six different species of potato and found that all were capable of

surviving and regenerating shoots after cryogenic storage; however, highly variable responses were

still observed across different genotypes and between experiments. A parallel study undertaken by

Bouafia et al. (1996) refined the original encapsulation method (Fabre and Dereuddre, 1990) and

applied it to a broader species range, and a 60% survival rate was obtained for each genotype

tested. In this system, silica gel was used as the desiccant, and care was taken with the optimization

of the water content to support the formation of stable glassy states. Hirai and Sakai (2000) applied

encapsulation/vitrification and encapsulation/dehydration to shoot-tips excised from 13 cultivars of


S. tuberosum
 and found that preconditioning with sucrose and glycerol improved tolerance to PVS2.

Poststorage recovery was more uniform than that achieved for other previous methodologies, and

no morphological abnormalities were observed. This approach certainly appears to be very prom-

ising for the conservation of potato germplasm; however, it would require testing on a broader

species range. More recently, Mix-Wagner et al. (2003) reported on the application of the droplet

freezing method (Kartha, 1985a, 1985b) for the long-term cryoconservation of potato apices. This

study comprised an IPGRI project with the aim to apply cryogenic storage to a large scale European

potato culture collection. Droplet freezing involves the protection of shoot-tips in microdroplets of

cryoprotectant dispensed onto aluminium foil, which is plunged directly into liquid nitrogen. Fifty-

one cultivars of potato were tested, and importantly, no major changes in survival or regeneration

were observed after several years (for the period 1992–1999) of cryogenic storage. Unfortunately,

major variances in recovery of viable apices were observed both among and within individual

varieties. Mix-Wagner et al. (2003) suggest that this variation is a result of nonuniformity of

meristem size, low experimental replication, use of different equipment, and the fact that different

personnel performed the experiments in different laboratories. They suggest that the high numbers

of samples must be cryopreserved to compensate for variation in responses to freezing.
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9.5.3.2 Potato Pioneers’ Postcryopreservation Stability Studies


Assessments of poststorage physiological, developmental, reproductive, and molecular stability are

important, particularly as the application of cryopreservation in large-scale culture collections is

progressed. Relative to other plant species, potato has been the subject of several long-term stability

assessments, collectively offering information and methodologies, which may be provide useful

insights into the assessment of stability in other cryopreserved plant systems. Ribsomal RNA genes

have been applied as restriction fragment length polymorphism markers of stability in S. tuberosum


recovered from ultra-rapid freezing, confirming molecular stability (Harding, 1991, 1997); choro-

plast DNA and microsatellite analysis have been similarly applied (Harding and Benson, 2000,

2001). In polyploid species such as potato, chromosome assessments provide markers of poststorage

stability, and this has been confirmed for a range of different cryopreserved potato species and

genotypes (Benson et al., 1996; Ward et al., 1993). Reproductive and development parameters have

also been assessed using statistical and biometric analyses (Harding and Benson, 1994; Harding

and Staines, 2001), indicating that there are differences in quantitative traits (height, tuber weight,

petiole length) in plant recovered from cryogenic, Me SO, and in vitro
 treatments, suggesting that 2

noncryogenic factors may be an important consideration; however, these differences may be the

result of epigenetic rather than genetic factors. Schafer-Menuhr et al. (1997) applied flow cytometry

testing, phenotypic inspections, and DNA fingerprinting to 150 different genotypes recovered from

droplet freezing-cryogenic storage; all were stable with the exception of one polyploid.


9.5.3.3 Cryopreservation of Vegetatively Propagated Germplasm



in International Genebanks: Identification of Critical Factors


The problem of variable responses to cryogenic and noncryogenic factors must be addressed if

cryopreservation is to be applied to large numbers of accessions held in international genebanks

(Reed, 2001). For large-scale germplasm repositories, however, minimizing labor costs and enhanc-

ing operational efficiency will be critically dependent on the formulation of simple, widely appli-

cable, and economically viable storage procedures. It is important that once a storage protocol is

developed it can be applied across a broad genotype range without the need for laborious optimi-

zation for each different genotype.

Potato research, now spanning 25 years, has helped identify critical factors that are very likely

to influence the cryogenic responses of other major crop plant species. As well as the freezing and

vitrification protocols per se
 , these are genotype, pre- and poststorage physiological status, time invitro
 , operator, equipment, light, culture conditions, shoot-tip size, and hormone regimes before and after storage. Studies on other crop plants are now providing useful insights into the critical

point factors that affect responses to cryogenic storage. CGIAR’s CIP in Peru maintains the world’s

largest collection of sweet potato and has used experiences with potato to pave the way for the

systematic determination of efficient cryopreservation methods for sweet potato (Golmirzaie et al.,

2000). Similarly, CGIAR’s CIAT in Columbia and the International Institute of Tropical Agriculture

in Nigeria are similarly prospecting the use of rapid freezing and encapsulation for a wide range

of cassava and yam cultivars (Escobar et al., 1995, 1997; Ng et al., 1999).

The United States Department of Agriculture’s National Clonal Germplasm Repository, in

Corvallis, Oregon, has been particularly active in considering the challenge of applying standard

cryogenic procedures to the conservation of genetically diverse temperate soft fruit and nut crop

germplasm held in large-scale international genebanks. Reed (2000) identified an interaction

between genotypes of different Ribes
 and their responses to three cryopreservation protocols (slow cooling, PVS2 vitrification, and encapsulation/dehydration). Importantly, all genotypes responded

well, producing medium to high levels of survival (approximately 50 to 80%) for at least one of

the methods applied. This finding concurs with that of Mandal (2000) at the National Bureau for

Plant Genetic Resources, New Delhi, India, who was able to cryopreserve yam apices from a range
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of different genotypes using three different methods (PVS2, encapsulation-vitrification, and encap-

sulation/dehydration). Thus, the way forward for the uptake of cryopreservation in large-scale

international genebanks may be to develop a small number of robust and standard protocols based

on a range of cryoprotective modalities (e.g., chemical vitrification, desiccation, encapsulation,

dehydration, slow cooling). This will widen the possibility that one of the modalities will be

applicable to diverse germplasm types that have variable sensitivities and tolerances to different

types of cryoinjury and associated desiccation stress. However, noncryogenic factors such as

physiological status will still need to be addressed. In the future, it will also be crucial to examine

critical point factors involved in the transfer of cryopreservation technologies to personnel in

different international laboratories and germplasm repositories (Reed et al., 2000, 2001). A case in

point is the National Clonal Germplasm Repository, which is currently undertaking an international

project with respect to cryopreservation skills technology transfer for clonally propagated germ-

plasm in international germplasm repositories (http://www.ars-grin.gov/cor/tc/scrp.plan.html).


9.6 CRYOPRESERVING SEEDS AND EMBRYOS:



A FOCUS ON RECALCITRANCE


The usual approach to plant genetic resources conservation is to place desiccated seed in conven-

tional banks at –18 to –20°C at 5% (w/w) moisture content. Cryopreservation also offers a long-

term storage solution for the conservation of orthodox seeds in large-scale germplasm repositories

(Stanwood, 1985). One of the first steps toward developing a cryogenic method for seeds is to

elucidate their basic storage behaviors as related to desiccation tolerance, because this will dictate

the feasibility of surviving liquid nitrogen treatment.


9.6.1 CLASSIFYING SEED STORAGE BEHAVIOR


A classification of seeds on the basis of their short-, medium-, and long-term longevity was first

proposed by Ewart (1908) but these categories were difficult to specify, as storage conditions can

greatly influence survival. Professor Eric Roberts (1973) first defined the now-standard categories

of seed storage behavior. These are orthodox seeds that are capable of surviving to less than or

equal to 5% (w/w) drying and recalcitrant seeds, which are sensitive to desiccation. Later, the term

“intermediate” was applied to describe seeds that behaved in between the orthodox and recalcitrant

categories (Ellis et al., 1990).

With respect to ensuring the survival of orthodox, intermediate, and recalcitrant seeds in

cryogenic storage, clues can be gained from studying their adaptive behavior in “nature’s laboratory”

(see Foreword). Villiers (1974) first noted the extended longevity of fully hydrated orthodox seeds

and demonstrated (Villiers and Edgcumbe, 1975) that continuous hydration was not necessary for

long-term survival, proposing that this is why annual weed seeds are able to survive for relatively

long periods in the soil. Orthodox seeds frequently undergo a natural, physiological desiccation

process, which renders them inactive, and metabolic activity is resumed on imbibition. This is

because in nature, the germination of orthodox, temperate seeds is dependent on favorable growth

conditions; they become seasonally dormant or lie dormant in the soil until conditions are suitable

for their germination. Dormancy-breaking triggers are frequently water, temperature, and light.

In contrast, the natural physiological adaptations of orthodox seeds render them amenable to

cryogenic storage, and often this can be achieved by simply drying seeds to a critical moisture

content and plunging them directly into liquid nitrogen—no other cryoprotective strategy is

required. Stanwood (1985) and Pritchard (1995) provide methodologies for the cryopreservation

of orthodox seeds; practically, seeds are desiccated to a critical moisture content (MC) in large-scale

drying rooms at around 12 to 15% relative humidity before they are placed in cryogenic storage.

Orthodox seeds follow a single equation with respect to the mathematical rules that can be

used to predict viability (percentage) after any period of a defined storage condition (Ellis and
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Roberts, 1980, 1981). This is the logarithm of any measure of longevity (e.g., time taken for 50%

of a batch of seeds to lose viability) and shows an approximate linear relationship with temperature

and moisture content. This enables Harrington’s rule of thumb to be applied (Harrington, 1963) to

estimate the effect of temperature and moisture content on orthodox seed storage responses: seed

longevity (for orthodox seeds) is doubled for each 5°C lowering of temperature or each 1% decrease

in moisture content. These basic rules have greatly facilitated the application of traditional seed

storage methods to orthodox seeds; however, difficulties arise when considering the more complex

behaviors of recalcitrant and intermediate seeds. Walters (1999) presents a useful critique for seed

classification based on the practical need to quantify, in a more discerning way, the levels of

desiccation tolerance of recalcitrant seeds. She states that categorizing orthodox seeds as those that

can survive conventional storage protocols (at 0.02 g H O/dry weight at –18°C) is effective but

2

falls short for the more complex behavior of recalcitrant seeds. The idea was thus forwarded that

desiccation tolerance should be defined quantitatively as well as qualitatively for recalcitrant seeds.

A study undertaken on wild rice (Zizania) embryos revealed that mature embryos could survive

temperatures to –50°C, whereas the least mature embryos survived only to –18°C (Vertucci et al.,

1995). These physiological and developmental differences could be assigned (using DSC) to

physical properties of water at different stages of maturation. A single water activity value of 0.90

was critical for desiccation damage. Clearly these studies concur that the development status of

embryos and seeds can critically influence the capacity to survive freezing and cryogenic storage.

By quantifying moisture levels at which damage is observed, Walters (1999) has shown that as

embryos mature, they progressively acquire tolerance to lower water potentials in discrete steps.

Critical water potentials have been identified at –1.8, –5, –12, –50 and, –180 Mpa, and Walters

proposes that these levels are concomitant with different levels of tolerance and damage. Thus, a

hypothesis is presented that recalcitrant seeds may be categorized by the minimum water potential

that they endure, which will help elucidate the limiting factors in their tolerance to desiccation

stress. Such information will in turn help the optimization of desiccation treatments to ensure

survival after cryogenic storage.

In contrast to orthodox seeds, many of which can survive exposure to –196°C so long as they are

sufficiently dried (Stanwood, 1985), recalcitrant seeds are very difficult to conserve using cryopreser-

vation, and as stated by Berjak et al. (1999), the quest for their cryopreservation still remains elusive.


9.6.2 FROZEN RAIN FORESTS: NATURE’S CHALLENGE


What determines life and death at low and ultra-low storage temperatures is one of the most

important challenges of understanding “life in the frozen state” (see Chapter 23). Recalcitrant seeds

of tropical plants are usually large, metabolically very active, and highly hydrated (e.g., imagine

freezing a coconut), and they are extremely desiccation and cold sensitive. So unfortunately, not

all seeds survive the desiccation and low-temperature treatments required to ensure longevity using

traditional storage methods, and a major challenge pertains to the conservation of seed germplasm

from tropical and equatorial, forest, and agroforestry species, especially the recalcitrant seeds of

tropical rain forest trees (Chin, 1991, 1996a,b; Marzalina et al., 1999; Normah et al., 1996; Zakri

et al., 1991). Most recalcitrant seeds belong to tropical timber, plantation, and fruit crops (Chin,

1988), and as they are adapted to the warm and humid tropical rain forests, they do not tolerate

freezing temperatures and some fail to survive a minimum temperature of 15°C.

Farrant et al. (1988) observed that the stage of additional water required for seeds to become

recalcitrant is concomitant with the onset of cell division and with increasing vacuolation. The

authors present the interesting hypothesis that this set of events is similar to those that occur in

imbibed orthodox seeds and that render them sensitive to desiccation. It is further proposed that

as germination proceeds to a certain stage, the seeds become increasingly sensitive to desiccation

and also that seeds dried rapidly just after shedding tolerate a greater degree of water loss. Thus,

developmental stage is important.
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One of the most important approaches for the cryopreservation of tropical seed germplasm is

to excise the zygotic embryos and use this as the subject for storage. In 1986, IBPGR funded a

recalcitrant seed cryopreservation project at the Universiti Pertanian, Malaysia; this was under the

coordination of Professor H.F. Chin (Universiti Pertanian, Malaysia), a leading exponent for the

development of cryopreservation methods as applied to tropical plants and particularly to recalci-

trant seeds. The following year, Chin and Krishnapillay reported that embryos of Artocarpus



heterophyllus
 could be dried to 11% MC and survive in vitro
 (see Chin, 1988). Subsequently, Pritchard and Prendergast (1986) cryopreserved Arucaria hunstecinii
 embryos and Normah et al.

(1986) cryopreserved rubber seed embryos with a recovery of 20 to 69% after being desiccated to

14 to 20% MC.

Engelmann (1997) reviewed progress as to the cryopreservation of embryos and embryonic

axes from a wide range of recalcitrant-seeded species: Survival ranged from 0 to 95%, and the

main cryoprotective approach was evaporative desiccation.


9.6.3 INTEGRATED STUDIES MAY HELP TO SOLVE SEED RECALCITRANCE PROBLEMS


Recalcitrant tropical seeds present many additional, noncryobiological conservation problems, and

increasingly it will be important to take a holistic approach to their cryoconservation. We may

therefore need to intercalate knowledge of tropical forest environmental physiology and to extrap-

olate this to the poststorage recovery phase, which is usually undertaken in vitro
 . A challenge such as this requires information from very different fields, ranging from ecology to biotechnology.

Recalcitrant seeds usually come from two types of habitat: There are aquatic seeds, which are

maintained in a fully hydrated state, and seeds from the humid tropics, which have high levels of

moisture (30 to 70%) and can be killed if their MCs are reduced to 12 to 31% (Chin, 1988). Their

collection and transfer from often remote areas can be problematic, as they can become physio-

logically unstable in transit and easily succumb to fungal contamination. Tropical seeds can often

be found germinating while still in a fruit attached to the tree, and as they are exposed to high

levels of pests and pathogens, they have developed elaborate phytochemical defences, particularly

seeds. This is why tropical rain forests are considered “nature’s medicine chests,” but this is

problematic, as phenolic compounds are released from injured tissues on desiccation and freezing,

causing serious losses in viability through damaging autooxidation reactions. There are also other

major practical problems, two of which are the prevention of fungal spoilage and seed germination

before cryopreservation is in place. Phytosanitary management of forest tree seed is therefore

particularly important (Sutherland et al., 2002), as contaminated seeds and embryos will interfere

with recovery requiring in vitro
 manipulations.

A further conservation problem compounded by ecological factors is the fact that many tropical

trees have complex life cycles and only flower and set seed on an infrequent basis, sometimes at

intervals of 5 years of more. There are simply not enough seeds produced on a regular basis to

provide a germplasm source for cryogenic storage. Sacrificing seed batches to assess their physi-

ological and storage status is wasteful and compromises the size of infrequently available seed

batches. Staines et al. (1999) are taking a novel approach to this problem as applied to seeds from

the Malaysian tropical rain forest, through the application of Taguchi experimental design for

developing cryopreservation strategies for recalcitrant seeds that are in limited supply. Taguchi-

style experiments use quality-control-based statistics by minimizing variation around a target values

and by therefore minimizing the number of seeds that would need to be sacrificed to gain an idea

as to optimal storage parameters. In contrast to factorial experiments (ANOVAs), Taguchi methods

employ signal-to-noise ratios and orthogonal arrays.

The seeds and fruits of many tropical species have complex physiologies, and their maturation

and development are not so well defined, as is the case for temperate species. These factors often

compromise the optimization of desiccation-sensitivity parameters required to support cryogenic

storage. Berjak et al. (1992) examined the interactions between developmental stage, desiccation
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sensitivity, and water status in embryonic axes of Landolphia kirkii
 , a recalcitrant seed-bearing species. Axes from immature seeds were more desiccation tolerant, axes from germinating seeds

were the least tolerant, and DSC profiling revealed that tolerance was associated with the level of

hydration. This endorses the previous study (Walters, 1999) (that the extent and rate of desiccation

influence survival) and, moreover, the fact that there is a confounding relationship between the

acquisition of desiccation tolerance and intracellular responses to different modalities of drying

and the maintenance of membrane integrity (Berjak et al., 1990).

In conclusion, it would therefore appear that to address the issues of seed recalcitrance requires

an integrated approach, and one that not only considers the cryogenic protocol per se
 but also that fully explores other contributing factors. These factors can be broadly divided into two groups:

technical issues, which related to seed availability, collection, stabilization, spoilage, and in vitro
 manipulations, and developmental/physiological factors. For example, the developmental status of

recalcitrant seeds is influenced by environmental as well as physiological factors, and this can affect

desiccation tolerance. Clearly, both are important, but perhaps the key to future progress will be

to consider the effect and integration of cryogenic and noncryogenic critical point factors. Research-

ers involved in recalcitrant seed conservation may perhaps be required to become “cryoecologists”

as well as cryobiologists.


9.7 CONCLUSIONS: FROM ECOSYSTEMS TO CRYOVIALS


Progress in plant cryobiology spans some 100 years and has resulted in the formulation of a wide

range of cryopreservation protocols that have been successfully applied to all types of germplasm

(seeds, zygotic and somatic embryos, dedifferentiated cells and callus, shoots, roots, and pollen).

The taxonomic spectrum of plants that can be cryopreserved is considerable and is expanding at a

rapid rate. One of the most impressive advances in plant cryopreservation has been the application

of vitrification protocols for the conservation of previously difficult-to-preserve germplasm, most

especially that derived from tropical species. However, there exist a number of important challenges

ahead, ranging from strategic and technical issues such as how to design and operate long-term,

cryopreserved plant genebanks, to more fundamental research related to understanding the “glassy

state.” History, however, does have an important place, and my revisiting the original thinking of

Nikolay Maximov is based on the premise that reviewing the “past” helps us to understand the

present, and that integrating the two will help us to devise more astute strategies for future

investigations.

Maximov (1912a, 1912b) undertook research that had its roots of understanding in environ-

mental stress physiology, the consequences of which had an effect on in vitro
 cryobiology. As

Meryman (Foreword of this volume) states, “nature’s laboratory” provides some of the most

important clues to understanding “life in the frozen state.” Taking “nature walks” with low-

temperature ecologists may well provide applied cryobiologists (from all disciplines) with inspi-

ration as to how to find solutions to their low-temperature preservation (cryogenic storage) and

destruction (cryosurgery) problems.

Two scientific meetings have recently endorsed the benefits of using multidisciplinary debates

to stimulate cryobiological discussions that explore ecological and applied issues of freezing stress.

The first, comprising a symposium titled “Coping with Cold: Natural Solutions,” was hosted by

the Society of Low Temperature Biology (2000) and the University of Cambridge in September

1999. A clear output of the meeting was the great potential for cross-discipline transfer of intelli-

gence in both ecological and applied aspects of low-temperature stress physiology (also see Chapter 3).

The Royal Society of London’s (2002) Discussion Meeting, entitled “Coping With Cold: The

Molecular and Structural Biology of Cold Stress Survivors,” integrated generic issues of under-

standing freezing and cold stress at the molecular level and spanned diverse disciplines exploring

low-temperature stresses in plants, animals, and bacteria in scenarios as diverse as polar lakes and

industrial laboratories. The concluding remarks of this meeting are insightful. Compiled by Jeff
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Bale from the University of Birmingham, United Kingdom (Royal Society of London, 2002), they

distilled three modalities of “thinking about” cold stress:

•

Constant cold stress: Why is it that some organisms can live almost all the year round in a

continual cold-stressed state? Comparisons of the tropical and polar regions were presented

•

Seasonality: How it is that organisms can respond to annual rhythms that dictate their

ability to survive episodes of cold stress?

•

Rapid responses to cold stress, within minutes and hours

Questions were then posed as to how many of the underlying (generic?) mechanisms and responses

are the same across different groups of organisms and across different temporal ranges. The

possibility of providing a common model to explore cold stress across diverse taxa was presented

based on the following (modified, by the author) pathway:

cold stress signal → signal transduction → cellular response → adaptation → survival

↓

sensitivity → death

Clearly, gaining an understanding of all three modalities could provide an important framework

as to how we can explore future key plant and algal cryopreservation issues. Extremely cold-tolerant

organisms (e.g., polar extremophiles) may be compared with highly recalcitrant groups (tropical

species) to gain an understanding of stress and acclimation responses. Historically, such studies

have been applied as an aid to cryopreservation protocol development; for example, the discovery,


in vivo
 , of trehalose in highly tolerant organisms and its subsequent application as a cryoprotectant in plant, animal, and medical cryobiology. Similar examples are the application of ice nucleating

and antifreeze agents (see Chapter 3). Understanding seasonal tolerance, dormancy, and acclimation

(in temperate species) and comparing these with the elusive life cycle and seed development

processes in tropical and equatorial species may be a basis on which to study desiccation tolerance.

Rapid response modes are best assigned to those treatments (rapid freezing/thawing/desiccation)

that comprise cryopreservation protocols per se
 . Thus, to conclude, there exist many examples as

to how the “ecosystem to cryovial” approach has been applied to great effect in developing

protection strategies for contemporary cryobiologists. This experimental rationale, instigated almost

a century ago by Maximov, is perhaps even more relevant and compelling today, as we can advance

our cryobiological explorations using the modern “toolkits” of genome mapping and molecular

and analytical technologies.


And through the drifts the snowy clifts



Did send a dismal sheen:



Nor shape of men nor beast we ken–



The ice was all between



Excerpt from the




Rime of the Ancient Mariner




by Samuel T. Coleridge



(Holmes, 1996)
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10.1 INTRODUCTION


Cryopreservation is becoming a very important tool for the long-term storage of plant genetic

resources using a minimum of space and maintenance. More recently, cryopreservation is reported

to offer a real hope for long-term conservation of endangered germplasm (Hargreaves et al., 1997;

Touchell, 2000; Turner et al., 2000). Cryopreservation is based on the noninjurious reduction and

subsequent interruption of metabolic functions of biological materials by temperature reduction to

the level of LN (–196°C). Availability and the development of safe, cost-effective, and reliable

2

cryogenic protocols, and subsequent plant regeneration without genetic change, are basic require-

ments for plant germplasm conservation.

Conventional cryopreservation of cultured cells and tissues has been achieved by controlled

slow prefreezing to about –40°C in the presence of suitable cryoprotectants before being cooled in

LN . Almost 10 years ago, some new cryogenic, vitrification-based techniques were presented and

2

dramatically increased the applicability to a wide range of plant materials. This chapter describes

the development of cryopreservation of plant germplasm and its survival mechanism in the tem-

perature of LN .

2
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10.2 SURVIVAL MECHANISM OF VERY HARDY PLANTS AND CELLS



COOLED TO–196°C.



10.2.1 SURVIVAL MECHANISM OF VERY HARDY TWIGS AT ULTRA-LOW TEMPERATURES


In extracellularly frozen cells, the lower the temperature, the greater the amount of ice formed

at equilibrium until the temperature is reached at which all the freezable water has crystallized.

Thus, equilibrium freezing is considered as effective means for freeze dehydration of hardy cells.

For the purpose of testing freeze dehydration to various degrees, winter mulberry twig pieces were

slowly frozen to different temperatures and held there for 16 h before immersion in LN . The

2

survival gradually increased with decreasing temperature from –10° to –30°C, reaching the maxi-

mum a –30°C or below if thawed very slowly at 0°C (Sakai, 1956, 1960). The mulberry twig pieces

and also twigs of Salix koriyanagi
 and Populus sieboldii
 , immersed in LN after prefreezing at 2

–30°C, remained alive at least for 1 year (Sakai, 1956, 1960). In addition, twig pieces of mulberry

and twigs of Salix sachalinensis
 were not injured even when cooled from 0° to –120°C at a cooling rate of –0.5°C min–1. From these results, it appears that there is a definite temperature range at

which the freezable water in cells is extracted by equilibrium freezing, in this state the cells are

not injured, even when exposed to an extremely low temperature. Below this temperature, the

intensity of cold does not seem to exert any important effect upon these cells. From these results,

the most appropriate interpretation is that completely hardy plants form aqueous glasses intracel-

lularly during subsequent cooling to low temperatures, without crystallization. Hirsh et al. (1985)

provided the evidence (freeze-etching electron micrographs) that winter-hardened poplar cortical

cells resist the stresses of freezing below –28°C by glass formation of the bulk of intracellular

solution during slow cooling. This implies that the formation of the solid intracellular glass prevents

further water loss to extracellular ice at lower temperatures. During slow warming of the samples

after slow cooling to –70°C at 3°C/min, a sudden endotherm was detected by differential scanning

calorimetory (DSC) at –28°C, indicating an equilibrium glass transition (Fahy et al., 1984) without

devitrification.

The prefreezing temperature required to maintain viability depends on the relative hardiness

of the plant and varies from –15° to –40°C when thawed slowly (Sakai, 1965, 1973), with the

hardier samples requiring less prefreezing, indicating that hardier plants significantly increase their

ability to vitrify. Twigs of Salix sachalinensis
 , Populus maximowiczii
 , and Betular platyphylla
 even survived freezing to the temperature of liquid helium (about –269°C) following freezing to –20°

or –30°C (Sakai, 1962; Sakai and Larcher, 1987). The treated twigs of S. sachalinensis
 rooted and grew to a tree. These results indicate that very hardy plants can tolerate freezing near the temperature

of absolute zero.


10.2.2 SURVIVAL MECHANISM OF VERY HARDY CELLS COOLED TO –196°C


Cortical tissues of winter mulberry twigs can survive slow continuous freezing to –70° or –120°C.

The cortical tissues, which were mounted between cover glasses with 0.05 mL water, were prefrozen

at different temperatures before plunging in LN (Sakai, 1966, 1985). Prefrozen cells below –20°C

2

remained alive after rapid cooling in LN , regardless of warming rate (Figure 10.1).

2

However, in cells prefrozen above –15°C, the warming rate seriously influenced survival. In

the prefrozen cells at –10°C, all cells remained alive by rapid warming in water at 30°C, but most

of the cells were killed by slow warming in air at 0°C, indicating that the prefrozen cells at –10°C

vitrified on rapid cooling and were killed by intracellular freezing after devitrification occurred

during slow warming. The vitrified cells were considered to be killed in the temperature range

between –30° and –40°C during the warming process (Sakai and Yoshida, 1967). To confirm this,

tissue sections were kept in a bath at –30°C for 10 min following removal from LN before being

2

freeze-substituted with absolute alcohol at –78°C. In the electron micrographs of these cells, many

ice cavities were found throughout the cells (Sakai and Otsuka, 1967).
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FIGURE 10.1
 Effect of rewarming rate on the survival of cells immersed in LN following prefreezing at 2

various temperatures. Tissue sections were mounted between cover glasses with 0.05 mL water. Tissue sections were rewarmed rapidly in water at +30°C (400°C/sec) or slowly in air at 0°C (1°C/sec). (From Sakai, A. With permission.)
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FIGURE 10.2
 Survival of cortical cells from winter mulberry twigs cooled to –75°C at rates indicated on the abscissa, without prefreezing, and rewarmed either rapidly or slowly. Rewarming was done rapidly by

immersion in water at +30°C and slowly in air at 0°C. (From Sakai, A. and Yoshida, S., 1967. With permission.) The survival rates of mulberry cortical tissues as a function of cooling and rewarming rates are

summarized in Figure 10.2 (Sakai and Yoshida, 1967). When cooling is carried out slowly at –1°

to –10°C/min, all of the cells remained alive, even when rewarmed either rapidly or slowly. Survival

rates gradually decreased to zero as the cooling rate increased from 50°C to 2000°C/min, regardless

of warming rate, which indicates an increase in the number of the cells frozen intracellarly during

cooling. In cells cooled at intermediate cooling rates, the intracellular water is not able to dehydrate

sufficiently and rapidly enough to maintain vapor pressure equilibrium with the external ice, and

so the cells become increasingly supercooled and eventually freeze intracellularly. However, at

cooling rates above –10,000°C/min applied with rapid warming, the effects were reversed and

survival rates increased, reaching a maximum at –2,000,000°C/min. In the case of slow warming,

however, survival still remained at zero for all the rapid cooling rates used. To cool ultra rapidly,
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an unmounted tissue section (unicellular tissues, 1 to 2 mm wide and 2 to 3 mm long) held with

forceps was directly immersed into LN (Sakai, 1956). These ultra-rapidly cooled cells LN

2

2

remained alive when rewarmed rapidly. Using freeze-etching electron micrographs (Fujikawa,

1988), it was confirmed that these cells vitrified.

To enable very hardy cells to cool directly into LN from ambient temperature at a practical

2

cooling rate, hardy mulberry cortical cells were treated with different concentrations (1.0 to 4.0


M
 ) of ethylene glycol (EG) for 10 min at ambient temperature before plunging in LN . During the

2

treatment with 3 M
 EG for 10 min, the cells plasmolyzed in the beginning, and then gradually

deplasmolyzed, along with the permeation of EG, into the cytosol. The cortical tissues treated with

3 M
 EG that were mounted with cover glasses with 0.05 mL EG remained alive (80% survival)

after plunging in LN when rewarmed in water at +30°C (Sakai, 1958). This procedure eliminates

2

a freeze-dehydration step and enables hardy cells to be cooled directly in LN , provided that hardy

2

cells are sufficiently concentrated. This procedure is a prototype of the present vitrification protocol.


10.3 DEVELOPMENT OF CRYOPRESERVATION


A prefreezing method with subsequent slow warming is widely used as the routine method for

cryopreservation of very hardy plants. Successful cryopreservation of dormant vegetative buds of

the apple by prefreezing to –40°C, and subsequent recovery by grafting, was first reported by Sakai

and Nishiyama (1978). This protocol using apple dormant buds was refined by Stushnoff (1987)

and Forsline et al. (1998). Dormant buds of the pear (Oka et al., 1991) and mulberry (Niino and

Sakai, 1992) have also been successfully cryopreserved, followed by recovery of the meristems in



vitro
 . Cryopreservation of dormant vegetative buds offers distinct advantages over the alternatives (Forsline et al., 1998). The cryogenic procedure is simple and reliable, with slight genotype-specific

reactions to cryogenic protocols. A large number of uniform and tolerant samples are easily collected

and stored in a frozen state.

The prefreezing method is also widely used as the routine method for cryopreservation to less

hardy cultured cells and tissues, with the prior application of cryoprotectants. The conventional

prefreezing method is depicted in Figure 10.3. Cultured cells and tissues to be cryopreserved are

generally sensitive to freezing. Thus, they are previously treated with cryoprotectants (5 to 10%

[v/v] Me SO and 5 to 15% [w/v] sucrose or sorbitol) so that they can survive prefreezing to –30

2

or –40°C before being immersed into LN (Cyr, 2000; Kartha et al., 1988; Withers, 1985). If the

2

frozen cells are further cooled to –50 or –70°C, their survival gradually decreases with decreasing

temperature (Sugawara and Sakai, 1978). Most cultured cells are prefrozen at a rate of –0.3 to

–0.5°C/min to about –40°C before plunging into LN , and they are subsequently thawed rapidly.

2

Slow prefreezing to –40°C produces a sufficiently concentrated unfrozen fraction in the suspending

solution and the cytosol to be capable of vitrifying on rapid cooling in LN . Survival of the vitrified

2

cells depends on the fate of the glassy cytoplasm during the warming process. When warming is

slow enough to permit sufficient time for crystallization to occur, then low survival was observed

(Sakai et al., 1991; Yamada et al., 1991). Thus, vitrified cells following freeze-dehydration to about

–40°C must be thawed rapidly in water at +30 or +40°C to produce a high level of survival, unlike

the situation for cryopreservation of very hardy twigs and buds.

Almost 10 years ago, some new cryogenic procedures (refer Figure 10.3), such as vitrification

(Langis et al., 1989, 1990; Sakai et al., 1990; Towill, 1990; Uragami et al., 1989) and encapsula-

tion/dehydration (Fabre and Dreuddre, 1990) were presented. These procedures dehydrate a major

part of the freezable water of specimens at nonfreezing temperatures and enable them to be

cryopreserved by being directly plunged into LN without a freeze-induced dehydration step. These

2

alternative dehydration procedures, referred to as “vitrification-based techniques” (Engelmann,

1997), offer practical advantages compared with the classical prefreezing method. By precluding

ice formation in the system, vitrification-based techniques simplified the cryogenic procedures, as

they do not require the use of controlled freezers and eliminate concerns for the potentially damaging
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FIGURE 10.3
 A scheme of conventional slow-freezing method and new procedures.

effects of intra- and extracellular crystallization. In particular, these new procedures are more

appropriate for differentiated structures (apices and somatic embryos) that contain a variety of cell

types, each with unique requirements for cooling rates under conditions of freeze-induced dehy-

dration (Withers, 1979).


10.4 CLASSIFICATION OF CRYOGENIC PROCEDURE


In the vitrification-based protocols, cell dehydration is performed by exposing samples to a highly

concentrated cryoprotective solution (osmotic dehydration) or by air desiccation before being

plunged into LN . Such techniques are referred to as vitrification (complete vitrification, as both

2

cytosol and the suspension solution vitrify), as distinct from the conventional prefreezing method

(partial vitrification, where only the cytosol vitrifies). At any rate, vitrification is the only survival mechanism for maintaining the viability of hydrated cells and tissues in the temperature of LN2

by avoiding crystallization on rapid cooling (Sakai, 1960, 1985).

Successful cryogenic procedures applying practical cooling rates by either partial or complete

vitrification can be divided into four categories based on the dehydration method used before the

plunge into LN (Sakai, 1993, 1995):

2

1. Slow prefreezing (freeze-dehydration)

2. Vitrification (osmotic dehydration) with or without encapsulation

3. Encapsulation/dehydration (osmotic dehydration combined with air-drying)

4. Air-desiccation


10.5 CONCEPT OF VITRIFICATION


There are two types of liquid–solid phase transition of aqueous solution. Ice formation is the phase

transition from a liquid to ice crystal. Catalysts for the water–ice phase transition are referred to

as ice nuclei. There are two types of ice nucleation: homogeneous and heterogeneous. In homoge-

neous nucleation, the nuclei are formed spontaneously in the liquid without intervention of foreign

bodies at a very low temperature, approaching –40°C. The freezing process involves two different
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FIGURE 10.4
 Differential scanning calorimetory record of a highly concentrated vitrification solution (PVS2). Tg, glass transition temperature (about –115°C); Td, initiation of freezing following devitrification (about –75°C); Tm, freezing or melting point (–37°C). (From Sakai, A. et al., 1990. With permission.)

phenomena: the formation of ice nuclei and growth of crystal units. Another phase transition is

vitrification from a liquid to amorphous glass, avoiding crystallization. Water is very difficult to

vitrify, because the growth rate of crystals is very high even just below the freezing point. However,

highly concentrated cryoprotective solutions such as glycerol are very viscous and are easily

supercooled below –70°C, which allows them to be vitrified on rapid cooling; this was first

demonstrated by Rasmussen and Luyet (1970).

Evidence for vitrification requires the use of physical procedures, and one conventional method is

to measure the latent heat released by the crystallization of ice during cooling and warming using DSC.

As shown in Figure 10.4, the DSC profile reveals that a glycerol-based vitrification solution (Plant

Vitrification Solution 2 [PVS2], 7.8 M
 ; Sakai et al., 1990) supercooled below –100°C and finally

became vitrified at about –115°C ( T
 , glass transition temperature) on cooling (–100°C/min) and that g

a glass transition occurred during subsequent slow warming (+10°C/min) followed by exothermic

devitrification (crystallization; T
 , devitrification temperature) and endothermic melting ( T
 , melting d

m

temperature). Crystallization during the warming process can be prevented when the object is rewarmed

rapidly in water at +30°C. If the vitrification solution is more concentrated, the value of T
 shifts to a g

higher temperature and T
 to a lower temperature. Finally, when T
 becomes equal to the T
 (equilibrium m

g

m

glass transition temperature), crystallization following devitrification is prevented and the system is

virtually stable (Fahy et al., 1984).

As glass fills spaces in a tissue, glass may contribute to preventing additional tissue collapse,

solute concentration, and pH alteration during dehydration. Operationally, a glass is expected to

exhibit a lower water vapor pressure than the corresponding crystalline solid, thereby preventing

further dehydration. As glass is exceedingly viscous and stops all chemical reactions that require

molecular diffusion, its formation leads to stability over time (Burke, 1986).


10.6 VITRIFICATION PROTOCOL



10.6.1 PROTOCOL


The vitrification protocol requires the application of a highly concentrated vitrification solution,

which sufficiently dehydrates cells without causing injury so that they form a stable glass along

with the surrounding vitrification solution when plunged into LN . The author (Sakai et al., 1990)

2
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FIGURE 10.5
 General view of the vitrification protocol for excised apices from in vitro
 –grown plants. (A) Preculture: 1–2 days, Murashige and Skoog medium with 0.2–0.5 M
 sucrose. (B) Osmoprotection: 20 min at

+25°C, with a mixture of 2 M
 glycerol and 0.4 M
 sucrose. (C) Dehydration: 0–60 min at +25°C or 0–90 min at 0°C in PVS2. (D) Rapid cooling (at about 300°C/min): LN storage, use the 2.0-mL cryotube. (E) Rapid

2

warming: shaking 80 sec in water at +40°C. (F) Dilution: 15 min, in liquid Murashige and Skoog medium

with 1.2 M
 (w/v) sucrose. (G) Plating: different media depending on species, but always with 3% (w/v) sucrose.

has developed a glycerol-based, low-toxicity vitrification solution designated PVS2. PVS2 (7.8 M
 ) contains 30% (w/v) glycerol, 15% (w/v) EG, and 15% (w/v) Me SO in the Murashige and Skoog

2

(MS) basal medium containing 0.4 M
 sucrose at pH 5.8 (refer to Figure 10.4). Benson et al. (1996) confirmed that DSC profiles showed no evidence for ice nucleation in PVS2 treated ribes
 -apices

on cooling (at –10°C/min) and that this was reproducible for replicate samples.

The complete vitrification procedure for cryopreserving apices is shown in Figure 10.5. Vitri-

fication is an elaborate and non-time-consuming protocol and has wide applicability. It produces

higher and earlier recovery growth than the encapsulation-dehydration method (Hirai et al., 1998;

Hirai and Sakai, 1999a, 1999b; Matsumoto et al., 1994, 1995b). As summarized in Table 10.1, the

vitrification protocol for apices has successfully been applied to a wide range of plant materials of

both temperate and tropical origins, totaling 180 or more over the last 10 years. The protocol has

also been successfully established for roots and tubers, fruit trees, ornamental and medicinal plants,

and plantation crops (Sakai, 1997, 2000; Thinh et al., 2000).

Successful cryopreservation by vitrification using EG-based vitrification solution and French

straw (Langis and Steponkus, 1990; Langis et al., 1989) was also reported in the meristems of

carnation (Langis et al., 1990) and potato (Golmirzaie and Panta, 2000; Lu and Steponkus, 1994).

In the encapsulation-vitrification protocol, samples are encapsulated in alginate beads, osmo-

protected, and then dehydrated with a highly concentrated vitrification solution for 2 or 3 h before

a plunge into LN (Hirai et al., 1998; Hirai and Sakai, 1999a, 1999b; Matsumoto et al., 1995a;

2

Tannoury et al., 1991).


10.6.2 THE DEHYDRATION STEP


Duration of exposure to the PVS2 must be optimized to produce high levels of recovery growth

after cryopreservation by vitrification. The optimum exposure time to PVS2, and thus the
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TABLE 10.1



Successful Cryopreservation (Recovery Growth > 50%)



of
 
in vitro

 –Grown Apices Cooled to –196°C by Vitrification



Using PVS2 (from Sakai, 2000, revised)



Planta



References



Temperate Plants




Woody Plants




Citrus sinensis


(Nucellar cells)

Sakai et al.

1990, 1991


Citrus


(Nucellar cells, 4 spp, cvs)

Kobayashi and Sakai

1997


Grevillea scapigera


(10 clones)

Touchell

2000


Malus


(Apple, 5 spp, cvs)

Niino et al.

1992c

Mulberry

(13 spp, cvs)

Niino et al.

1992a

Persimmon

(Winter apices, 20 spp, cvs)

Matsumoto et al.

2001

Poplar

Lambardi et al.

2000


Prunus


(Cherry, 8 cvs)

Niino et al.

1997


Pyrus


(Pear, 5 cvs)

Niino et al.

1992c


Ribes nigrum


Benson et al.

1996

Tea plant

Kuranuki and Sakai

1995


Vitis


(Grape, 10 spp, cvs)

Matsumoto et al.

1998b



Herbaceous Plants



Asparagus

(Bud cluster)

Kohmura et al.

1992


Fragaria X ananassa


(Strawberry, 4 cvs, EV)

Hirai et al.

1998

Garlic

(Post dormant bulbils, 12 cvs)

Niwata

1995

Garlic

(2 cvs)

Makowska et al.

1999

Lily

(4 spp, cvs)

Matsumoto et al.

1995b

Mint

(3 spp, EV)

Hirai & Sakai

1999a


Panax ginseng


(Hairy roots)

Yoshimatsu et al.

1996, 2000


Papaver somniferum


(Hairy roots)

Yoshimatsu et al.

2000


Solanum tuberosum


(Potato, 14cva, EV)

Hirai and Sakai

1999b

Sugar beet

(18 clones)

Vandenbussche et al.

2000

Wasabi

(Brassicaceae, 4 cvs)

Matsumoto et al.

1994

White clover

(3 spp, cvs)

Yamada et al.

1991


Tropical Plants


Cassava

Charoensub et al.

1999


Colocasia


(Taro, 6 cvs)

Takagi et al.; Thinh

1997, 1997


Dioscorea


(Yam, 6 cvs)

Kyesmu and Takagi

2000


Musa


(Banana, 9 cvs)

Thinh et al.

1999


Cymbidium


(Orchid, 2 cvs)

Thinh and Takagi

2000


Dendrobium


(Orchid, protocorm)

Wang et al.

1998

Papaya

(Somatic embryo)

Lu and Takagi

2000

Pineapple

Thinh

1997

Pineapple

González-Arnao et al.

1998b

a EV: encapsulation-vitrification; cvs: cultivars

dehydration time of apices, appears to be species-specific and to increase with size of excised

apices (Niino et al., 1992b). Properly dehydrated apices vitrify during rapid cooling into LN ,

2

preventing lethal intracellular freezing and avoiding the risks of toxic effects resulting from over-

exposure to PVS2. Thus, the critical step to achieve high survival in the vitrification method is the
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FIGURE 10.6
 Effect of exposure time to PVS2 at +25° or 0°C on the shoot formation of clover apices cooled to –196°C by vitrification. Apical meristems following preculture were treated with PVS2 for different lengths of time at +25°C or 0°C and then directly plunged into LN for 30 min. Approximately 20 meristems were

2

tested for each of two replicates. Bar represents standard error. Treated control: same as before but without cooling to –196°C. No replicate in treated control. (From Yamada et al., 1991. With permission.)

dehydration step. As shown in Figure 10.6, exposure to PVS2 produced time-dependent shoot

formation. In the vitrified clover apices cooled to –196°C, the shoot formation reached the highest

rate (about 95%) at 5 min exposure at +25°C or at 30 min at 0°C. The rates of shoot formation of

the apices dehydrated with PVS2 for 5 min at + 25°C or 15 min at 0°C without cooling in LN2

(treated control) were nearly almost the same as those of the vitrified apices cooled to –196°C.

Thus, the excursion of rapid cooling (vitrification) into LN and subsequent rapid warming (devit-

2

rification) did not cause additional loss beyond that produced during dehydration process with

PVS2 at nonfreezing temperatures. The same trend was observed in the vitrified tobacco cultured

cells (Reinhoud, 1996) and apical meristems (Niino and Sakai, 1992; Matsumoto et al., 1994;

Yamada et al., 1991). These results clearly demonstrate that the dehydration tolerance to PVS2 is

sufficient for apical meristems to survive the vitrification procedure.


10.6.3 THE ACQUISITION OF DEHYDRATION TOLERANCE OF EXPLANTS


Whatever cryogenic method is applied to apical meristems excised from in vitro
 –grown plants, the

induction of higher levels of dehydration tolerance is required for successful cryopreservation.

Applying a high level of sugar or sugar alcohol during preculture has been reported to be very

important in producing the survival of cryopreserved cells and meristems (Dereuddre et al., 1991;

Niino and Sakai, 1992; Uragami et al., 1990). Reinhoud (1996) clearly demonstrated that devel-

opment of osmotolerance of tobacco cells to PVS2 during preculture with 0.3 M
 mannitol solution

for 1 d appeared to be a combined result of mannitol uptake and a cellular response to mild osmotic

stress, caused by the preculture-induced production of Abcisic acid, proline, and certain proteins.

However, preculturing of explants with sucrose alone did not lead to a substantial increase in

the survival of many apices cooled to –196°C by vitrification (Matsumoto et al., 1994, 1995a,

1995b). We found that the treatment with a mixture of 2 M
 glycerol and 0.4 M
 sucrose (termed LS solution, Nishizawa et al., 1993) for 20 min at +25°C following preculture with 0.3 M
 sucrose

for 1 d was very effective in enhancing osmotolerance of Japanese horseradish (wasabi) apices to

PVS2 (Matsumoto et al., 1994). The significant positive effects with LS solution were observed in

the several tropical monocots such as banana, taro, and orchid apices (Thinh et al., 1999, 2000;

Thinh and Takagi, 2000). More recently, the beneficial osmoprotection with LS treatment proved

to be very effective in cassava (Charoensub et al., 1999), sugar beet (Vandenbussche et al., 2000),
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and sweet potato (Pennycooke and Towill, 2000). Thus, the LS treatment following preculture with

sucrose enriched medium is a very promising step for the successful cryopreservation of apices by

vitrification.

During the treatments of apical meristems with LS solution for 20 min, the meristematic cells

were osmotically dehydrated and considerably plasmolyzed. However, little or no permeation of

glycerol was observed in the plasmolyzed cells based on volumic change in the cytosols over 20

min. The plasmolyzed cells were subsequently subjected to PVS2 solution. Under these conditions,

the plasmolyzed cells successively decreased in cytosolic volume. Thus, there seems not to be an

appreciable influx of additional cryoprotectants into cytosol because of the difference in the

permeability coefficient for water and solute permeation, especially in highly viscous solution

(Steponkus et al., 1992). As a result, the cells of apices remain osmotically dehydrated, and increase

in the cytosolic concentration required for vitrification is attained by dehydration. Matsumoto et

al. (1998a) observed that in the wasabi, in longitudinal sections of apices, which were dehydrated

with PVS2 for optimal time of exposure before a plunge into LN , meristematic cells were

2

intensively plasmolyzed, forming contracted spherical protoplasts.

The protective effect of brief incubation with LS solution for 20 min after preculture might be

caused by osmotic dehydration, resulting in the concentration of cytosolic stress-responsive solutes

accumulated during preculture with 0.3 M
 sucrose for 16 h and in the protective effects of

plasmolysis. The presence of highly concentrated cryoprotective solution in the periprotoplasmic

space of plasmolyzed cells may mitigate the mechanical stress caused by successively severe

dehydration (Hellergren and Li, 1981; Jitsuyama et al., 1997; Tao et al., 1983). These intracellular

and extracellular protective effects may minimize the injurious membrane changes during severe

dehydration, though the actual protective action mechanism is poorly understood.


10.7 ENCAPSULATION/DEHYDRATION TECHNIQUE


In the encapsulation/dehydration technique (Fabre and Dereuddre, 1990), explants are inserted into

alginate beads that are osmoprotected in medium enriched with 0.75 M
 sucrose for 1 to 2 d before

being dehydrated in the air current of a laminar airflow cabinet or with dry silica gel down to a

water content of around 20% (fresh weight basis) before plunging into LN . In this technique, the

2

extraction of water results in a progressive osmotic dehydration, and additional loss of water is

obtained by evaporation and the subsequent increase of sucrose concentration in the beads. Thus,

the sucrose molarity in the beads increases markedly during the drying process and reaches or

exceeds the saturation point of the sucrose solution, resulting in glass transition during cooling to

–196°C (Dereuddre et al., 1991). The dehydration technique allows much more flexibility for

handling large amounts of materials, because the time schedule for all the steps is much broader

than with vitrification. In addition, this technique does not use any other cryoprotectant other than

sucrose. Thus, the technique has also been widely applied to apices of numerous species (Table

10.2), especially in cold-hardened or well-precultured apices treated with a progressive increase in

sucrose (Niino and Sakai, 1992; Paul et al., 2000; Wu et al., 1999; Chang et al., 2000).

Our results indicate that the induction of osmotolerance with sucrose alone may be insufficient

for the shoot tips to produce a high level of recovery growth (Matsumoto and Sakai, 1995). We

observed that encapsulated wasabi apices treated with LS solution for 60 min produced a much

higher postthaw recovery growth than those treated with 0.8 M
 sucrose alone for 16 h. A dramatic

increase in recovery growth (from 45 to 95%) was also observed in the encapsulated dried hairy

roots of horseradish treated with a mixture of 1 M
 glycerol and 0.5 M
 sucrose, compared with those treated with 0.8 M
 sucrose (Phunchindawan et al., 1997). More recently, Turner et al. (2000) also confirmed the positive effects of LS solution. Thus, we presented a new encapsulation/dehydration protocol using LS solution that considerably reduced the time needed for the procedure

and produced higher levels of recovery growth than the conventional encapsulation/dehydration
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TABLE 10.2



Successful Cryopreservation (Recovery > 40%) of Plants Cooled to



–196°C by Encapsulation/Dehydration



Planta



References



Brassica napus


(Microembryo)

Uragami et al.

1993

Carrot

(Somatic embryo)

Dereuddre et al.

1991


Catharanthus


(Cells)

Bachiri et al.

1995


Centaurium


(Cells)

González-Benito and Perez

1997


Coffea canephora


(somatic embryo)

Hatanaka et al.

1994


Dioscorea buibifera


(Yam, apices)

Malaurie et al.

1998


Eucalyptus


(Apices)

Monod et al.

1992

Horseradish

(Hairy root)

Hirata et al.

1995

Lily

(Apices)

Matsumoto and Sakai

1995


Lolium


(5 cvs)

Chang et al.

2000


Malus


(Apple, apices)

Niino and Sakai

1992


Malus


(Apple, apices, 11 cvs)

Wu et al.

1999


Malus


(Apple, apices, 5 cvs)

Paul et al.

2000

Mint

(Apices)

Hirai and Sakai

1999a

Mulberry

(Apices)

Niino and Sakai

1992

Mulberry

(Winter bud)

Niino et al.

1992b


Poncirus trifoliata


(Citrus, apices)

González-Arnao et al.

1998a


Solanum tuberosum


(Potato, apices, 3 cvs)

Bouafia et al.

1996


Prunus


(Almond, apices)

Shatnawi et al.

1999


Pyrus


(Pear, apices)

Niino and Sakai

1992


Pyrus


(Pear, apices)

Scottez et al.

1992


Ribes nigrum


(Apices, 2 cvs)

Benson et al.

1996


Ribes


(3 spp)

Reed and Yu

1995

Sugarcane

(Apices, 5 cvs)

Paulet et al.

1993

Sugarcane

(Apices, 5 cvs)

González-Arnao et al.

1999

Tea

(Apices)

Kuranuki and Sakai

1995

Wasabi

(Brassicaceae, apices, 4 cvs)

Matsumoto and Sakai

1995


Zoysia


(5 cvs)

Chang et al.

2000

a Apices: excised from in vitro
 -grown plants; cvs: cultivars

technique (Sakai et al., 2000). We consider that the new protocol combines all the advantages of

both techniques, comprising vitrification and encapsulation/dehydration.


10.8 DISCUSSION


In many temperate species and especially woody plants, cold hardening of meristem-donor plants

at 0 to 5°C under an 8-h photoperiod for about 3 weeks was very effective in enhancing dehydration

tolerance of the apices, followed by sucrose preculture or osmoprotection with LS (Chang et al.,

2000; Lambardi et al., 2000; Niino et al., 1992b, 1992c; Paul et al., 2000; Wu et al., 1999). Thinh

(1997; Thinh et al., 2000) also demonstrated pregrowth of meristem-donor plants of taro and banana

cultured for 1 month on MS medium supplemented with increasing concentrations (6, 9, and 12%

[w/v]) of sucrose, which could be a promising alternative to cold hardening for the tropical species

(see Thinh, 1997; Thinh et al., 2000). Compared with the control plants grown on a standard
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concentration of 3% (v/v) of sucrose, preconditioned taro plants appeared to be shorter and more

compact. Analysis of shoot parts showed that the pregrowth significantly reduced the water content

but enhanced the accumulation of stress-responsive solutes (soluble sugar, free proline). The

postthaw survival rates of preconditioned taro apices were significantly higher than that of the

control (Thinh, 1997). Thus, cold hardening or pregrowth appears to be a promising step for

preconditioning less-tolerant plants in the vitrification-based protocol.

Excised apices employed for cryopreservation must be at a physiological optimum state

(Dereuddre et al., 1988) for acquisition of higher levels of dehydration tolerance and for the

production of vigorous recovery growth. Thus, the quality control of apices; that is, the selection

of suitable and uniform apices required for cryopreservation, appears to be a critical factor for

producing a high level of recovery (average >60%). Hirai and Sakai (1999a) clearly demonstrated

that about 70 nodal segments (5 mm length, with a pair of leaves) from in vitro
 –grown mint plants that were densely planted on a solidified culture media in a Petri dish (9 cm in diameter) under

the light conditions produced young lateral buds about 5 days later. The apical meristems excised

from the lateral buds produced very high levels (average 80%) of recovery growth by encapsula-

tion/vitrification. The in vitro
 culture protocol also proved to be very effective (Hirai and Sakai, 1999b) for 14 cultivars of potato (average recovery 70%). This simple micropropagation protocol

enabled the production of a large number of relatively homogeneous and adequate apices in terms

of size, cellular composition, physiological state, and growth response, and thus increases the

chances of positive and uniform responses to subsequent cryogenic treatments.

It is particularly important that cryopreserved cells, meristems, and embryos be capable of

producing plants identical to the nontreated phenotypes. A callus phase before shoot formation is

undesirable, as callusing potentiality increases the frequency of genetic variants. The patterns of

growth of cryopreserved meristems vary considerably with cryogenic protocols and with regrowth

medium (Lambardi et al., 2000; Touchell, 1996). When the vitrification-based technique is employed

under well-optimized conditions, all or most of the apices remained alive, thus allowing direct,

organized regrowth (Hirai and Sakai 1999a, 1999b; Matsumoto et al., 1994; Thinh et al., 1999;

Yamada et al., 1991). In contrast, classical prefreezing procedures can lead to the destruction of

large zones of apical domes, and callusing, or transitory callusing, is often observed before organized

regrowth (Haskins and Kartha, 1980).


10.9 CONCLUSIONS


Significant progress has been made during the last ~10 years in the area of plant cryopreservation,

with the development of various efficient vitrification-based protocols. An important advantage of

these new techniques is their operational simplicity and efficiency.

For many vegetatively propagated species or cultivars of temperate origins, cryopreservation

techniques are sufficiently advanced to envisage their immediate use for large-scale experimentation

in genebanks. Research is much less advanced for tropical wild species. This is because of the

comparatively limited level of research activities aiming at improving the conservation of these

species. However, various technical approaches can be explored to improve the efficiency and to

increase the applicability, provided that the tissue culture protocols such as apical meristem and

somatic embryo culture are sufficiently operational for the species. It is hoped that new findings

on critical issues such as understanding and control of dehydration tolerance will contribute

significantly to the development of improved cryopreservation techniques for difficult (recalcitrant)

species or cultivars.
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11.1 INTRODUCTION


The effects of low temperatures on living organisms have fascinated people for centuries. Almost

320 years ago, Robert Boyle, as cited by Parkes (1957), published a monograph titled New



Experiments and Observations Touching Cold
 . This was the same Robert Boyle who formulated

the principle that now bears his name: that the volume of an ideal gas at constant temperature

varies inversely with the pressure exerted on it. The relevance of Boyle’s Law to analysis of cellular

water content and low-temperature biology can hardly be exaggerated. More than 60 years ago,

Lucké (1940) presented a graphical representation of the osmotic response of the eggs of marine

invertebrates when they were suspended in hypertonic solutions of impermeant and permeating

solutes, including shrinkage and swelling of the eggs in ethylene glycol. Even very recently,

measurements relating the volume of cells subjected to hypertonic solutions are presented as Boyle-

van’t Hoff graphs in which the volume of a cell is plotted as a function of the reciprocal of osmotic

pressure of the solution in which the cell is suspended. An example is shown in Figure 11.1, for

mouse zygotes, redrawn from data described by Oda et al. (1992). This example shows that the

nonosmotic volume of mouse zygotes derived from the point on the plot at which the solution is

0-415-24700-4/04/$0.00+$1.50
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FIGURE 11.1
 Boyle–van’t Hoff Plot of mouse zygotes. Data of Oda et al. 1992.

infinitely concentrated, where 1/∞ = 0, is approximately 20%. The corollary of this fact is that

about 80% of the volume of mouse zygotes, like that of most mammalian oocytes and embryos,

is water. It is also notable that Jacobus van’t Hoff, the second name assigned to such graphs, was

awarded the first Nobel Prize in Chemistry in 1901 for the “extraordinary services he has rendered

by the discovery of the laws of chemical dynamics and osmotic pressure in solutions,” as his Nobel

citation read. Other recent examples of Boyle-van’t Hoff plots as part of cryobiological analysis

have been published for mouse spermatozoa (Willoughby et al., 1996), for uterine tissue (Devireddy

et al., 2001), and for rhesus monkey oocytes (Songsasen et al., 2002).

In the classic monograph by Luyet and Gehenio (1940) titled Life and Death at Low Temper-



atures
 , the bibliography lists four treatises concerned with low temperatures that were published in the eighteenth century and another 89 publications on this same subject from the nineteenth

century. Throughout the first several decades of the twentieth century, increasing numbers of

observations on the effect of cold and low temperatures on viruses, microorganisms, and various

species of plants and animals were made. Approximately 70 years ago, a systematic formalism

began to be brought to these studies as logical analysis of the effects of low temperatures on living

cells was introduced and meetings were convened to discuss observations made on the effects of

cooling and freezing on various species of plants and animals. Proceedings of some of these

meetings were published, so the deliberations of the participants can still be reviewed and studied

today (Harris, 1954; Wolstenholme and Cameron, 1954). In 1957, a symposium titled A Discussion



on Viability of Mammalian Cells and Tissues after Freezing
 was convened under the leadership of

Alan S. Parkes, a British physician-scientist who directed the National Institute of Medical Research

at Mill Hill in London. It was Parkes’s interest in low-temperature biology that was responsible

for his nurturing some of those workers in the field who were later to make major contributions to

the emerging science of cryobiology, as well as to other disciplines. These researchers included

James Lovelock, Audrey Smith, and Christopher Polge; they in turn fostered the investigations of

Michael Ashwood-Smith, John Farrant, David Pegg, Steen Willadsen, and Ian Wilmut.

In a series of lectures and essays titled Sex, Science and Society
 , Parkes (1966) also described

the rationale and background of many of the early experiments on biological effects of low

temperatures. In addition, a few textbooks describing observations of the latter half of the nineteenth

and first half of the twentieth century were published. These included the monograph by Luyet and

Gehenio (1940); the comprehensive text authored by Smith (1961), as well as the synopsis that

she edited (Smith, 1970); and the volume titled Cryobiology
 , edited by Meryman (1966). In that

treatise there are important reviews written by Eizo Asahina, Jacob Levitt, Basile Luyet, Peter

Mazur, Arthur Rinfret, Arthur Rowe, and Harold Meryman himself. Early investigations in the field

were published in the journal founded by Luyet, titled Biodynamica
 . This unusual journal, which
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appeared at irregular intervals between 1934 and 1957, was devoted primarily to studies carried

out in Luyet’s American Foundation of Biological Research, a laboratory specifically designed to

study phenomena at low temperatures. For example, the laboratory contained walk-in refrigerators

at +4°C; housed within one of them was a large walk-in freezer at –20°C, and located within that

freezer was yet another that operated at –40°C. The investigations conducted at American Foun-

dation of Biological Research included microscopic observations by polarized illumination of ice

formation in aqueous solutions of glycerol, albumin, and polyvinylpyrrolidone; various attempts

to preserve frog and chick hearts and other tissues; and numerous studies of erythrocytes frozen

in a wide variety of simple and complex solutions, supplemented with various compounds now

referred to as cryoprotective additives.

The word itself, cryobiology, which now identifies this discipline, was first coined more than

forty years ago by Alan Parkes. In the first issue of the journal Cryobiology
 , Parkes (1964) described the origin of the word, “Cryobiology, the study of frosty life,” and gave its definition as “the study

of the biological effects of low temperatures, a discipline centuries old in conception but new in

its vigorous development of the last two decades.” According to Parkes (1964), his immediate

colleagues, James Lovelock and Audrey Smith, were opposed to such contrived words. Within a

few years, however, even Smith (1970) countenanced use of the word and entitled the monograph

that she edited: Current Trends in Cryobiology
 . Enigmatically, Smith dedicated this monograph “to Katie.” Katie was a dog that Smith had successfully treated by transplantation of frozen-thawed

bone marrow cells and that she subsequently adopted as a pet.

During the last 30 years, cryobiology has developed into a mature science, with numerous

investigators conducting research all over the world, several national and international societies

that convene regular meetings, and the publication of at least five journals devoted explicitly to this

subject. These are Cryobiology
 and Cell Preservation Technology
 , both published in the United States; Cryo-Letters
 , published in the United Kingdom; Problems of Cryobiology
 , published by the Institute for Problems of Cryobiology and Cryomedicine, Ukraine Academy of Sciences; and Low



Temperature Medicine
 , published in Japan. In addition, articles describing experiments and reviews of various aspects of cryobiology are regularly published in many other journals and textbooks.

The science of cryobiology is now based on a firm foundation of a mathematical formalism and a

growing mechanistic analysis of freezing injury and understanding of the actions of cryoprotectants.

This maturing of the science of cryobiology has occurred as scientific publications are undergoing

a profound transformation, as more and more journals are published electronically and fewer and

fewer scientists and students consult and make use of bound journals collected in libraries. Fur-

thermore, electronic databases often include no more than the last 20 years of a journal’s previous

publications. As a consequence, younger scientists or newcomers to a discipline may be unaware

of early articles on a given subject. The purpose of this review is to summarize some of the

significant observations made in cryobiology, especially those made during the first three quarters

of the twentieth century. It is my view that these are the findings most likely to be “lost” or

“overlooked” as investigators come to rely only on electronic retrieval of the literature of cryobi-

ology. Now, as findings of the last 25 or so years are summarized in many recent reviews, some

of which have been cited at the end of this chapter, it is less likely that they will be overlooked.

In some areas, notably assisted reproduction of humans and animals, cryopreservation of

reproductive cells and gonadal tissues has become an essential adjunct to the science. Every year,

more than 25 million cows are artificially inseminated with frozen-thawed bull semen (Foote, 1981;

Iritani, 1980). Moreover, over the last decade, hundreds of thousands of bovine calves have been

born as a result of the transfer of cryopreserved embryos into cows in which the embryos gestate

(Thibier, 2002). Finally, according to tabulations prepared by the European Society for Human

Reproduction and Embryology (Nygren and Andersen, 2002) and by the Society for Assisted

Reproductive Technologies (2002), literally thousands of human babies have also been born by

transfer of cryopreserved human embryos. The large number of humans and animals derived from
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cryopreserved gametes or embryos provides proof of the effect of cryobiology on the society of

the twenty-first century. For these several reasons, it seems appropriate to review the early history

of the cryobiology of mammalian gametes and embryos.


11.2 MEASUREMENTS OF TEMPERATURE:



INVENTION OF THE THERMOMETER


Although humans had obviously always been aware of and perceived feelings of warmth or its

absence, it was not until the invention of the thermometer that it became possible to assign specific

values to degrees of heat and cold. According to an early description by Bolton (1900) of the

invention of the thermometer, one of the first versions of a device to measure temperature was

made by Galileo Galilei in the early seventeenth century. The first accurate thermometers were

invented in 1714 by a German physicist, Gabriel Fahrenheit, who developed the use of mercury in

glass for thermometry; these were later modified by a French physicist, René Réamur, in 1731.

The thermometric scale of denoting the triple point of water (the temperature and pressure at which

water exists as liquid, as ice, and as vapor) as 0.01° and the boiling point of water as 100° was

originally proposed by a Swedish astronomer, Anders Celsius. Since then, measurement of tem-

perature has become very much easier and much more accurate and can now be determined by a

wide variety of instruments and of exceedingly small specimens.


11.3 CHEMISTRY OF SOLUTIONS: LIQUEFACTION OF GASES


As summarized by Smith (1961), among the events that stimulated research in low-temperature

biology were advances made in chemistry and physics during the latter half of the nineteenth

century. These included investigations on the properties of solutions by Jacobus van’t Hoff, a

chemist who was born in Rotterdam in The Netherlands in 1852, but who conducted his research

as a professor at the University of Berlin. As mentioned above, van’t Hoff was awarded the first

Nobel Prize in Chemistry in 1901 for his studies on osmotic pressure of solutions. Other important

advances during the last decades of the nineteenth century that prompted studies of low-temperature

biology were the liquefaction of oxygen, hydrogen, and nitrogen by the French physicist, Louis-

Paul Cailletet, in 1877; the production of liquefied air in 1895 by Linde; and the liquefaction of

hydrogen by the Scottish physicist, James Dewar, in 1898. In other words, it thus became possible

to use liquefied gases as refrigerants to cool specimens to extremely low temperatures.


11.4 GAMETE BIOLOGY


To understand and appreciate the cryobiology of gametes and embryos, it is necessary to consider

the evolution of the science of embryology and reproductive biology. One comprehensive review

of these sciences was published in 1910 in a textbook titled Physiology of Reproduction
 , edited by F.H.A. Marshall. This important textbook has now been revised and appeared as three new editions

in 1922, 1960, and 1990. In his chapter on spermatozoa in the third edition, Parkes (1960) describes

what was then known about the effects of cold on spermatozoa. The fourth edition of this now-

classic text, edited by George Lamming, includes a comprehensive summary by Watson (1990),

who provides a detailed discussion of the cryobiology of spermatozoa. Another excellent review

of this subject is the two-part review by Salamon and Maxwell (1995a, 1995b). There are other

excellent recent reviews of this subject; for example, in the textbook on endocrinology by Johnson

and Everitt (2000), the encyclopedic treatise edited by Knobil and Neill (1994), the comprehensive

text by Thibault et al. (1993), and many short summaries.

It is instructive and illuminating to begin with an early description of the science of reproductive

biology. One very good early review is that of Lillie (1916), in which he summarizes “The history
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of the fertilization problem,” beginning with the observations of Aristotle on the day-by-day

development of the chick embryo. Lillie notes that there was little progress in the knowledge of

reproduction from the time of ancient Greece until that of William Harvey, the English physician

who discovered circulation of the blood. Lillie also notes, however, that Harvey’s (1651) under-

standing of reproduction was seriously flawed, as Harvey “descended deeper into the slough of

metaphysics, and committed himself to the fantastic idea that . . . the ovum is the product of

unconscious uterine desire.” According to Lillie, the improvement of the microscope and its use

to study reproduction yielded the first fundamental advance in the theory of reproduction, namely

the discovery of the spermatozoon by the Dutch microscopist, Anton van Leeuwenhoek, in 1677.

Unfortunately, these first observations of Leeuwenhoek led to “wild flights of imagination” in which

many observers claimed to have seen animacules (“the human form with naked thighs, legs, breast,

both arms, the skin being pulled up higher . . . to cover the head like a cap.”) contained within the

single sperm cell. The next advance according to Lillie was that described in a treatise published

in 1785 by the Italian physiologist and anatomist, Lazzaro Spallanzani, who discussed the then-

current theories of fertilization. It was Spallanzani who first demonstrated that in frogs and toads,

fertilization takes place outside the body, and who produced experimental evidence refuting the

theory of spontaneous generation. It was also Spallanzani who first successfully performed artificial

insemination (AI) of dogs, thus, as Lillie states, “laying the foundation for the artificial propagation

of many animals.” In his review, Watson (1990, p. 749) quotes the observations of Spallanzani on

AI of a spaniel: “Thus did I succeed in fecundating this quadruped; and I can truly say that I never

received greater pleasure upon any occasion, since I first cultivated experimental philosophy.”

The next advance in understanding fertilization, according to Lillie, came from the observations

of Prévost and Dumas, who studied many aspects of fertilization in frogs. They concluded that a

spermatozoon penetrates each egg and becomes “the rudiment of the nervous system, and . . .

furnishes all the other organs of the embryo.” In a later note, Prévost (1840) described experiments

that he conducted on animalcules spermatiques
 , noting that the spermatozoa would tolerate chilling to a temperature of about 8 degrees below zero without permanent loss of their motility. He also

stated that he had frozen frog testes (to an unspecified temperature) and had recovered motile

spermatozoa.

Although controversy regarding fertilization continued, Lillie quotes Lallemand (1841), who

believed in the “union” of the egg and spermatozoon: “Each of the sexes furnishes material already

organized and living.…A fluid obviously cannot transmit form and life which it does not pos-

sess.…Fertilization is the union of two living parts which mutually complete each other and develop

in common.” Except for those insights, the half century from 1824 to 1874 yielded relatively little

advance in understanding fertilization. In 1873, however, the German zoologist, Otto Bütschli,

observed within the eggs of nematodes the approach and contact of what we now know to be the

pronuclei of spermatozoon and oocyte. Lillie also briefly summarized the effect of “external factors”

on the process of fertilization and noted that it occurs within a definite range of temperatures; if

these temperatures are exceeded, fertilization does not occur.


11.5 EFFECT OF LOW TEMPERATURES ON RABBIT SPERMATOZOA


As mentioned, it has long been recognized that temperature exerts a profound influence on biological

systems. Two important publications that illustrate this are the companion papers of Hammond

(1930) and of Walton (1930). Working in collaboration, although publishing in tandem, these two

investigators conducted research to determine the effects of a broad range of temperatures from 0°

to 45°C on rabbit spermatozoa. Hammond studied ejaculated specimens and Walton investigated

those collected from the vas deferens. In the introduction to his paper, Hammond notes that if it

were possible to cool spermatozoa of animals to low temperatures to reduce their metabolism

without destroying their capability to fertilize oocytes, then “in these days of rapid aeroplane

transport, it might be possible to move entire herds of animals around the world in the form of
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FIGURE 11.2
 Effect of temperature on ejaculated rabbit spermatozoa. Data of Hammond, 1930.
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FIGURE 11.3
 Effect of temperature on vas deferens rabbit spermatozoa. Data of Walton 1930.

chilled samples of semen.” This prescient observation was written in 1929, only 26 years after the

first powered flight by Wilbur and Orville Wright. There are several notable features of these papers.

First, although they conducted their research decades before methods to perform in vitro
 fertilization would be devised, Hammond and Walton assayed the function of treated spermatozoa by using

spermatozoa of one breed of rabbit to inseminate females of a second breed so that the parentage

of the kits might be distinguished. In this way, they were able to assay the treated spermatozoa by

examining its fertilizing capacity, as spermatozoa from the vas deferens have not yet acquired

motility. Second, Hammond and Walton conducted their experiments in parallel, so that it was

possible to compare the consequences of temperature on nonejaculated and ejaculated spermatozoa

directly. One aspect of Walton’s experiments deserves special note. He stated that as spermatozoa

to be collected directly from the vas deferens would have been “protected” from oxidative effects

of air, it would be preferable to prevent the cells from being exposed to air before being treated at

different temperatures. As a consequence, he collected the spermatozoa from the reproductive tracts

directly into degassed medium held under oil, thus preventing exposure of spermatozoa to oxygen in air.

To illustrate some of the effects of low temperatures on gametes, some of the results of the

Hammond and Walton experiments have been redrawn from their tabulated data and are shown in

Figure 11.2 through Figure 11.4. Hammond found that about 40 to 50% of ejaculated spermatozoa

retained their motility and fertility for about 72 h at 10°C, but lost most of their function after

about 90 h at that temperature. If cooled and held at 0°C, ejaculated spermatozoa seemed to lose

motility and fertility within about 12 to 24 h (Figure 11.2). In contrast, Walton found that sperma-

tozoa from the vas deferens were much more resistant than ejaculated spermatozoa (Figure 11.3).

After 175 h at 10°C, such spermatozoa were able to fertilize oocytes in females that had been

induced to ovulate; even after spermatozoa had been held for 60 h at 0°C, 30% of the females
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FIGURE 11.4
 Pregnancy in does after insemination with rabbit spermatozoa. Data of Walton, 1930, and Hammond, 1930.

inseminated with chilled spermatozoa became pregnant and kindled offspring. In comparison, the

observations of Hammond and Walton on the relative fertility of ejaculated and deferens sperma-

tozoa held at 10°C for various times are shown in Figure 11.4. It is clear that ejaculation of

spermatozoa and their exposure to seminal plasma render them much more sensitive to chilling

than their nonejaculated counterparts. Since those first observations by Walton and Hammond,

many other investigators have reported analogous observations of spermatozoa of various species.

It is now known that exposure of ejaculated spermatozoa to the complex mixtures of hormones

and other compounds exuded by the prostate and bulbourethral glands alter the composition and

surface properties of spermatozoa. Apparently, these molecular alterations affect the membranes

of spermatozoa so that they are less able to resist damage caused by exposure to low temperatures.

One practical consequence of this difference in chilling sensitivity between ejaculated and non-

ejaculated spermatozoa is that the latter are much more resistant to damage caused by freezing to

low subzero temperatures. This indicates that it might be possible to cryopreserve spermatozoa

collected from the testes of postmortem specimens of endangered species; in fact, this has already

been achieved with the spermatozoa of a domestic dog (Marks et al., 1994) and with those of mice

(Songsasen et al., 1998).


11.6 EARLY ATTEMPTS TO PRESERVE SPERMATOZOA


Many previous accounts of the beginnings of low-temperature biology often cite the fact that in

1866, an Italian military physician, P. Mantegazza, recorded the fact that human spermatozoa

became immotile when cooled in snow (cited by Smith, 1961). Mantegazza proposed that, if it

were possible to maintain fertility of human spermatozoa by cooling it, then it might be possible

for a soldier killed in battle to father a child after his death. It is clear from such accounts from

the past several centuries that people have long been interested in the possibility of controlling

reproduction by use of low temperatures.

In his comprehensive review of the preservation of spermatozoa, Watson (1990) introduces the

subject of AI by noting that the specific origins of this procedure are no longer traceable, but

undoubtedly began no later than the first millennium. As noted above, Watson quotes the description

by Spallanzani of the methods he used to inseminate a bitch with semen from a dog. He continues

with a summary of the derivation during the late nineteenth and early twentieth centuries of

procedures to perform AI of females of several animal species. Watson notes that by the beginning

of the twentieth century, AI of horses, dogs, rabbits, guinea pigs, and humans had become com-

monplace. Shortly thereafter, E. Ivanoff and his Russian colleagues achieved successful AI of cattle,

sheep, zebras, and Przewalskii horses. According to Watson, starting at about 1930, AI began to
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FIGURE 11.5
 Postthaw survival of humans spermatozoa. Data of Shettles, 1940.

be used for commercial animal husbandry, but it was soon recognized that full exploitation of this

procedure would require solution to the problems of semen preservation.

In 1938, prompted by observations that he made during experiments on freezing of the spiro-

chetes that cause syphilis, Jahnel (1938) attempted to freeze human spermatozoa. Although the

results were variable, he reported that he had succeeded in recovering motile spermatozoa. First,

he placed small volumes of spermatozoa in glass tubes that were submerged into liquid nitrogen.

Then, the glass tubes were placed into metal tubes that were soldered so as to make gas-tight seals.

These metal tubes were then lowered into liquid helium at –269°C. After ~5 h, the tubes were

warmed to –196°C, the metal tubes opened, and finally the glass tubes were warmed rapidly. When

examined microscopically, although most of the spermatozoa were immotile, some of them showed

a rather vivid motility pattern similar to that of fresh samples. As Jahnel discusses in his paper,

one key to his investigation was the opportunity to use liquefied gases. This he did in collaboration

with his colleagues, Drs. Stark and Steiner—physicists who were studying low-temperature phe-

nomena. In the discussion of his article, Jahnel clearly appreciated the significance of being able

to preserve spermatozoa at low temperatures. He posed the rhetorical question of whether such

motile spermatozoa might be capable of fertilizing oocytes after having been frozen in liquid

nitrogen or liquid helium.

That same year, Luyet and Hodapp (1938) published a very brief article in which they described

their attempts to vitrify frog spermatozoa. They immersed spermatozoa in solutions of 1 or 2 M
 sucrose in Ringer’s solution and then mounted thin films of sperm suspensions between very thin sheets of

mica that were immersed in liquid air. Although ~40% of the spermatozoa became immotile in 2 M


sucrose, Luyet and Hodapp reported that “100% of those which survived exposure to sucrose, survived

vitrification in liquid air (50 experiments).” They noted that the warmed spermatozoa retained their

motility as long as the controls, in one case for as long as 12 h after treatment.

Shortly thereafter, a brief study describing the survival of human spermatozoa after cooling

very small volumes at high rates was published. In this investigation, Shettles (1940) cooled

specimens of semen from six men by plunging small tubes containing spermatozoa directly into

flasks of liquid nitrogen at –196°C or of liquid helium at –269°C. Some of the samples were

warmed immediately, but others were held in the refrigerant for periods of up to 1 week. Some of

Shettles’s (1940) results are redrawn in Figure 11.5. Although the maximum postthaw motility was

no more than 10%, the results are notable for two reasons. First, Shettles was able to achieve

survival of motile human spermatozoa by rapid cooling. Second, there were significant differences

in the postthaw motility of spermatozoa from different males. It is also worth noting that a very

recent study has demonstrated that human spermatozoa survive and are capable of fertilizing oocytes

after being cooled at very high rates in the absence of any protective compound (Nawroth et al.,

2002). It is also worth mentioning that Shettles, a physician at Columbia University, would achieve
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FIGURE 11.6
 Storage of bull semen in fresh hens’ egg yolk prepared in phosphate buffer (pH = 6.8). Data of Phillips and Lardy, 1940.

considerable notoriety some 30 years later for having attempted in vitro
 fertilization of human

oocytes. Fearing political and legal consequences, the head of Shettles’ academic department, Dr.

Raymond Vande Wiele, terminated the procedure in which the presumptive zygotes were developing;

the embryos died (Rorvik, 1974). It is also appropriate to note that Shettles (1979) reported that he

had achieved nuclear transfer of diploid spermatogonia into enucleated human oocytes many years

before the furor that erupted with announcements of the births of human “clones” at the end of 2002.

The same year of Shettles’ experiments, Phillips and Lardy (1940) reported that a “yolk-buffer

pabulum” was effective at maintaining bull spermatozoa for periods of up to 100 h when stored at

10°C. This solution, prepared from the yolk of chicken eggs, was extremely effective at preserving

not only the motility of spermatozoa but also its fertility. Phillips and Lardy used semen stored at

10°C in this solution for various times of up to 180 h (~7 days) and then inseminated cows. Of

127 cows that were bred with stored semen, 38 were definitively diagnosed as being pregnant, and

an additional 36 had not returned to estrus and were assumed to be pregnant. Some of their results

showing the percentages of pregnant cows inseminated with semen held in their yolk-buffer pabulum

are shown in Figure 11.6. This paper is notable because it is the first description of the fertility of

stored spermatozoa and because it describes a solution prepared from egg yolk that is still used

today as the most common diluent or “extender” used to protect spermatozoa of many species.

The intellectual and scientific heritage of both low-temperature biology and reproductive biol-

ogy are illustrated by yet another experiment conducted more than 60 years ago. As he would later

relate in his brief autobiographical sketch on being awarded the Pioneer Award of the International

Embryo Transfer Society (Chang, 1983), Min-Chueh Chang began his doctoral investigations at

Cambridge University with studies of the effects of low temperatures on ram spermatozoa. Con-

tinuing the earlier investigations of Hammond and Walton already described, Chang and Walton

(1940) studied the effects on respiration of ram spermatozoa that were exposed to low temperatures

from 15° to 1°C and the interaction of various cooling rates on spermatozoa. As illustrated by the

results of Chang and Walton (1940) that have been redrawn in graphical form in Figure 11.7, they

found that respiration was reduced to <60% of the controls when spermatozoa were cooled to 10°C

or below and that the damage caused by cooling was significantly greater when spermatozoa were

cooled very rapidly rather than very slowly to low temperatures. It is worth noting that 36 years

later, Chang would be the senior author of papers describing the first successful cryopreservation

of female gametes (Tsunoda et al., 1976; Parkening et al., 1976).

The next important observations regarding preservation of human spermatozoa were the exper-

iments of Hoagland and Pincus (1942). Using a fine-wire bacteriological loop ~2 mm in diameter

as a holder of films, they cooled specimens of rabbit, bovine, and human spermatozoa under various
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FIGURE 11.7
 Effect of cooling on respiration of ram spermatozoa. Data of Chang and Walton, 1940.

conditions. In several cases, before immersing the spermatozoa in LN , they plasmolyzed the cells

2

by suspending them in various sugars or other hypertonic solutions, including glycerol and butyric

acid. Although sperm survival, as estimated by postthaw motility, was highly variable, in a few

instances Hoagland and Pincus reported that some suspensions of human spermatozoa exhibited

motility of 50% after being immersed in liquid nitrogen and then thawed. They also noted that the

time after ejaculation before freezing affected the motility after thawing.

At this same time, Easley et al. (1942) began to investigate the influence of diluents, the cooling

rate, and storage temperature on the motility and membrane integrity of bovine spermatozoa. They

found that the osmotic pressure and pH of the diluent affected the survival of spermatozoa stored

for various times at 10°C up to 72 h. By cooling samples in a slow, stepwise manner, these

investigators were able to recover membrane-intact spermatozoa even after they had been stored

at 0°C for as long as 216 h. They also observed motile spermatozoa in samples stored at 0°C for

24 h. They did note that semen collected from bulls in different locations seemed to display

differences in their resistance to cooling and storage. That same year, Shaffner (1942) reported

very preliminary observations on the freezing of fowl spermatozoa. In 1945, citing the previous

observations of Jahnel (1938), Shettles (1940), and Hoagland and Pincus (1942), Parkes attempted

to freeze human spermatozoa at high rates to –79°C or to –196°C. He did so by using fine capillaries

with inner diameters of 0.15, 0.5, or 1 mm. When the samples were thawed rapidly by immersion

in 37°C water, Parkes observed “abundant revival” of spermatozoa even after 5 h in liquid nitrogen.

He then found that he could preserve sperm samples at –79°C for as long as 8 days. In his conclusion,

noting that AI would no doubt become increasingly common, Parkes (1945, p. 213) stated that

“elaboration of a method permitting prolonged storage and transport of the semen without affecting

the genetic properties of the spermatozoa would open up remarkable possibilities.”


11.7 THE “BREAKTHROUGH”: DISCOVERY OF THE PROTECTIVE



EFFECT OF GLYCEROL


In their review of frozen storage of ram spermatozoa, Salamon and Maxwell (1995a) state that the

first published record of the use of glycerol as a cryoprotectant was for the freezing of plant cells

and tissues by N.A. Maximov in 1908. Citing a paper written in Russian by A.D. Bernstein and

V.W. Petropavlovsky in 1937, titled “Effect of non-electrolytes on viability of spermatozoa,”

Salamon and Maxwell (1995a) also state that these latter workers used 9% glycerol to successfully

store spermatozoa of the rabbit, guinea pig, bull, ram, boar, and stallion, as well as of fowl and

duck at –21°C. However, because of the inaccessibility of the articles cited, it has been difficult to

verify those observations.
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A few years later, in a brief and seldom-cited article, Jean Rostand (1946) pointed out that it

would be of considerable practical interest for those interested in the study of fertilization if it were possible to preserve spermatozoa. Using spermatozoa of two species of frogs, Rana temporaria


and Rana esculenta
 , as experimental material, Rostand found that the addition of glycerol in

proportions of 10, 15, or 20% to suspensions of spermatozoa rendered the spermatozoa resistant

to the effects of freezing to temperatures of –4° to –6°C. No mention was made of the fertilizing

capacity of the treated spermatozoa.

In 1947, Christopher Polge was assigned the problem of developing techniques for AI of poultry,

and specifically to try to preserve fowl spermatozoa. Reminiscing about the early research studies

that he had conducted shortly after receiving his degree in agriculture, Polge (1968) noted that this

problem had intrigued Dr. A. S. Parkes for many years. He also noted that at that time, shortly

after the end of World War II, pure chemicals were hard to obtain and were very expensive. After

having conducted several months of unsuccessful experiments with his colleague Audrey Smith at

the National Institute of Medical Research at Mill Hill, Polge put aside this research for 6 months.

He then moved to the farm laboratories at Mill Hill to be close to the animal quarters where the

chickens were housed. He had the solutions and chemicals that he had used previously sent out to

his new laboratory. This time, when he froze fowl spermatozoa to –79°C using what he assumed

to be solutions of fructose, instead of the spermatozoa being killed by the freezing, the majority

were highly motile when he thawed them. According to Polge (1968), he inseminated a large

number of chickens with semen that had been frozen and thawed; of several hundred eggs that

were collected from inseminated hens and incubated, he obtained one chick. Although one chick

was hardly a convincing result, he attempted to repeat his observations. However, the original

solution was soon exhausted. When he prepared a new solution of what he thought was fructose,

no spermatozoa survived freezing. As Polge (1968) notes, this aroused suspicion and speculation

as to what had happened to the original solution while stored in the media cupboard at Mill Hill.

The few remaining milliliters of the “valuable vintage solution” were handed over to a chemist

colleague, Dr. D. F. Elliott, for analysis. Elliott’s analysis showed that the solution contained no

sugars but a substantial amount of glycerol and some protein. As Polge (1968, p. 47) relates,

“Nobody will ever know exactly what happened,” but he and his colleagues guessed that while in

storage, the label on the bottle of the original fructose solution had fallen off and had then been

affixed to a bottle of Meyers solution, a mixture of glycerol and albumin in isotonic saline that was

used routinely for preparing histological specimens.

These first tentative steps at devising a method to preserve spermatozoa at very low temperatures

were reported in a very brief article by Polge et al. (1949). They noted that survival was negligible

when fowl spermatozoa were frozen to –79°C in fructose alone, but when they were frozen in 20%

glycerol, the spermatozoa exhibited full motility when thawed. Moreover, the researchers also found

that they were able to remove water from the frozen specimens; when the dehydrated semen was

reconstituted with water, the scientists observed a high percentage of motile spermatozoa. Polge

and his colleagues (1949) also stated that similar results were obtained with propylene glycol and

ethylene glycol, and they mentioned in passing that experiments with human spermatozoa sus-

pended in a glycerol solution indicated that a much higher percentage “could be revived after

vitrification.”

Continuing these investigations, Smith and Polge (1950a, 1950b) reported their remarkable

observations on the effects of low temperatures and freezing on spermatozoa of cattle and goats.

In their Nature
 article, they stated: “Luyet believes that the preservation of life at low temperatures depends on preventing the formation of intracellular ice crystals, either by dehydrating the cells

before freezing, or by ultra-rapid cooling and rewarming” (Smith and Polge, 1950b). Most cryo-

biologists in 2002 would undoubtedly concur with that opinion. Smith and Polge (1950a) noted

that they were able to recover high percentages of motile bull and goat spermatozoa after suspending

them in 15% glycerol and cooling them slowly to –79°C. They also observed that guinea pig

spermatozoa suspended in 15% glycerol exhibited 75% motility after thawing, but that the
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acrosomes were severely damaged. Smith and Polge (1950a) found that 25% of stallion spermatozoa

suspended in 5% glycerol were motile after freezing and thawing. Having tested a wide variety of

compounds, they also noted that 15 or 20% ethylene glycol and propylene glycol afforded protection

approaching that of glycerol.

In their companion paper, Smith and Polge (1950b) stated that removal of 90% of the water

from frozen preparations of spermatozoa by vacuum distillation was “compatible” with the resump-

tion of sperm motility by a small percentage of cells when the dry specimen was reconstituted by

the addition of water. Now, some 50 years later, several groups have dehydrated spermatozoa of

mice and cattle and have used intracytoplasmic sperm injection (ICSI) of oocytes to produce

embryos and, ultimately, live young of mice. For example, Wakayama and Yanagimachi (1998)

and their colleagues (Kusakabe et al., 2001) have subjected mouse spermatozoa to freeze-drying

and then, by using ICSI, have produced live young. Furthermore, Keskintepe et al. (2002) have

used a similar procedure to produce embryos by ICSI of bovine oocytes with freeze-dried bull

spermatozoa. Very recently, Bhowmick et al. (2003) have produced normal mouse fetuses after

ICSI of oocytes with spermatozoa dried at ambient temperature.

The most important question, of course, was whether such frozen-thawed spermatozoa had

retained the ability to fertilize an oocyte. In 1951, Stewart reported that he had inseminated five

cows with semen that had been frozen to –79°C and stored for various times; of the five cows, one

was diagnosed pregnant and delivered a normal live bull calf. Stewart (1951) is careful to note that

as these cows were being used in a metabolism experiment, “it is certain that it [the pregnant cow]

could not have been served at any other time.” This euphemism meant that there was no possibility

that the cow might have been impregnated by an errant bull. This first trial was then repeated with

a much larger sample. A total of 38 cows were artificially inseminated with spermatozoa that had

been frozen to –79°C; of these, 30 became pregnant and 27 normal calves were born (Polge and

Rowson, 1952a, 1952b). Subsequent experiments demonstrated that of 208 cows that were insem-

inated with frozen spermatozoa that had been stored in the frozen state for as long as 52 weeks,

65% became pregnant. It was later shown that even after semen had been stored for 4.5 years at

–79°C, 67% of cows inseminated with such stored semen became pregnant (Polge, 1957). Within

a few years, similar procedures had been used to freeze and store spermatozoa of other domestic

species, such as rabbits and sheep, as well as cattle (Emmens and Blackshaw, 1950, 1955) and

goats (Dauzier, 1956). One notable experiment, harking back to the observations of Walton (1930),

was the demonstration that epididymal spermatozoa from a stallion could be successfully frozen,

yet retain their fertilizing capability, as shown by the birth of a foal (Barker and Gandier, 1957).

These authors note that this method might be used to freeze spermatozoa recovered at the time of

death and preserve it for future use. Other experiments were conducted to determine the influence

of various factors, such as the sperm concentration or the saccharide added to the solution, on the

ultimate fertility of frozen bull spermatozoa (Martin and Emmens, 1958). The first successful

cryopreservation of rabbit spermatozoa with demonstration of fertility was that by Fox (1961), who

reported the birth of three litters from does inseminated with frozen semen stored for 24 h at –90°C.

A few years later, Sawada and Chang (1964) inseminated 37 does with rabbit spermatozoa that

had been suspended in 17.5% DMSO and frozen to –79°C; 14 of the does (38%) were found to

be carrying fertilized embryos. Several years later, a very comprehensive tabulation of the interna-

tional use of cryopreserved spermatozoa from a wide variety of domestic species was prepared by

Iritani (1980).


11.8 INTERRUPTED RAPID COOLING OF BULL SPERMATOZOA


Pursuing the previous observations on the preservation of semen, Luyet and Keane (1955) froze

duplicate samples of bull spermatozoa to various intermediate temperatures between –20° and

–60°C for 5 min. Then they either thawed the samples or plunged the counterpart samples directly

into liquid nitrogen and then thawed them and measured survival based on sperm motility. As
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FIGURE 11.8
 Postthaw motility of bull spermatozoa cooled to intermediate temperature, and then into LN .

2

Data of Luyet and Keane, 1955.

shown by the results in Figure 11.8, redrawn from the tabular data of Luyet and Keane (1955), on

average, samples cooled to –28°C before being plunged into LN exhibited maximum survival.

2

Samples cooled to higher or lower temperatures before being cooled to –196°C were found to have

lower survival. In performing these studies, Luyet and Keane (1955) used ejaculates collected from

nine bulls. Sperm survivals for different bulls varied from a high of 85% motility to a low of 30%.

One of the significant aspects of these observations is that they demonstrate that cells undergo changes

even when surrounded by partially frozen solutions and at temperatures as low as –25° to –30°C.


11.9 HUMAN PREGNANCIES BY AI WITH FROZEN SPERMATOZOA


Having noted the brief aside regarding human spermatozoa in the original paper by Polge et al.

(1949), Sherman and Bunge (1953) treated human spermatozoa with 10% glycerol and froze them

in dry ice; they found that on average, 67% of spermatozoa from five men exhibited survival of

motility. Shortly thereafter, they reported that they had produced pregnancies in three women by

AI with frozen spermatozoa (Bunge and Sherman, 1953). The following year, Bunge et al. (1954)

described further experiments to determine the effect of four freezing methods on survival of human

spermatozoa; they also provided further clinical details regarding four pregnancies produced by AI

with frozen semen. Other clinicians soon began to use the procedures of Sherman and Bunge to

produce pregnancies in women via AI with frozen-thawed spermatozoa (Iizuka and Sawada, 1958).

As noted above, Sawada later collaborated with M.-C. Chang to produce pregnancies in rabbits,

using cryopreserved spermatozoa. Sherman continued to investigate the effect of several variables

on survival of frozen-thawed human spermatozoa, and he also began to attempt to freeze-dry human

spermatozoa (Sherman, 1954, 1963). Among other things, Sherman found that he could successfully

freeze human spermatozoa in LN and that storage at –196°C was superior to that at –75°C

2

(Sherman, 1963) in that he observed no loss of motility of spermatozoa stored for 12 months at

–196°C, whereas those stored at –75°C declined. Then Perloff et al. (1964) reported four full-term

pregnancies in women artificially inseminated with spermatozoa frozen in LN and stored for 1 to

2

5.5 months; two additional pregnancies spontaneously aborted during the fourth month of gestation.

In a synopsis of the status of research on sperm preservation, Sherman (1964) also discussed future

clinical applications of human sperm banks and proposed research to improve such methods. Since

that time, although difficult to document, undoubtedly hundreds of thousands, perhaps millions, of

children have been born as a result of AI with cryopreserved spermatozoa.
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11.10 CHANG’S LOW-TEMPERATURE EXPERIMENTS ON RABBIT



OOCYTES AND ZYGOTES


As much as in any other discipline, the evolution of ideas regarding the preservation of gametes

by cooling them to low temperatures is clearly exemplified by the investigations of M.-C. Chang.

Writing in 1947, Chang stated that “We are indebted to Ivanov, Walton, and Hammond for the

demonstration that mammalian spermatozoa can be kept at low temperature for some length of

time without loss of fertilizing capacity.” Chang had been a doctoral student at Cambridge University

working under the direction of John Hammond and Arthur Walton. As described previously, his

doctoral research, an investigation of the effects of low temperatures on ram spermatozoa, had been

an extension of the studies of Hammond and Walton in 1930 on rabbit spermatozoa. By 1947,

Chang had turned his attention to embryos. As was true for rabbit spermatozoa, Chang (1947)

found that the optimum temperature to store rabbit embryos was 10°C; even after 144 h at that

temperature, 24% of two cell-stage embryos cleaved in culture, whereas embryos stored at 0°, 5°,

15°, or 25°C lost their capability to develop much sooner. He also found that the rate of cooling

from 25° to 10°C affected the embryos’ developmental capacity, in that rapidly cooled embryos

were damaged but slowly cooled embryos were not. Four litters of live young were kindled after

embryos stored at 10°C for as long as ~100 h were transplanted into does. The following year,

Chang (1948b) continued his studies of embryo storage by transferring a total of 1550 rabbit zygotes

and cleaved embryos into recipient does that had been induced to ovulate by injection with

gonadotropin. Of these transferred embryos, 28% developed into normal, live young. Of the total,

28 live young developed from zygotes stored at 10°C for 96 h, and 19 developed from zygotes that

had been stored at 0°C for at least 24 h. Shortly thereafter, Chang (1950) extended these observations

to rabbit blastocysts, showing that even these late-stage embryos could be stored at 10° or 0°C for

at least 24 h. Although by current standards these may seem to have been modest steps, 25 years

later very similar experiments were conducted with sheep and cattle embryos in an attempt to

derive methods to cryopreserve them (Trounson et al., 1976a, 1976b; Wilmut et al., 1975). Pursuing

the observations of Chang, Smith (1952) began experiments to try to freeze rabbit eggs.

These preliminary reports were subsequently expanded considerably by comprehensive studies

of the effects of various temperatures on rabbit eggs and embryos, first of two-cell embryos (Chang,

1948a) and later on rabbit oocytes (Chang, 1952). The purpose of these very large experiments

was to determine the length of time during which unfertilized eggs remained fertilizable after

ovulation, and also the length of time during which early embryos remained capable of further

development and implantation. In the first series, Chang (1948a) collected two-cell embryos from

superovulated does and then exposed them to five temperatures (24°, 15°, 10°, 5°, or 0°C) for

various times up to 168 h; he assayed survival of the treated embryos by first measuring the

percentage that underwent two or three cleavages and developed into 16-cell embryos. He deter-

mined their ultimate viability by transferring treated embryos into previously mated recipients of

a different breed and counting the number of live young that were born. The second series of

experiments was similar in design to the first, except that Chang (1952) measured the effects of a

wider range of temperatures (45°, 38°, 24°, 10°, or 0°C) on oocytes held for various times up to

120 h. These experiments were conducted many years before the derivation of methods of in vitro


fertilization. Therefore, after treating the oocytes Chang transferred them into mated females and

killed the recipients ~48 h after transfer; he then counted the number of oocytes that had been

fertilized and that had developed normally into cleaved embryos. For the purposes of this review,

a few examples of selected data from both series of Chang’s experiments have been redrawn to

illustrate his observations of the effects of low temperatures on rabbit oocytes and embryos. The

results in Figure 11.9, redrawn from Chang’s 1952 study, show that oocytes were rather sensitive

to being held at 10° or 0°C; after ~24 h at 10°C, about 80% of the oocytes could be fertilized and

develop, whereas at 0°C, only ~40% remained fertilizable. After about 72 h, only ~10% held at

10°C could be fertilized, and only very few that had been held at 0°C could be fertilized. For
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FIGURE 11.9
 Effect of storage temperatures on development of rabbit oocytes. Data of Chang, 1952.
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FIGURE 11.10
 Effect of storage temperature on development of rabbit oocytes and two-cell embryos. Data of Chang, 1948a, 1952.

comparison, corresponding results from Chang’s 1948 investigation of two-cell embryos are shown

in Figure 11.10. These results clearly demonstrate that cleavage-stage rabbit embryos are much

more resistant than are unfertilized oocytes. Some 50 years later, although it has been clearly

established that one cause of injury to mammalian oocytes exposed to low temperatures is disas-

sembly of the meiotic spindle, experiments are still being conducted to try to determine additional

mechanisms responsible for damage to oocytes.


11.11 SHERMAN AND LIN: FREEZING AND STORAGE OF MOUSE EGGS


A few years after Chang’s (1952) report on rabbit oocytes, Lin et al. (1957) used the same procedure

of transferring treated oocytes into mated females of another inbred strain to determine the fertil-

izability of mouse oocytes. They reported that mouse oocytes contracted osmotically when sus-

pended in 0.66 M
 glycerol, yet would develop into normal fetuses after transfer into recipients.

Those investigators (Sherman and Lin, 1958a, 1958b) then found that mouse oocytes suspended

in that same concentration of glycerol could be cooled to –10°C for 1 or 2 h; after being transferred

into mated recipients, some of the oocytes were fertilized and 15 of 25 recipients became pregnant.

Sherman and Lin then suspended mouse oocytes in 0.66 M
 glycerol, cooled them to –10°C at

2°C/min, and induced crystallization of the samples by seeding with dry ice. Even after 3.5 h at

–10°C, 12% of 60 oocytes became fertilized after being transferred into mated recipients; 10 of
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the 14 recipients became pregnant. Sherman and Lin (1958b) also made microscopic observations

of oocytes cooled on a special chamber that permitted them to observe specimens during freezing

and thawing. If the oocytes underwent an abrupt “blacking out,” the authors interpreted this to be

evidence of intracellular ice formation; such oocytes appeared damaged. Many years later, this

interpretation was verified by cryomicroscopical observations of mouse oocytes cooled over a wide

range of rates (Leibo et al., 1978).

These preliminary experiments were followed by a more detailed investigation of the effects

of abrupt temperature changes and storage of mouse oocytes at low temperatures. Sherman and

Lin (1959) transferred a total of 1858 oocytes collected from agouti mice into 310 albino females.

Whether cooled at ~12°C/min or 60°C/min to 0°C, the same percentages of oocytes survived and

developed as the controls. Mouse oocytes tolerated brief exposure to 0° or –10°C, but when held

at those temperatures for 6 h or longer, few survived and became fertilized. The authors concluded

that unfertilized mouse eggs were very sensitive to prolonged exposure to low temperatures.

Although the oocytes remained morphologically intact, they were not fertilizable after transfer.


11.12 MAZUR’S EQUATIONS


During the same time that these rather practical experiments were being conducted in an attempt

to preserve mammalian gametes and embryos by cooling them to low temperatures, very basic

studies were also being conducted to determine causes of injury to cells when exposed to very low

subzero temperatures. Notable among these studies are the investigations of Peter Mazur. From

1957 through 1963, Mazur conducted several experiments designed to elucidate mechanisms of

damage caused to microorganisms when frozen and thawed. These studies culminated in Mazur

formulating a mathematical model to describe the theoretical response of cells when subjected to

freezing solutions and low temperatures (Mazur, 1963). Nine years later, Mazur used his mathe-

matical model to estimate cooling rates to be used to attempt to cryopreserve mouse embryos; this

application was an important part of the experiments by Whittingham et al. (1972) to freeze mouse

embryos, described below.

Over the last 40 years, Mazur’s theoretical analysis has been verified by many investigators

and has been found to apply with equal validity to a wide range of microbial, plant, and animal

cells. Although many minor modifications have been made to his original formulation, the basic

concepts remain as valid and significant as when he first formulated them. These concepts are

explained and enunciated in his chapter in this volume (Chapter 1).


11.13 CRYOPRESERVATION OF MOUSE EMBRYOS


As summarized by Hafez (1969), little progress had been made to derive procedures to preserve

oocytes or embryos by cooling them to low temperatures, and this is where the situation stood for

several years. That year, Whittingham and Wales (1969) reported on the development of two-cell

mouse embryos after they had been held at temperatures of 10°, 5°, or 0°C for various times up

to 48 h. They reported that ~15% of the embryos developed into blastocysts after 24 h at 5°C and

9% developed even after 48 h. They also noted that only 3 of 40 embryos survived a 20-min

exposure to 16% dimethyl sulfoxide (DMSO) and that neither DMSO nor glycerol protected the

embryos against the damage caused by exposure to low temperatures. Therefore, Whittingham and

Wales concluded that high concentrations either of glycerol or of DMSO damaged embryos by

some undefined mechanism. For that reason, 2 years later, Whittingham (1971) selected 7.5%

polyvinylpyrrolidone (PVP) as a cryoprotective solution, and he reported that 69% of 139 eight-cell

mouse embryos frozen in PVP and held for 30 min at –79°C developed into blastocysts. The

embryos, suspended in 0.5 mL of PVP medium in 5-mL test-tubes, were frozen at 60°C/min in a

mixture of dry ice and acetone at –79°C for 5 min, held for 30 min in a flask of dry ice, and then
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FIGURE 11.11
 A recipient female mouse and her pups derived from cryopreserved 8-cell embryos. The

embryos had been frozen in liquid nitrogen; after being thawed, they were cultured to the blastocyst stage and trasferred into the recipient foster mouse. The observations were those of Whittingham et al. (1972).

thawed at ~85°C/min to 20°C. Moreover, when 13 expanded blastocysts, obtained after freezing

and thawing them as early-stage blastocysts, were transferred into two F hybrid females, nine

1

normal young were born.

Prompted by that success, Whittingham joined Peter Mazur and Stanley Leibo in April 1972

at Oak Ridge National Laboratory in the United States to continue investigations of the freezing

of mammalian embryos. Basing their investigations on emerging understanding of mechanisms of

freezing injury in mammalian cells (Leibo and Mazur, 1971; Leibo et al., 1970; Mazur, 1963, 1970;

Mazur et al., 1969, 1972), Whittingham et al. (1972) explored the principal cryobiological fac-

tors—chiefly, suspending medium, cooling rate, final subzero temperature, and warming rate—that

might influence survival of preimplantation stages of mouse embryos. They suspended embryos

(zygotes, two-cell, eight-cell, and blastocysts) in solutions of 1 M
 DMSO and cooled replicate

samples of embryos at each of nine rates to –78°C; some embryos were also frozen in 1 M
 glycerol.

Additional embryos were first frozen to –80° or –110°C before being placed into liquid nitrogen,

and some of these were then placed into liquid helium at –269°C for over 1 h. Frozen embryos

were warmed at one of four rates. When cooled at the optimum rate of 0.4°C/min to –78°C and

then thawed, 70% of 108 eight-cell embryos developed into blastocysts in culture. Moreover, when

a total of 927 embryos that had been frozen, including some that had been frozen to –269°C (4°K),

were transferred into 118 pseudopregnant recipients, 77 of the recipients became pregnant. A total

of 210 near-term normal fetuses and 57 live-born pups were born. A photograph of a recipient and

her foster pups derived from frozen embryos is shown in Figure 11.11; Whittingham, Leibo, and

Mazur celebrated the birth of the first “frozen mice” by toasting each other with champagne that

Mazur had won in an airline competition (Figure 11.12).

One month after the publication by Whittingham et al. (1972), Wilmut (1972) reported that he

had also succeeded in successfully freezing eight-cell-stage and blastocyst-stage embryos of the

mouse. He first tested the effects of 1.5 M
 DMSO, 0.6 M
 sucrose, and 7.5% PVP (either dialyzed or undialyzed) on development of early blastocysts that had been frozen at each of four rates (0.7°,

23°, 80°, or 690°C/min) and thawed at 360°C/min. Only in the presence of DMSO did he obtain

any survival, and it was very low (1 of 18 embryos cooled at 0.7°C/min and 3 of 17 cooled at

23°C/min). Using 1.5 M
 DMSO as the protective solution, Wilmut cooled blastocysts at four low

rates (0.07°, 0.22º, 1.2°, and 4.7°C/min) and warmed them at each of three rates (1°, 12°, and

360°C/min). He achieved 65% survival of blastocysts that had been cooled at 0.22°C/min and

warmed at 12ºC/min, and 25% survival of those cooled very slowly and warmed at 1°C/min.

However, when he froze additional blastocysts at 0.22°C/min and warmed them at rates of 1°, 12°,
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FIGURE 11.12
 A photograph of Peter Mazur (left), Stanley Leibo (center), and David Whittingham (right) taken in June 1972 on the occasion of the birth of the first mammals derived from cryopreserved embryos.

or 60°C/min, he obtained respective survivals of 54, 86, and 65%. He also reported 66% survival

of eight-cell embryos frozen similarly. In a recent book (Wilmut et al., 2000) describing his

extraordinary research on cloning animals by nuclear transfer of adult somatic cells into enucleated

oocytes (Wilmut et al., 1997), Wilmut does not cite his 1972 publication on freezing of mouse

embryos. However, he does describe his production of the world’s first “frozen calf” produced by

transfer of a previously frozen embryo (Wilmut and Rowson, 1973). Based on those observations

of Wilmut and Rowson, Willadsen et al. (1976) were able to derive an even more efficient method

to cryopreserve sheep embryos.

The report by Whittingham (1971) describing survival of mouse embryos suspended in PVP

and frozen at 60°C/min has now been incorporated in the literature. For example, Gunasena and

Critser (1997), Gordon (1994), and Ludwig et al. (1999) cite that paper as the first report of the

successful cryopreservation of mammalian embryos. However, in their article, Whittingham et al.

(1972) noted that they had also frozen embryos in 7.5% PVP to –78°C at rates from 1° to 600ºC/min;

none of the embryos survived and the authors were unable to explain the discrepancy between their

results and those previously reported by Whittingham (1971). In the introduction to his first article

on embryo freezing, Wilmut (1972) also states that he was unable to replicate the preservation of

mouse embryos in PVP. In a review of embryo cryopreservation written several years later, Ash-

wood-Smith (1986, p. 326) noted that “preservation of mouse embryos with PVP has been difficult

to repeat.” And Leibo and Oda (1993) attempted unsuccessfully to freeze eight-cell mouse embryos

suspended in solutions of PVP alone, although they did obtain high survival of those suspended in

PVP supplemented with high concentrations of ethylene glycol.

Over the last 30 years, the procedure of oocyte and embryo cryopreservation has been refined

and improved and simplified. Innumerable experimental reports have been published describing

major and minor alterations and modifications of the original methods. Many compounds in addition

to the original ones of DMSO and glycerol have been found to act as cryoprotectants for mammalian

embryos; for example, methanol, ethylene glycol, and propylene glycol, or adonitol. Embryos can

now be successfully cryopreserved by being cooled slowly or rapidly or even ultra-rapidly

(>10,000°C/min); they can be warmed slowly or rapidly; and they can be stored for decades, yet

still develop into normal young when recovered from liquid nitrogen storage and transferred into

appropriate recipients. The study of gamete and embryo cryobiology has also yielded fundamental

understanding of many basic characteristics of these highly specialized cells. All of these applica-

tions have evolved from the first observations of the study of cold on biological specimens.
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11.14 SUMMARIES AND REVIEWS OF GAMETE



AND EMBRYO CRYOBIOLOGY


Since the two reports of the successful cryopreservation of mouse zygotes and embryos in 1972

(Whittingham et al., 1972; Wilmut, 1972), literally thousands of experimental reports and reviews

have been published on the subject of preservation of reproductive cells and tissues. Live young

of 22 mammalian species have been born as a result of transfer of cryopreserved embryos (Rall,

2001), and literally millions of animals, especially of domestic species, have been born as a result

of AI with cryopreserved spermatozoa. Comprehensive summaries of the cryopreservation of

domestic species have been published by Hasler (1992, 2001), Mapletoft (1984), and Massip and

Leibo (2002). Tens if not hundreds of thousands of children have been born as a result of the

practice of cryobiology applied to human gametes and embryos.

Several symposia devoted specifically to the cryobiology of mammalian gametes and embryos

have been published. The first meeting, convened only 2 years after the birth of the “frozen mice”

in 1972, was held at The Jackson Laboratory in the United States (Mühlbock, 1976). This was

followed the next year by a Ciba Foundation Symposium in London (Elliott and Whelan, 1977)

and by a third meeting that was also held in the United Kingdom (Zeilmaker, 1981). Other reviews

on the cryopreservation of embryos have been published by Wood et al. (1987), Shaw et al. (2000),

Rall (2001), and Rall et al. (2000), and other summaries are included in the books by Karow and

Critser (1997) and by Watson and Holt (2001). Recent reviews of sperm cryopreservation have also

been published (Holt, 2000a, 2000b; Leibo and Bradley, 1999; Watson, 1995); especially notable

is the very comprehensive summary by Watson (1990), and other summaries are included in the books

by Karow and Critser (1997), by Trounson and Gardner (1999), and by Watson and Holt (2001).


11.15 CONCLUSIONS


Almost 70 years ago, in a brief paper entitled La vie latente de quelque Algues et Animaux inférieursaux basses temperatures et la conservation de la vie dans l’univers
 [Latent life of some algae and lower animals at low temperatures and preservation of life in the universe], Becquerel (1936)

speculated about the implications of some of his investigations of low-temperature biology. He

wondered what might become of life on earth when the sun becomes extinguished. He continued:

So, on this chilled planet, wandering in the night of cosmic space, what will become of its germs of

suspended life? . . . [W]ill the planet, breaking up as the result of an explosion, seed other worlds with its germ-laden debris? Should that be the case, latent life “anabiosis”, truly providential for the

preservation of life on Earth, would be the best means that Nature could use to give some plant and

animal species a sort of immortality in the firmament.

In the twenty-first century, such musings seem not unreasonable. Some 40 years ago, Robert

Ettinger (1964) proposed “The Prospect of Immortality” by suggesting that human bodies might

be preserved in liquid nitrogen for extended times so as to be “revived” at some unspecified time

in the future. Such a prospect seems no more achievable today than when originally proposed. In

contrast, a few species of insects, amphibians, and crustaceans have been revived after having been

preserved in liquid nitrogen. It is estimated that living organisms preserved at a temperature of

–196°C or below will remain alive at least for millennia (DuFrain, 1976; Mazur, 1976). Therefore,

one may imagine that cryopreservation of earth’s flora and fauna may indeed offer the true prospect

of immortality for life as we presently understand it.
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12.1 INTRODUCTION


During the last 30 years, various innovative technologies have been devised and are now used with

increasing frequency to produce animals of laboratory, domestic, and nondomestic species. These

technologies include in vitro
 maturation and fertilization of oocytes; in vitro
 production of embryos; micromanipulation of embryos to produce genetically identical twins, triplets, or quadruplets; and

genetic engineering by various means to alter the genome of animals, including nuclear transfer

of somatic cells into enucleated oocytes, or cloning. This latter method, first reported by Wilmut
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FIGURE 12.1
 The numbers of bovine embryos that were transferred during the year 2000 in various parts of the world. Embryos were transferred either as fresh embryos or after having been cryopreserved. The data are those of Thibier (2001).

et al. (1997), has revolutionized the field of animal reproduction. A recent review of somatic cell

cloning lists the production of live offspring of sheep, cattle, goats, pigs, and mice by this method

(Brem and Kühholzer, 2002). The potential power of this method is illustrated by the fact that

clones of 10 heifer calves (Wells et al., 1999), of six bull calves (Kubota et al., 2000), and of four

rabbits (Chesné et al., 2002), all produced by nuclear transfer of adult somatic cells, have been

reported. Such methods are being applied not only for the routine production of animals and for

alteration of animal genomes but also as research tools to determine molecular mechanisms of

embryonic development, and even as a means to protect endangered species. Efficient implemen-

tation of all of these methods has required cryopreservation of gametes, embryos, and other

reproductive cells and tissues.

Cryobiology has thus become an integral part of methods of assisted reproduction of diverse

animal species. We will examine its effect on breeding of domestic livestock species, on which the

ability to preserve functionality of cells and tissues has had the greatest effect, and also on the

production of domestic avian species. Evidence of the role of embryo cryopreservation on cattle

breeding is shown by the synopsis of results recently tabulated by Thibier (2001) and represented

graphically in Figure 12.1. Of the total of approximately 530,000 bovine embryos that were

transferred throughout the world in the year 2000, more than 53% had been cryopreserved. Most

important, the efficiency of calf production resulting from transfer of frozen embryos was close to

that with fresh, unfrozen embryos. However, the sensitivity of gametes and embryos to cryopreser-

vation differs according to several variables, such as the species, the stage of maturation or

development, and whether the embryos were produced in vivo
 or in vitro
 . This review will consider the effect of cryobiology on various aspects of assisted reproduction.


12.2 CRYOPRESERVATION OF MAMMALIAN SPERMATOZOA AND



ARTIFICIAL INSEMINATION



12.2.1 CATTLE


Artificial insemination (AI) is the oldest of the biotechnologies applied to animal breeding, and

numerous reviews have been published describing the method itself and the efficiency of this

technique. Historically and in terms of the number of animals bred, it has been used most extensively
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in cattle, first as a means to control venereal diseases and also to avoid the necessity of transporting

animals from place to place for the pairing of cows and bulls. Its greater benefit, however, has been

to enable genetic improvement of quantitative traits of cattle, especially of dairy breeds, made

possible through intensive sire selection. In the middle of the twentieth century, AI of cattle was

beginning to be applied at an expanding rate when Polge et al. (1949) first discovered that glycerol

would protect certain types of cells against freezing damage and then devised a reliable and reproducible method to preserve bull spermatozoa using glycerol as a cryoprotectant (see also Chapter 11).

Used together, the techniques of AI and cryopreservation of semen have played a crucial role

in securing and disseminating genetic improvements that have led to very significant increases in

animal productivity during the last few decades. For example, according to Foote (1981), as a result

of AI and sperm freezing, the potential number of 50 progeny per sire achievable in 1939 increased

to 50,000 per sire in 1979. Furthermore, approximately one quarter the number of dairy cows are

now used to produce four times the amount of milk that was produced 25 years earlier. It is not

surprising, therefore, that these technologies have been described as “a breakthrough without equal

in any other area of modern animal breeding” (Heap and Moor, 1995, as cited by Polge, 1998).

Freezing of sperm is now a routine procedure that is widely practiced and accepted (see also

Chapter 18). Over the years, numerous reviews of this subject have been published. Notable among

these is the comprehensive review of the subject of sperm preservation of various species by Watson

(1990). More recent, albeit much briefer, reviews have been written by Foote and Parks (1993),

Watson (1995), Leibo and Bradley (1999), and Holt (2000a, 2000b). The effect of sperm freezing

on cattle breeding has been to increase the efficiency of AI and to provide safeguards for health

control. More important, however, it has enabled more effective progeny-testing schemes to be

implemented and has led to an extensive international trade in cryopreserved semen, resulting in

genetic improvements worldwide. One disadvantage of AI with cryopreserved spermatozoa, how-

ever, is that in some countries, indigenous breeds have been lost or diluted by cross-breeding, so

there is an urgent need to establish sperm banks for the purpose of genetic conservation and the

maintenance of genetic diversity. One of the limitations of this approach has resulted from the

overall efficiency of cattle sperm freezing, as currently practiced. On average, the freezing of semen

kills up to one half of the sperm cells. Because a bull’s ejaculate may contain 10 to 20 billion

spermatozoa, however, until recently there seemed little need to improve the efficiency of sperm

freezing (Leibo and Bradley, 1999). Now, however, intense international competition in the cattle

industry means that the loss of >30% of collected sperm is no longer economically acceptable, and

research on the mechanisms responsible for injury to spermatozoa is necessary. Another limitation

of present methods of semen cryopreservation is that spermatozoa of different males exhibit

significant differences in their sensitivity to freezing. In the case of young sires, this means that

the genetics of a specific individual may be eliminated from the population, based solely on the

sensitivity of his spermatozoa to freezing. Examples of such male-to-male differences are shown

in Figure 12.2 and Figure 12.3. As indicated by the coefficients of variation in Figure 12.3, the

postthaw motility of several ejaculates from each of five bulls was rather uniform, whereas the

mean values for different bulls varied significantly. In Figure 12.3, results are shown for the

membrane integrity of spermatozoa from each of nine bulls before and after freezing. Although

the prefreeze values varied only slightly, from about 70 to 90%, the postthaw percentages ranged

from about 10 to more than 50%. As will be discussed below, analogous male-to-male differences

have been reported for several other species as well. In a very novel development, it has recently

been demonstrated that spermatozoa can be preserved by freeze-drying. When such bovine sper-

matozoa are injected directly into oocytes, blastocysts have been produced (Keskintepe et al., 2002).


12.2.2 SHEEP AND GOATS


As with bull semen, the cryopreservation of ram spermatozoa has been the subject of innumerable

investigations, and there exist many descriptions of methods that have been used to cryopreserve
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FIGURE 12.2
 Survival of bovine spermatozoa, as measured by postthaw motility, of replicate ejaculates collected from five bulls. Each point represents the average motility of a single ejaculate from a given bull; the figures are the coefficients of variation. The data are unpublished observations of L. Bradley and S. P.

Leibo (1998).
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FIGURE 12.3
 Survival of bovine spermatozoa, as measured by postthaw membrane integrity, of ejaculated spermatozoa from each of nine bulls. Membrane integrity was measured before and after freezing by staining replicate samples with the commercial stain, FertiLight™ (Molecular Probes, www.probes.com). The data are unpublished observations of L. Bradley and S. P. Leibo (1997).

the spermatozoa and the variables that determine their functional survival and fertility when used

for AI. An extensive review of these methods and of the results achieved by insemination of ewes

has been published by Salamon and Maxwell (1995). It has long been recognized that the composition



TF1231_C12.fm Page 375 Monday, March 22, 2004 1:39 PM

Cryobiology of Gametes and the Breeding of Domestic Animals


375


100

80

60

40

250

250

20

Ewes Pregnant (%)

0

Fresh sperm

Frozen sperm


FIGURE 12.4
 Pregnancies produced in ewes by artificial insemination with fresh semen or semen that had been cryopreserved and stored for 27 years. The bars show the percentage of ewes diagnosed pregnant; the

figures in each bar are the number of ewes that were inseminated. The data are those of Gillan et al. (1997).

of sperm membranes influences their survival when cooled or frozen. Among the variables that

have been shown to affect fertility of ram spermatozoa is the location at which the rams feed and

the resultant composition of their sperm membranes (Drokin et al., 1999). A common method to

cryopreserve ram spermatozoa has been to freeze it rapidly as small pellets on dry ice at –78ºC

and to store the frozen pellets in liquid nitrogen. In a recent large field trial, it was shown that

zwitterion-buffered diluents were superior to Tris
 -citrate solutions (Molinia et al., 1996). Although seminal plasma has been reported to introduce variability among rams, its presence when added to

cryopreserved ram spermatozoa after thawing can enhance pregnancy rates (Maxwell et al., 1999).

The effect of synthetic macromolecules on postthaw motility of goat spermatozoa has also been

studied (Kundu et al., 2002). Comparison of dextrans of various molecular weights demonstrated

that 10 kDa dextran conferred maximum protection.

Although often implied, another important benefit of cryopreserved spermatozoa is their long-

term stability as a function of storage time. In the early investigations of sperm freezing, attention

was paid to the length of time that samples had been stored. More recently, this factor has been

largely ignored. Several years ago, it was shown that bull spermatozoa that had been stored in dry

ice for 4 years and in liquid nitrogen for an additional 33 years were capable of fertilizing oocytes;

the resultant zygotes developed into expanded blastocysts in culture (Leibo et al., 1994). More

important, in a recent comparison of the fertility resulting from AI with fresh or frozen-thawed

ram spermatozoa, Gillan et al. (1997) used semen samples that had been frozen in 1968. They

demonstrated that the pregnancy rate produced in ewes inseminated with 27-year-old spermatozoa

was exactly the same as that in ewes inseminated with fresh spermatozoa (Figure 12.4). Another

recent study examined the interactions of glycerol, pH of the medium, and an amino acid (proline)

and organic osmolytes (glycine betaine) on the postthaw motility of ram spermatozoa that had been

frozen as pellets (Sánchez-Partida et al., 1998). After the spermatozoa were thawed, there were

significant interactions among the components of the diluents in which they had been frozen.

Pregnancy rates in ewes (65 per group) were low following cervical inseminations with spermatozoa

that had been frozen in any of the solutions, but they were about tenfold higher after laparoscopic

inseminations.

Artificial insemination is used for the breeding of goats in only a few countries, with the

exception of France. In fact, compared to the literature on cryopreservation of bovine, ovine, and

equine spermatozoa, there is only a limited number of publications on freezing of caprine sperma-

tozoa. In one recent study, the investigators compared the efficacy of skim milk and egg yolk as

supplements to the diluent solution (Keskintepe et al., 1998). Using in vitro
 fertilization as an assay of sperm survival, the authors found that spermatozoa frozen in skim milk yielded far better results

than those frozen in egg yolk, a finding in rather sharp contrast to that observed for spermatozoa

of most other species. A review of the use and preservation of goat semen has recently been

published (Leboeuf et al., 2000). In France, AI plays an important role in the production of goats
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TABLE 12.1



Comparison of the Potential Efficiency of Producing Lambs



by Natural Mating or by Artificial Insemination (AI)



with Fresh or Frozen Spermatozoa



Natural Mating



AI, Fresh Semen



AI, Frozen Sperm


3 rams: 97 ewes

3 ejaculates ram/day;

1 L semen/ram;

20 inseminations/ejaculate;

25,000 inseminations/ram

1020 inseminations/cycle

33 ewes bred/ram

1020 ewes bred/ram

25,000 ewes bred/ram

22 lambs born

500 lambs born

12,000 lambs born

and, used in conjunction with progeny testing, has led to significant improvements in milk produc-

tion. Use of AI allows greater selection pressure to be exerted to identify and to select superior

males. This also permits evaluation of genetically related herds and the monitoring and selection

of bucks carrying major genes of importance for productivity, such as the s1 casein gene (Leboeuf

et al., 1998). As shown in Table 12.1, the potential number of lambs sired by a ram each year using

natural mating, by AI with fresh semen, or by AI by laparoscopy with frozen semen (using data

obtained from Maxwell, 1984, and from Gordon, 1997) illustrate the potential efficiency that may

be achieved by use of cryopreserved spermatozoa. In the case of goat semen, a specific problem

has been the detrimental effect of seminal plasma on the viability of the spermatozoa in diluents

containing egg yolk or in milk-based media.


12.2.3 HORSES


In 1957, the first specimens of equine spermatozoa were successfully frozen. Barker and Gandier

(1957) froze epididymal spermatozoa to –79°C and stored them for 1 month. Of eight mares that

they inseminated with thawed spermatozoa, one became pregnant and foaled. Since then, many

more studies have been made of the cryobiology of stallion spermatozoa. Often, the spermatozoa

have been frozen as pellets on dry ice or in relatively large volumes in ampoules. Many of these

early observations are described in review articles by Graham et al. (1978) and by Amann and

Pickett (1987). A very recent symposium on equine reproduction included 16 articles describing

various aspects of the cryobiology of stallion spermatozoa, as well as an additional 36 articles

dealing with the physiology, biochemistry, and molecular biology of the spermatozoa (Evans, 2002).

Among the variables that have been investigated to determine their effect on sperm cryopreservation

are the role of metal ions in seminal plasma, the effectiveness of various diluents and cryopro-

tectants, and the influence of reactive oxygen species or hormones on the fertility of stallion

spermatozoa. As is true of several other species, important progress has recently been made in

equine reproduction and genomics. It is also worth noting that very basic studies of fundamental

aspects of stallion spermatozoa have been conducted to determine their role in sperm cryopreser-

vation (Devireddy et al., 2002). Although very large numbers of mares have been successfully

impregnated with cryopreserved spermatozoa, resulting in the birth of many foals, it is notable that

there are significant differences among males with respect to the survival of their spermatozoa.

Such differences are enumerated in the reviews by Graham et al. (1978) and by Amann and Pickett

(1987) cited above.


12.2.4 PIGS


A method to cryopreserve boar spermatozoa reliably and efficaciously enough to be used commer-

cially is still lacking (Johnson, 1985; Johnson et al., 2000). Use of cryopreserved spermatozoa for
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FIGURE 12.5
 Survival based on postthaw motility of cryopreserved spermatozoa of boars and of rams as a function of the cooling rate. The data for boars are those of Fiser and Fairfull (1990) and data for rams are those of Fiser et al. (1986).

AI usually results in lower farrowing rates and smaller numbers of piglets per litter compared with

results with fresh semen (Graham et al., 1978; Johnson et al., 2000). Such unsatisfactory results

limit the commercial use of cryopreserved spermatozoa, thus impeding the agricultural effect of

this technology on the swine industry.

Poor survival of cryopreserved boar spermatozoa has been attributed to various factors, includ-

ing their extreme susceptibility to cold shock when abruptly cooled below 15ºC and their sensitivity

to osmotic shock when caused to undergo osmotic contraction or expansion (Johnson et al., 2000).

Moreover, boar spermatozoa are much more sensitive to glycerol than spermatozoa of other species

and are damaged simply by being suspended in freezing medium containing more than 2% glycerol

(Fiser and Fairfull, 1990; Courtens et al., 1989; Wilmut and Polge, 1974). This may be a result of

their extreme susceptibility to damage caused by volume changes compared with spermatozoa from

other species (Gilmore et al., 1996, 1998). Furthermore, differences in sperm transport and numbers

of spermatozoa required for fertilization may also contribute to species differences in fertility of

cryopreserved spermatozoa (Holt, 2000a). In the last 30 years, methods to cryopreserve boar

spermatozoa have been based on empirical studies of varying external factors with very limited

success. Although cryopreservation methods are available, fertility of cryopreserved spermatozoa

is lower than that of spermatozoa stored at +15ºC (reviews in Bwanga, 1991; Johnson, 1985;

Johnson et al., 2000).

In an effort to identify optimum conditions of cryopreservation, Fiser and his colleagues (Fiser

and Fairfull, 1990; Fiser et al., 1993) conducted detailed studies of the interactions of cooling and

warming rates and glycerol concentrations on the functional survival of boar spermatozoa. They

observed maximum survival (based on measurements of motility and acrosomal integrity) when

the spermatozoa were frozen in 3 or 4% glycerol (equivalent to 0.33 to 0.44 M
 ) at a rate of

~10ºC/min. Some of their results are redrawn in Figure 12.5, in which postthaw motility of boar

spermatozoa in 0.44 M
 glycerol is shown, compared with results obtained by Fiser et al. (1986)

for ram spermatozoa. It is clear that spermatozoa of both species respond in a very similar fashion

to cooling rates when they are frozen. Most important, it is also evident that spermatozoa of these
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two species exhibit the inverted V-shaped survival curve as a function of cooling rate that has been

described for many types of cells.

In the pig, there appear to be breed differences among pigs in freezing sensitivity of spermatozoa

(Johnson, 1985; Thurston et al., 2002; Woelders, 1997). Cryopreserved spermatozoa from Large

White boars gave higher farrowing rates than those from Landrace boars (Johnson, 1985). Cerolini

et al. (2001) found that there was a large variation in the total lipid content of fresh spermatozoa

from different boars. Very recently, Thurston et al. (2002) studied the survival of spermatozoa

collected from 129 boars. They demonstrated that there were very significant differences among

individual boars with respect to the freezing sensitivity of their spermatozoa. The group of 129

boars seemed to fall into three general categories with respect to this characteristic. Although there

were no significant differences between ejaculates of a given male, multivariate pattern analysis of

the viability data indicated that the boars produced spermatozoa with poor, average, or good post-

thaw recovery. Using markers of amplified restriction fragment length polymorphisms, these authors

analyzed spermatozoa from the boars and concluded that there is a genetic basis for variation in

postthaw sperm survival among males; that is, differences in freezing sensitivity of boar sperma-

tozoa may be genetically determined.

During the last decade, considerable progress has been achieved in the cryopreservation of boar

semen. A method described in 1997 by Thilmant yields rates of fertility and fecundity similar to

those obtained with fresh semen (79.9% vs. 80.3% and 10.1% vs. 9.8%). This method was tested


in vitro
 and in vivo
 in the field with equal success (Bussière et al., 2000; Thilmant, 1999, 2001).

In the future, it may be possible to use this method to establish gene banks for endangered breeds

of pigs (Labroue et al., 2000). Recently, protection of boar spermatozoa from cold shock damage

by 2-hydroxypropyl-β-cyclodextrin also was reported by Zeng and Terada (2001).


12.3 CRYOPRESERVATION OF DOMESTIC ANIMAL EMBRYOS AND



THEIR TRANSFER


In 1972, embryos of the mouse were the first embryos to be successfully frozen that resulted in

the birth of live young (Whittingham et al., 1972; see also Chapter 11). Keys to success for embryo

cryopreservation in those first experiments was use of low cooling rates to avoid intracellular ice

formation in cells, slow warming to prevent abrupt rehydration during thawing, and stepwise

dilution to remove the cryoprotectants after the embryos were thawed. “Frosty,” the first calf

produced from a frozen-thawed embryo, was born in 1973 (Wilmut and Rowson, 1973). The first

meeting specifically convened to discuss the freezing of embryos was convened at The Jackson

Laboratory in 1975 (Mühlbock, 1976), and the first European meeting entitled “Egg Transfer in

Cattle” was also held in 1975 in Cambridge. It soon became evident that effective exploitation of

genetically valuable embryos would depend on the development of effective techniques for their

storage at low temperature. Improvements and simplifications of the initial method were made by

several authors (Leibo, 1984; Massip et al., 1984; Renard et al., 1982; Willadsen, 1977), leading

to procedures that permitted direct transfer of frozen-thawed embryos of domestic species, espe-

cially of cattle, into recipient females. With present methods of embryo cryopreservation and

embryo transfer, the pregnancy rate with frozen-thawed bovine embryos is only slightly lower than

that with fresh embryos (~60% vs. 50%).


12.3.1 CATTLE


Embryo transfer in cattle became widespread in the late 1970s and early 1980s (see reviews by

Mapletoft, 1984; Seidel, 1981). Since then, cryopreservation of bovine embryos has become an

absolutely integral part of the commercial practice of embryo transfer. Over the last two decades,

several notable research accomplishments have become incorporated into the commercial practice

of embryo transfer. Among these are the demonstration by Rall and Fahy (1985) that embryos can
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be successfully cryopreserved by cooling them at such high rates that the embryos themselves, as

well as their suspending medium, vitrifies, or forms a glass (see also Chapter 22).

Other improvements in reproductive technologies that have been made in recent years are also

of great significance. The development of effective methods for superovulation of cows to increase

the number of oocytes that undergo maturation, synchronization, and embryo transfer, especially

in cattle breeding, has been the most important advance. These techniques provide opportunities

to increase the reproductive potential of females in much the same way as AI did for males. The

successful freezing of embryos, which was achieved a little later, enables preservation of the entire

genome. Embryo transfer in cattle breeding is now applied quite extensively worldwide. It has been

used mainly to obtain more calves from the most valuable animals and also for international trade

in genetically superior stock. An additional application has been to accelerate genetic selection

through multiple ovulation and embryo transfer in so-called “MOET” breeding schemes, first

described by the Canadian geneticist, Charles Smith. Embryo transfer also provides the means for

development of many other technologies associated with the manipulation of eggs and embryos,

including in vitro
 production of embryos, sex selection, embryo micromanipulation, nuclear transfer, and transgenesis. There are important species variations in the stages of embryonic development

that tolerate cooling and freezing (Leibo et al., 1996; Polge and Willadsen, 1978). Cattle embryos

are sensitive to cooling before they have reached the late morula or early blastocyst stage, whereas

sheep embryos at early stages of development are more tolerant.


12.3.2 PIGS


Cryopreservation of porcine embryos at early stages of development remained a challenge for a

long time because they could not be cooled below 15°C without damage (Leibo et al., 1996;

Niemann, 1985; Polge, 1977). It was further suggested that their high lipid content was the major

cause of their sensitivity to freezing and thawing. However, expanded and hatched blastocysts

tolerate some cooling, and hatched blastocysts can even survive when subjected to controlled

freezing and thawing, resulting in the birth of piglets after transfer (Hayashi et al., 1989). This

decreasing sensitivity to cooling is likely caused by the metabolic utilization of intracellular lipids

as the embryo develops. By the time that the porcine blastocyst hatches, it appears as if much of

the intracellular lipid content has been metabolized. There are two solutions that have been used

to address the problem of lipids within embryos. One novel way is to remove them. Nagashima et

al. (1994) treated early-stage porcine embryos with cytochalasin, centrifuged the embryos at high

force, causing the intracellular contents of the embryo to fractionate, and then removed the lipid

by micromanipulation. The investigators termed this very novel procedure “delipidation.” They

subsequently showed that such “delipidated” embryos were much more resistant to chilling and to

freezing. This is not, however, an easy procedure, nor one that could be used to treat large numbers

of embryos.

An alternative that has been used with increasing success with porcine embryos is to vitrify

them. It appears as if the vitrification procedure circumvents chilling injury associated with con-

ventional cryopreservation techniques, and thus avoids damage to lipids within the embryo. To

explain these differences, T.G. McEvoy (personal communication, 2001) thinks that “conventional

freezing exposes the lipid component in embryos to sudden phase transitions which induce tearing

of membranes and tissues.” Unlike other substances, lipids do not gradually change from a fluid

to a gel-like state but, rather, within a rather narrow temperature range, change rapidly and more

or less en masse
 from a fluid to a gel-like phase. Other substances, for example, proteins, do not change at the same temperature, resulting in damage to lipoproteins and other structures. In those

embryos in which the lipid content is high, such damage is considerable. In embryos in which the

lipid content is lower, for example, in murine vs. bovine oocytes, or in bovine vs. porcine oocytes,

or in delipidated vs. normal pig embryos, there is less damage initially, and consequently, postthaw

repair may be possible, thereby facilitating enhanced survival.
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When an aqueous solution freezes, whether intracellularly or extracellularly, ice crystals form

and the volume increases as a result of the expansion that occurs as the crystalline lattice grows.

In contrast, when an aqueous solution undergoes vitrification, it does not form crystalline ice, but

rather the viscosity increases substantially as the liquid changes from a fluid to a solid. The process

of vitrification thus avoids the potentially detrimental water/ice crystal formation that occurs in

conventional freezing. It has been suggested that vitrification also may allow membranes to remain

in a fluid state (Wolfe and Bryant, 1999), so it may be that the liquid phase–transition occurring

in conventional cryopreservation is also avoided (see also Chapter 22).

There exist several vitrification methods, the most effective of which have been those described

by Martino et al. (1996b), using electron microscope grids as a carrier of very small volumes; the

Open Pulled Straw method (Vajta et al., 1997, 1998; Holm et al., 1999) and the CryoLoop method

Lane et al., 1999. With these methods, because extremely small volumes of liquid are cooled at

very high rates, it is likely, although still unproven by formal proof, that the samples have actually

vitrified by forming a glass. The Open Pulled Straw method has been applied to pig embryos and

yields satisfactory results (Berthelot et al., 2000). However achieved, vitrification seems the method

of choice for pig embryos (Dobrinsky et al., 2000; Kobayashi et al., 1998; Yoshino et al., 1993;

for further discussion of embryo vitrification, see Chapter 18).


12.3.3 SHEEP AND GOATS


In his early investigations, Willadsen (1977) used sheep embryos as a model for studying freezing

and thawing of bovine embryos with dimethyl sulfoxide (DMSO) as the cryoprotectant. As with

cattle embryos, however, ethylene glycol was soon identified as a cryoprotectant that seemed to

yield high survival of embryos of several species (Songsasen et al., 1995). It has been claimed that,

with sheep embryos, ethylene glycol yields high survival only with in vivo
 embryos (Tervit et al., 1994). This is inconsistent with observations of others (Songsasen et al., 1996) and with high

survival exhibited after cryopreservation of in vitro
 -produced bovine embryos frozen in ethylene

glycol (Hochi et al., 1996). Survival of goat embryos frozen in glycerol or DMSO does seem to

increase with the stage of development (Li et al., 1990). Recently, using a vitrification mixture of

25% glycerol + 25% ethylene glycol, as described by Donnay et al. (1998), Mermillod et al. (1999)

found no significant difference between fresh and vitrified in vivo
 day 7 embryos in terms of

lambing rates (60% of 48 embryos vs. 50% of 50 embryos). Pregnancy rates after direct transfer

and transfer after dilution were 81% and 74%, respectively, and lambing rates were 58% in both

cases.

A comparison of in vitro
 and in vivo
 survival of vitrified in vitro
 -produced (IVP) goat and sheep embryos revealed significant differences between the two species (Traldi et al., 1999). With goat

embryos, 60% of 177 survived and developed in vitro
 , whereas with sheep embryos, only 41% of

124 survived, a significant difference between the two species. After transfer of cryopreserved

embryos, the respective birth rates were 45% of 20 goat embryos vs. 15% of 34 sheep embryos.

All kids were normal, whereas the lambs tended to show excessive weight gain, dystocia, and other

anomalies, or they died perinatally. These data seem to indicate that IVF sheep embryos are less

able to tolerate the vitrification protocol than goat embryos. For both species, the in vitro
 survival rate after warming influenced the in vivo
 survival. Nevertheless, sheep embryos have been successfully vitrified, resulting in live birth (Baril et al., 2001).


12.3.4 HORSES


In the horse, the preferred stage of development of embryos that are to be frozen is the morula or

very early blastocyst, so that embryo collection is normally performed about 6 d after ovulation.

Unfortunately, timing of ovulation in the mare is much more difficult than in the cow or other

domestic species. As a consequence, embryos that are collected by nonsurgical flushing of the
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FIGURE 12.6
 The permeability of equine blastocysts of various indicated sizes to ethylene glycol based on their volumetric changes. Embryos were classified as to their size and then suspended in 1.5 M
 ethylene glycol, and their volumes were measured at various times. The data are those of Pfaff et al. (1993). For comparison, the development of the equine conceptus is shown in terms of its size as a function of the days after ovulation of the oocyte from which it was conceived. The data are those of Betteridge et al. (1982).

mare’s uterus may vary significantly in their stage of development. The size of the equine conceptus

and its developmental stage appear to be more critical to survival after freezing and thawing than

the type of cryoprotectant used (Bruyas et al., 1997; Squires et al., 1999) or the method of

cryopreservation used (Oberstein et al., 2001). Beginning about day 7 after fertilization and con-

tinuing until day 16, an acellular capsule forms beneath the zona pellucida (Oriol et al., 1993a,

1993b). This capsule appears to impede loss of water from the cells of the embryo and permeation

of cryoprotectants into the embryo. Pfaff et al. (1993) measured the volumetric changes exhibited

by equine conceptuses of various sizes when suspended in 1.5 M
 ethylene glycol, a solute to which embryos of other species are extremely permeable. As shown by the results in Figure 12.6a, the

smaller embryos (<250 µm in diameter) exhibited a typical “shrink–swell” response as a function

of time. Embryos of a somewhat larger volume (250 to 500 µM) contracted but did not seem to

expand, even after 20 min of exposure. In contrast, the large embryos (>500 µm in diameter)

contracted very slowly and did not exhibit any increase in volume. For comparison, the diameter

of equine conceptuses as a function of days after ovulation are shown in Figure 12.6b (data collected

by Betteridge et al., 1982). The data indicate that as the equine conceptus develops and becomes

surrounded by the capsule, it becomes increasingly impermeable to water and to solutes. However,

it has been unequivocally demonstrated that embryos must undergo osmotic dehydration if they

are to survive cryopreservation (Leibo et al., 1978). If the conceptus cannot undergo adequate

dehydration, as occurs in most methods of embryo vitrification, then even that method may not be
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FIGURE 12.7
 Survival as determined by their development in vitro
 of equine blastocysts that were vitrified at various sizes. Development was assayed in a qualitative way by assessment of the embryos as “normal,”

“partially developed,” or “no development.” The data are those of Hochi et al. (1995).

successful to vitrify late-stage equine conceptuses. Data of Hochi et al. (1995) shown in Figure

12.7 illustrate this phenomenon. The majority of smaller embryos (<500 µm) tolerate vitrification

and developed in culture after vitrification, but larger embryos did not survive even after vitrification.

Presumably, later-stage embryos did not dehydrate when suspended in concentrated vitrification

solutions. Many biological processes appear to be unique to the horse, thus limiting the application

of assisted reproductive technologies in this species. As mentioned previously for equine sperma-

tozoa, a very recent symposium presented articles by many investigators on various aspects of the

embryology and reproduction of the horse (Evans, 2002).


12.4 CRYOBIOLOGY OF MAMMALIAN OOCYTES



In vitro
 embryos are produced from immature oocytes collected at slaughter or by “ovum pick up,”

the aspiration of oocytes directly from cows using ultrasound guidance. The use of cryopreserved

oocytes in bovine nuclear transfer protocols would alleviate the logistical problems associated with

matching the availability of donor cells. Moreover, it would constitute a reserve of female gametes.

However, few calves have yet been born after IVF of cryopreserved oocytes. Among the reasons

are that, first, the meiotic spindle of the oocyte is very sensitive to chilling injury (Martino et al.,

1996a; Wu et al., 1999). The oocyte is the largest cell in the mammalian body and is surrounded

by granulosa cells that traverse the zona pellucida to form gap junctions with the ooplasm. Therefore,

there are two types of cells—the oocyte, which is a large unique cell, and small surrounding

cells—and both types must survive the freezing process. Many attempts have been conducted at

different stages of maturation, with different cryoprotectants and preservation protocols, but the

results were disappointing (see Niemann, 1995, for review). Some progress resulted from the

application of the Open Pulled Straw method devised by Vajta et al. (1997). By reducing the

diameter of a 0.25-mL straw as well as the wall thickness, they obtained a capillary tube in which

oocytes were suspended in a few microliters of medium, so that the speed of cooling was very

high allowing avoidance of chilling injury and toxicity of cryoprotectants. This method has proven

to be very effective as used by Vajta and his colleagues. An example of some of their results is

shown in Figure 12.8. Results of Le Gal et al. (2000) confirmed that very high cooling rates achieved

by using a “minimum drop size” to vitrify oocytes are a key to success of this method. Other

problems have been detected after ultra-rapid freezing or vitrification of mouse oocytes.

Van der Elst et al. (1998) showed that ultra-rapid freezing of mouse oocytes resulted in a reduced

cell number in the inner cell mass of 5-day-old in vitro-
 cultured blastocysts. This undoubtedly impairs the developmental capacity of the blastocysts. In their studies of cryopreservation of mouse oocytes,
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FIGURE 12.8
 Survival, based on their development in vitro
 into expanded blastocysts, of bovine embryos that were vitrified at various stages of development. The respective stages of embryonic development were zygotes, two-cell, morulae and early blastocysts for embryos collected on days 1, 2, 6, or 7. For each stage, the paired bars show the development for fresh or vitrified embryos. The data are those of Vajta et al. (1998).

Wood et al. (1993) also observed a high incidence of postimplantation loss that may have been the

result of an increase of chromosomal nondisjunction caused by damage during vitrification. (For

further discussion of oocyte cryopreservation, see Chapter 18.)


12.5 CRYOPRESERVATION OF IVP EMBRYOS OF DOMESTIC SPECIES


An even more important research finding has been the now-routine procedure of producing bovine

embryos by in vitro
 maturation and fertilization of oocytes, as summarized in the comprehensive

treatise by Gordon (1994). Thousands of such IVP embryos have been transferred in many countries

all over the world and have developed into live calves. Full exploitation of the capability to produce

embryos in vitro
 requires the ability to cryopreserve such embryos. Although many reports have

described the successful cryopreservation of IVP embryos, there are some problems, most notably

the observation that IVP morulae are much more difficult to cryopreserve than their in vivo
 –derived counterparts.

To seek an explanation of the differences in freezing sensitivity between in vitro
 – and in



vivo
 –derived embryos, it is useful to consider methods used to produce bovine embryos in vitro
 .

These IVP embryos are produced from ovarian oocytes by either of two methods: (1) oocytes are

harvested from ovaries removed from cows at slaughter; or (2) oocytes are aspirated directly from

ovaries of live cows by “ovum pick-up.” With both methods, the oocytes are allowed to undergo

maturation for about 24 h in culture, enabling the oocytes to be fertilized in vitro
 . They are then cultured for 6 or 7 d until they have developed into morulae or blastocysts, at which point the IVP

embryos are either frozen or transferred into recipients. As mentioned above, although IVP blas-

tocysts can be cryopreserved almost as well as their in vivo
 –derived counterparts, IVP morulae

have appeared to be much more sensitive than in vivo
 morulae.

In general, most references to in vitro
 –derived embryos have usually referred to embryos of

cattle. Such embryos have been grown in various media that affect their metabolism and gene

expression; in general, they are of somewhat poorer quality compared with their in vivo
 –derived

counterparts. Nevertheless, large numbers of calves have been produced from IVP embryos (Hasler,

2001). Another manifestation of a difference between IVP and in vivo
 –derived embryos is their

buoyant density. That is, the density of in vitro
 –derived embryos is lower than that of in vivo
 embryos, as reflected by their relative behavior in hypertonic, dense solutions of sucrose. The IVP
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embryos float in sucrose solutions, whereas in vivo
 –derived embryos sink in the same solutions.

These different buoyant densities may reflect different ratios of lipids to protein within these two

types of embryos (Leibo and Loskutoff, 1993; Pollard and Leibo, 1994; Pollard et al., 1993).

However, for each stage of embryonic development from the oocyte to the blastocyst, it will be

important to determine the effectiveness of cryopreservation when applied to new technologies

such as cloning and transgenesis. Nuclear transfer is generally carried out with early embryonic

cells because these have been considered to be relatively undifferentiated and the nuclei to be more

capable of being reprogrammed in the oocyte cytoplasm than the nuclei of more advanced differ-

entiated cells. The ideal donor embryos should be at precompaction stages because blastomeres

can be isolated individually. Unfortunately, because these embryonic stages are chilling sensitive,

they are less likely to survive unless rapid-cooling methods are applied. Recently, the effectiveness

of such methods has been demonstrated (Booth et al., 1997; Vajta et al., 1997). The value of IVP

embryos would be markedly increased if they could be genotyped and cryopreserved for direct

transfer. Here again, it has been demonstrated by Vajta et al. (1996) that these manipulations did

not decrease the overall efficiency of in vitro
 production of bovine embryos.


12.6 CRYOPRESERVATION OF SPERMATOZOA OF DOMESTIC



AVIAN SPECIES


In their classic monograph summarizing low-temperature biology from 1736 to 1939, Luyet and

Gehenio (1940) cite observations of Atkins (1909) and of Moran (1925) on freezing points and

effects of low temperatures on hen’s eggs, demonstrating that this subject has interested scientists

for almost 100 years. After that, however, apparently little if any research on avian cells was

conducted until Shaffner et al. (1941) showed that fertile eggs could be obtained from hens

inseminated with frozen chicken semen, although no live chicks were produced. Then in 1949,

Polge et al. reported their “chance observation” that glycerol protected spermatozoa against the

effects of low temperatures. They found that fowl spermatozoa that were suspended in Ringer’s

solution containing 20% glycerol, frozen to –79ºC, and then thawed rapidly exhibited motility

indistinguishable from their unfrozen controls. The ramifications of that serendipitous finding

cannot be exaggerated (see also Chapter 11).

Since 1949, as summarized above, innumerable studies have been performed to improve and

standardize methods for the long-term preservation of spermatozoa of many animal species. These

have included spermatozoa of domestic birds (see reviews by Bellagamba et al., 1993; Etches et

al., 1996; Graham et al., 1984; Hammerstedt, 1995; Lake, 1986; Suraï and Wishart, 1996). These

methods were first developed in the chicken and then more recently have been applied to sperma-

tozoa of turkeys, ducks, and geese. Despite the relatively intense investment of the scientific

community in research on cryopreservation of semen of avian species, however, these methods

have been relatively unused in the actual breeding of domestic fowl. One of the reasons is that AI

is not widely used with many domestic species of birds. Although insemination with fresh semen

is extensively used in the breeding of a few species, for example, turkeys, guinea fowl and mule

ducks, this method is only occasionally employed and only for selection purpose with chickens,

muscovy and pekin ducks, ganders, quail, ostrich, and emu. In fact, the success of freezing

procedures applicable to poultry is highly variable (Table 12.2) and depends on the species and

the specific line being bred. In addition, the costs of the various stages in the preparation, storage,

and use of frozen ejaculates in poultry species remain relatively high compared to the market price

of day-old chicks.

Regardless of the above constraints, however, ratification of the international agreement on

biodiversity in Rio de Janeiro, Brazil, in 1992 provoked new interest in development of methods

of semen-freezing methods for domestic birds (see also Chapter 13). Research into cryopreservation
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TABLE 12.2



Reproductive Fertility Performance with Frozen Semen in Poultry Species



Chickens



Turkeys



Ganders


Mean fertility, % fertile eggs (min–max range)

60 (10–90)

30 (5–65)

60 (30–70)

Mean number of chicks hatched per frozen ejaculate

2

1

1.5

of avian cells, including spermatozoa, has received renewed attention so as to develop the capability

of preservation of rare lines, maintenance of acceptable genetic variability in parental lines selected

by primary breeders, and long-term availability of the genetic potential from exceptional animals.

Recent progress in cryopreservation of avian semen, mainly of the chicken, has emphasized the

demand for ex situ
 management of gene banking both in Europe and in North America, in addition

to in situ
 management of these species. This is very important for domestic bird species that include a very high number of rare lines. For example, 154 rare lines of the species Gallus gallus
 exist

only in France. With present methods and understanding of low-temperature biology, cryopreser-

vation of embryos of domestic birds is not possible, undoubtedly because of the very large size

and high vitellus content of fowl eggs. Cryopreservation of avian semen is, therefore, the only

efficient method of ex situ
 management for domestic birds.


12.6.1 CHICKEN SEMEN


Despite early attempts to freeze chicken spermatozoa, the first methods of completely successful

semen cryopreservation in chickens were published by Lake and Stewart (1978) and by Sexton

(1980) more than 30 years after the report by Shaffner et al. (1941). Lake and Stewart used low

cooling rates, glycerol as a cryoprotective agent, and glass ampoules to package the semen, whereas

Sexton also cooled the samples slowly, but used DMSO as the cryoprotectant and straws for

packaging. Both methods were later optimized by Seigneurin and Blesbois (1995) and by Van

Voorst and Leenstra (1995a, 1995b), respectively. Two other methods originating from the former

USSR were published by Schramm (1991) and Tselutin et al. (1995). Both groups used rapid

cooling by freezing the spermatozoa as pellets either with dimethyl formamide (Schramm) or

dimethyl acetamide (DMA, Tselutin) as cryoprotectants. Comparison of cryoprotectants and meth-

ods of cryopreservation under standardized conditions (Chalah et al., 1999; Tselutin et al., 1999)

showed that the highest fertility rates after AI with frozen semen were obtained with semen frozen

rapidly as pellets with DMA. Standardization of this method, coupled with packaging of frozen

pellets in straws (to optimize identification and safety) has been chosen as a reference for gene

banking of local breeds of chickens in France.


12.6.2 TURKEY SEMEN


Several authors (Graham et al., 1982; Lake, 1986; Sexton, 1981; Tselutin et al., 1995; Zavos and

Graham, 1983) have attempted to freeze turkey semen using various cryoprotectants (glycerol,

DMSO, ethylene glycol, DMA), freezing the specimens either as pellets or in straws. To date, none

of the above studies has yielded reproducible results of fertile spermatozoa, indicating that turkey

spermatozoa are much more sensitive to damage caused by cooling/freezing procedures than

chicken semen (Blanco et al., 2000). However, recent studies by Blesbois and Grasseau (2001)

indicate that the variability of fertility results may be partially reduced by removing seminal plasma

before freezing. Current techniques used to freeze and thaw turkey semen do not result in fertility

levels comparable to those obtained in the chicken (Table 12.2), but with minor modifications, they

are sufficient to allow development of sperm banks in this species.
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12.6.3 SEMEN OF OTHER DOMESTIC BIRD SPECIES


Other species in which significant research efforts have been conducted to develop freezing pro-

cedures for semen preservation include drakes and ganders (Tselutin et al, 1995; see review by

Suraï and Wishart, 1996). As with semen of the turkey and chicken, several cryoprotectants and

freezing methods have been tested. It appears from these studies that spermatozoa of ganders are

fairly resistant to freezing/thawing procedures, exhibiting acceptable and reproducible rates of

fertility (>60%; Lukaszewicz, 2001; Tai et al., 2001). As for drake spermatozoa, it appears as if

those of muscovy ducks are more resistant to freezing than spermatozoa of pekin ducks.

It can be concluded that recent progress in freezing/thawing procedures applicable to chickens

and ganders are now adequate to allow gene banking and ex situ
 management for these species.

Significant progress can be expected within the next few years in the long-term storage of turkey

and muscovy duck semen. However, cryopreservation of avian semen does not, per se
 , allow the

long-term preservation of sex-linked genes bearing the W chromosome (only carried by females

in avian species)—a justification for further research to develop techniques applicable to long-term

storage of avian oocytes and embryos.


12.6.4 CRYOPRESERVATION OF EMBRYONIC CELLS OF DOMESTIC BIRDS


In sharp contrast with the innumerable studies that have been devoted to the cryopreservation of

mammalian oocytes and embryos in the last 30 years, there have been relatively few studies on the

same subject performed in avian species. As indicated above, one major reason for this relative

absence of interest is that, in these species, the presence of enormous quantities of lipids in the

vitellus lead to highly heterogeneous (and therefore risky) freezing/thawing procedures. The main

approach to reconstituting the genetic resources via the avian egg is currently the production of

germ line chimera from injection of frozen-thawed embryonic cells (reviewed by Tajima, 2002).

Cloning with frozen somatic cells is also being studied.

The main approaches to transferring frozen embryo cells to recipient embryos have been based

on three different options depending on donor’s age: transfer of blastodermal cells, transfer of

circulating primordial germ cells (PGSs) and transfer of gonadal PGS. Kino et al. (1997) obtained

chicken somatic cell chimeras as well as germ cell chimeras after transfer of frozen-thawed

blastodermal cells into recipient embryos at stage X. Naito et al. (1994) produced germ-line chicken

chimera after the transfer of frozen-thawed circulating primordial PGSs. Tajima et al. (1998) and

Chang et al. (1998) obtained donor progeny from birds having developed germ-line chimeras by

transferring frozen-thawed gonadal PGSs in the chicken and quail, respectively. As a consequence,

recent progress in the transfer of somatic and germinal cells to recipient embryos should be

considered as an important, although not final, successful step as a method for the long-term

preservation of the genetics of domestic avian species. However, as with mammalian cloning,

current progress in transferring somatic nuclei into oocytes may, if successful, also become increas-

ingly popular in the future.


12.7 CONCLUSIONS


In this review, we have attempted to illustrate the fact that cryobiology has become an integral part

of animal biotechnologies. Although much has been achieved in the last 50 years, it has in general

been gained by application of empirically derived “recipes” for freezing protocols; we now need

more fundamental research to understand the mechanisms of injury or success in cryopreservation

to make further progress in this field. Comparative studies of embryos of domestic species, especially

those that have been derived by in vitro
 production methods or those that have been genetically altered, will reveal new facets of low-temperature biology. Another increasing application in cryobiology is
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the establishment of banks of gametes and embryos, not only of laboratory and domestic species

but also of threatened and endangered species (see also Chapter 13). Such concepts have been

described and discussed by Wildt et al. (1993), Commizoli et al. (2000), Leibo and Songsasen

(2002), and in a recent textbook by Watson and Holt (2001).
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13.1 INTRODUCTION


In the last years of the twentieth century, the human race became acutely aware of the effect of

their activities on the world around them. Issues of habitat loss, environmental contamination, and

endangered species preservation have become focal topics for members of the public throughout

the developed world, and although not necessarily affording the same priority, significant awareness

of these issues exists throughout the developing world. However, this awareness has come far too

late to save some species that have been driven past, or to the verge of, extinction. Conservation

biology has emerged as a multidisciplinary science aimed at redressing this balance across all the

facets of the problem. However, issues in conservation go beyond science, and therefore conser-

vation biology must also involve input from economists, the social sciences, and politics. Many

developing countries have to balance the needs of wildlife conservation with responsibilities to

sustain their human population. However, these are often the very same countries with the greatest

richness of biodiversity; in these instances, conservation policies may ideally be linked with

activities that attract foreign visitors and welcome investment. Viewed in this way, the value of

conservation changes from a kindly and philanthropic activity to one that can provide tangible

benefit to the poorest communities.

In this chapter we analyze the contribution to conservation biology that cryobiology and the

reproductive sciences can make. In this context, cryobiology is mainly linked to animal breeding

technologies via frozen semen, oocytes, and embryos, and is widely regarded therefore as a

specialized subset of reproductive biology. However, as we intend to show, although such technol-

ogies do indeed have a potential role in conservation, it is important not to overstate it. Equally, it

0-415-24700-4/04/$0.00+$1.50
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is important not to overlook the wider and perhaps more practical contribution that noninvasive

studies and observations can make. Detailed technical issues relating to the cryobiology of gametes

and embryos will not be covered in this review, as they have recently been considered by Watson

and Holt (2001). In any case, with respect to conservation biology, the technicalities of cell and

tissue freezing are merely one aspect of a complex multidisciplinary subject.

Germplasm cryopreservation as a means of storing sperm, eggs, and embryos, and thus con-

tributing directly to animal breeding programs, is only one way that cryopreservation technology

can contribute to conservation. Although not the focus of this chapter, it should be noted that

archiving tissue samples from wild species, together with accurate genetic and geographical data

about their origins, provides an invaluable source of materials for numerous studies in molecular

genetics and ecology. Knowing the evolutionary origins of a species is important in developing

conservation policies that affect its future.

To understand how knowledge of cryobiology and animal breeding might contribute to con-

servation programs, it is essential to know what those conservation programs are trying to achieve

and why. In general, the objectives are to support the viability of small populations. This cannot

be simply achieved by increasing the number of individuals, but by ensuring that genetic represen-

tation does not become highly skewed in favor of a few individuals, thus causing overall loss of

genetic diversity. The first section of this chapter will therefore set out these background arguments

before a more detailed critique of assisted reproduction and cryopreservation is presented.


13.2 REPRODUCTION AND POPULATION VIABILITY


Despite those who might argue to the contrary, reproduction has an important role to play in both


in situ
 and ex situ
 conservation, simply because populations that have higher mortality rates than their reproductive output cannot survive into the future. The assertion that providing suitably

protected habitat or the correct environmental stimuli is sufficient for successful procreation is, to

say the least, naïve. Nevertheless, human interference is not always needed to ensure populations

remain viable, and the concept that the reproductive sciences can only provide intrusive and invasive

assistance shows a fundamental lack of understanding of the processes involved. Reproduction is

not merely confined to conception, but the successful gestation, parturition, rearing, maturation,

and subsequent reproduction of the next generation. Repeated failure of any of these processes will

result in the demise of a population. However, careful observation and intervention as and when

appropriate can serve to avoid this outcome. Assessing the prospective viability of a threatened

population is therefore an important step in the development of conservation plans, and one that

would inform any decision about the desirability of intervention and also what form such interven-

tion might take. In many instances, the assessment might indicate the need to establish protected

areas to help species recovery. In other cases, the conclusion might be that establishing a captive

breeding program, with the long-term intention of reintroduction, is necessary. In both cases there

may be justification for the establishment of a tissue and germplasm bank so that the extant

populations could be supported by reproductive technologies should they be required in the future.

Censuses can be used to provide point-in-time information about the status of a population;

for example, the relative proportion of individuals in different age classes. This information may

be helpful in predicting future population dynamics, but it does not itself indicate how individuals

are related or whether some individuals are contributing disproportionately to the gene pool. Long-

term evaluation over a number of years, aided by the ability to identify individuals and confirm

relatedness using paternity analysis, provides more useful information. Some such studies, for

example, those of red deer on the Scottish Isle of Rhum (Clutton-Brock et al., 1982; Coulson et

al., 1999), have provided detailed information about population responses to fluctuating environ-

ments. This type of data is useful for understanding the processes that may make species or

populations more vulnerable to extinction and for initiating preventative strategies. However, the

data collected from one scenario may be unsuitable for extrapolation in a generalized fashion,
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particularly given that relatively few populations are exclusively isolated as in the island example

studied here.

Nevertheless, understanding the effect of decline and recovery on the genetic status of a

population provides essential information for designing managed breeding programs. Introducing

genetic material into a population using reproductive technologies relies on similar principles. Loss

of genetic variability, widely known as “inbreeding,” has serious consequences for reproductive

performance and individual fitness at all stages of life history (Rousset, 2002; Ryan et al., 2003;

Taylor, 2003). Juvenile survival is significantly depressed in several species (reviewed by Thornhill,

1983), partly because inbred individuals show increased susceptibility to diseases and parasites,

and they may also show poor growth and body condition. Those that do achieve maturity also

demonstrate reduced ability to successfully raise a subsequent generation (Ryan et al., 2003). When

populations decline, they inevitably increase the likelihood of generating inbred individuals. By

definition therefore, an endangered species is at risk from inbreeding depression and consequent

further decline toward extinction. Reproductive technologies should have something to offer in

such cases; transporting semen between small populations should, in principle, provide a linking

mechanism that transforms several small populations into what is effectively a larger single pop-

ulation. Achieving this type of linkage has been likened to creating “wildlife corridors” (Bennett,

2001), a strategy that is used to connect small populations that become geographically isolated.

The ability to manage genetic diversity using cryopreserved gametes is an attractive proposition to

conservation biologists. This not only achieves the geographical linkage described above but also

connects individuals and populations across temporal barriers. However, an important question then

arises: What are the best genetic criteria on which to base a breeding program?

Knowing how to assess diversity is strongly debated among molecular and theoretical geneticists,

and there is clearly no simple answer. The management of captive populations using studbooks provides

a simple method for assessing relatedness. These are systems for recording the breeding histories of

individuals within a population. Sophisticated computer programs are available to assist managers in

the analysis of their studbook records and to generate recommended breeding strategies that will

minimize inbreeding and mean kinship levels in the next generation. However, inbreeding coefficients

can only be calculated from the founder individuals included in the studbook, the genetic relatedness

of which may not, in fact, be known. Furthermore, this approach is unsuitable for use with most in



situ
 conservation programs, where it is impossible to control, or even to record, parental identities.

A deceptively attractive alternative to the use of studbooks for the management of breeding

programs is to find suitable molecular markers that indicate genetic diversity and then plan the

breeding programs around them. This would have the advantage that germplasm samples could be

screened in the laboratory, the marker identity noted, and the information used even if no other

data were available. Several different approaches have been evaluated in an effort to establish such

a system, which would then be useful for captive breeding management, and therefore for any

program that involves cryopreserved germplasm.

Levels of inbreeding have been evaluated by assessing the diversity of major histocompatibility

complex (MHC) class I loci between individuals within a species. This complex expresses genes

involved in immune responses and disease resistance and is highly polymorphic because of its

susceptibility to adaptive variation. MHC variability appears to play a major role in mate selection,

with MHC-linked olfactory receptors (Penn, 2002) providing a natural mechanism to distinguish

degree of relatedness in some species. It has been suggested that genetic variation at MHC loci is

maintained by heterozygote advantage because heterozygotes can recognize a larger suite of

pathogens than can homozygotes (Doherty and Zingernagel, 1975; Hedrick and Kim, 2000) and,

therefore, have higher fitness. The high degree of diversity between individuals in this complex

indicates an ability to resist exposure to novel pathogens, a major concern for endangered species.

As population size declines, the degree of diversity in MHC class I reduces and ought to be

detectable by molecular analysis. In theory, therefore, reduced MHC class I variability is indicative

of a reduction in population variability and ability to respond to changes in the environment.
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The use of MHC and other strategies, such as maximizing the occurrence of rare alleles (Hughes,

1991), for breeding management have been evaluated by theoretical modeling studies (Hedrick and

Kim, 2000; Meyer and Thomson, 2001). Paradoxically, these evaluations did not show that the

expected benefits were realized because they led to decreased allelic diversity in the rest of the

genome (Miller and Hedrick, 1991). These strategies have recently been reviewed by Hedrick

(2003).

Appropriate reproductive behavior is generally required for successful reproduction, but this is

sometimes compromised by the circumstances facing endangered species. Consideration ought,

therefore, to be given to how individuals interact with each other and their surroundings. Incidences

of hand rearing among zoo animals can result in human imprinting and incompatible behavior

toward conspecifics, precluding reproduction from occurring. The utility of interspecific embryo

transfer has been questioned for some groups of species on the grounds that the newborn would

become imprinted to an inappropriate species. This subtle effect has never been examined in detail,

probably because too few such offspring have been available for a study. However, detailed

behavioral assessments of reproductive activity, such as the social organization, mating system, life

history, and seasonal patterns of reproduction of each species, are essential when deciding how

populations can best be managed in the wild or how to implement captive breeding and reintro-

duction programs. Investing time in producing offspring by reproductive technology in subordinate

females of a species that demonstrates female social dominance would be inappropriate if the

dominant female were to attack and kill the resultant offspring. Similarly, attempting artificial

insemination (AI) when reproduction is naturally suppressed because of seasonal breeding would

be a waste of resources.

Suitable nutrition also plays a key role in successful reproduction. Translocation of animals

from one natural habitat to a different, more secure location may result in nutritional imbalances

that could, in the long term, adversely affect reproductive success. The Barker Hypothesis (see

Barker, 2000, for a review) suggests that propensity to disease may be influenced by the environment

we experience in utero
 and can be compromised by inappropriate maternal nutrition. Furthermore,

embryos produced in vitro
 can result in abnormal fetal development and the production of oversize offspring, which then show a failure to thrive during further development (Khosla et al., 2001;

Robinson et al., 2001). It is important not only to provide adequate nutrition in terms of energy

intake but also to recognize that inappropriate quantities of key nutrients at specific stages during

the reproductive processes can have significant effect on the reproductive potential of an individual

and their subsequent offspring. Substituting locally available foodstuffs over the natural nutrients

of choice could inadvertently be detrimental to a large number of species in the long term.


13.3 WHEN SHOULD CRYOPRESERVATION BE USED AS A SPECIES



SUPPORT TOOL?


There is little evidence to indicate that cryoprotective treatments are directly responsible for

inducing abnormal fetal development, although a relatively recent study (Dulioust et al., 1995) did,

in fact, detect slight but significant morphological and behavioral changes in mice produced from

frozen-thawed embryos. The commercial success of frozen sperm in cattle production systems, and

the extensive use of both frozen semen and embryos in human clinical medicine, has not revealed

the existence of major problems with cryopreserved germplasm (see also Chapters 12 and 18).

Nevertheless, when considering the production of endangered species using reproductive technol-

ogies, it would be wrong to presume that treatments applied to gamete or embryos in the laboratory

may not have an adverse effect on the subsequent development of the offspring.

There are some cases in which the use of cryopreservation techniques have clear advantages

for conservation biology. For example, it may be possible to protect adaptations that provide the

ability to occupy specific ecological niches by cryopreserving material from individuals expressing
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these phenotypes. Endangered Lake Victoria cichlid fish provide such an example. Dramatic

declines in indigenous species have been caused by the introduction of a predatory species, the

Nile Perch, for sport fishing. Moreover, the rapid proliferation of water hyacinth has choked the

lake’s shores and resulted in the extinction of about 60% of the cichlid species, which formerly

numbered in excess of 300 (Ogutu-Ohwayo, 1997). The cichlids evolved rapidly to occupy specific

niche habitats in the lake, relying on morphological adaptations to ensure they maintained an

adequate food supply. Some species have developed a calcified “beak” allowing them to graze

algae off rocks; others have developed molluscivorous habits and a jaw structure, which enables

them to crack open shells to obtain food. When translocated to captivity for conservation purposes

and kept in an artificial environment with commercially available fish food, these adaptations have

been quickly lost. It is questionable, therefore, whether these species would be capable of surviving

should the opportunity arise to restore future generations to their former habitat. However, it may

be possible to retain some of these essential characteristics by cryopreserving representative material

from wild-caught founder individuals or early captive bred generations, which can either be reintroduced

at intervals during the captive breeding program or used to restore stocks into their former habitat.

Unfortunately, to date there has been very limited success in obtaining and preserving Lake Victoria

cichlid gametes, and therefore the effects of captive propagation cannot currently be reversed.

It is worth mentioning here that although the aquaculture industry has stimulated major advances

in fish sperm cryopreservation, there are almost no comparable activities anywhere in the world

that are focused on fish conservation. In addition, as fish embryo cryopreservation has still to be

achieved for any species, this avenue is still completely unavailable to wildlife conservation, despite

intensive research activity aimed at solving the problem (see also Chapter 14).

Although there are good reasons for developing the use of reproductive technologies for some

species, in other cases it would simply be impractical. It would probably be inappropriate, for

example, to consider that the development of an AI protocol for bats would have a significant role

to play in the long-term conservation of species in this group, despite there being many species

requiring attention. The practicalities associated with working with such cryptic species, which live

in relatively large colonies, would be enormous. It would be far better to establish effective colony

management strategies and habitat protection, which would support natural breeding. In contrast,

recent advances in assisted reproduction have dramatically increased the success of producing

African and Asian elephants in captivity. Since 1999 there have been a number of live-born elephant

calves, both African and Asian, conceived by AI (Schmitt et al., 2001), and there are other ongoing

pregnancies resulting from AI in the captive populations of these species. Before the successful

development of AI techniques, only 27 African elephants had been born in the North American

captive population since the 1800s (http://www.projectelephant.org/natural_history/ai.asp). Repro-

duction in Asian elephants in North America results in less than five calves born per year, which is

inadequate to sustain the population (http://nationalzoo.si.edu/Publications/PressMaterials/Press

Release/NZP/Kandula/Asian%20Elephant%20reproduction.doc). The success of AI with elephants

is, therefore, remarkable, and its use will probably make a significant contribution to the survival

of these species. To date, however, AI procedures have only been successfully performed using

freshly collected semen. The ability to use cryopreserved and sex-sorted sperm would help to ensure

that genetic management goals are met and that bull elephants are only born at facilities capable

of housing them, as and when required.


13.4 TISSUE AND GERMPLASM BANKS FOR CONSERVATION


The storage of cryopreserved material from wild species was suggested over 20 years ago (Veprint-

sev and Rott, 1980), and the concept has been developed further in subsequent publications (Wildt,

1997; Wildt and Wemmer, 1999; Wildt et al., 1997). Many collections of genetic material have, in

fact, been established. A survey conducted among European laboratories in 1995 identified 92
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existing collections of cryopreserved tissues and cells from wild species (mammals, birds, fish,

reptiles, amphibia, arthropods, and crustacae; F. Palacios, personal communication). Many more

collections are in existence outside Europe, especially in countries of the former Soviet Union and

the United States. Unfortunately, because these collections are managed by individual organizations,

they have hitherto been unpublicized, uncoordinated, and frequently underfunded. One of the largest

collections in existence is at the Zoological Society of San Diego. This currently holds samples

from more than 3200 individuals representing 355 species and subspecies of mammals

(http://www.sandiegozoo.com/conservation/frozen.html), with additional bird and reptile species

also represented. Much of the material in this collection is in the form of fibroblast cell lines

cultured for cytogenetic studies. Samples of DNA, RNA, and cDNA are available on request to

legitimate researchers. However, there are as yet only limited options for using cell lines or derived

genetic material to propagate endangered species. These repositories therefore provide the oppor-

tunity to examine the genetic relatedness of individuals, to undertake evolutionary studies, and to

screen samples for previously undetected pathogens. These are important activities that underpin

conservation programs.

The terms “genetic resource bank,” “genome resource bank” (GRB), and “biological resource

bank” have been coined to describe systematic collections of biological material (Holt et al., 1996b;

Holt and Pickard, 1999; Wildt et al., 1997). The general intention in using these terms is to imply

that although banks of biological materials include germplasm for use in animal breeding programs,

they also encompass banks of somatic tissues collected for scientific research. Moreover, these

collections may also contain fixed tissues, cultured cell lines, DNA, and serum samples. This level

of sophistication requires a high level of curatorial organization and distinguishes the GRB or

biological resource bank from the many ad hoc
 collections of materials that have accumulated

almost by accident in many laboratories throughout the world.

Many issues that exercise curators of tissue banks in human clinical medicine also apply to the

organization of GRBs for conservation (see also Chapter 15). For example, disease transmission

risks via cryogenic storage containers have received very little consideration by centers with

biological collections derived from wild species. The risks of disease transmission from one

individual animal to another via semen samples are very poorly understood and need evaluating.

The risks of intersample cross-contamination are even less well understood, but they have serious

implications for the way in which any storage system is organized. For these reasons there is a

good case for arguing against the establishment of large centrally located germplasm repositories

and every reason to set up focused GRBs, located near to the extant populations that they support.

Current technologies are insufficiently effective for frozen tissue samples to be used for pro-

ducing offspring. However, there is considerable interest among technologists in the prospect of

using these samples to support animal breeding programs. At present, to achieve this objective,

GRBs need specifically to contain germplasm material stored in such a way that it can be recovered

and used for propagation. In general, this means maintaining stocks of conventionally frozen

spermatozoa, embryo, and possibly oocytes, but as technology advances, the merits of keeping

frozen ovarian and testicular tissues are becoming more apparent (see also Chapter 18). Mice,

monkeys, and sheep have so far been generated from frozen/thawed pieces of ovary that have been

replaced in a female and stimulated to ovulate (Candy et al., 2000; Gosden and Nagano, 2002;

Gosden et al., 1994), whereas the principle of testicular cell freezing and transplantation has been

demonstrated (Clouthier et al., 1996) and is currently being tested as a treatment for human male

infertility (for review, see Schlatt and Nieschlag, 2001).


13.5 CRYOPRESERVATION, CONSERVATION, AND CLONING


Recent advances in the nuclear transfer and cloning of livestock and laboratory species have led

many technologists to suggest that endangered, and even extinct, species can be propagated or

recovered using these methods. In principle this is an attractive idea, especially as the raw materials,
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that is, sources of nuclear DNA, are already stored in the many tissue collections in existence

throughout the world. Proposals to recreate the woolly mammoth and Tasmanian tiger have been

published (Stone, 2001) or announced, and preliminary research is underway at Monash University

aimed at developing cloning technology for the highly endangered Northern Hairy-Nosed Wombat.

A case for the development of such methodology was published in a thoughtful article by Corley-

Smith and Brandhorst (1999). It would seem appropriate to make a few comments here about the

reality of these proposals.

As shown in Figure 13.1, the traditional reproductive technologies have been successful in a

limited number of species. Success rates are generally higher with species that are linked with

biomedical and agricultural research, for example, chimpanzee, marmoset monkey, and red deer,

because the efforts are backed by research funds and may be the focus of attention in several

different research groups. Species of no particular research or economic value tend not to be studied

or supported to the same extent. There is no apparent reason why research into the cloning of

endangered species should deviate from this pattern, and yet this complex technology requires a

high standard of background reproductive data that simply does not exist. The difficulties of

obtaining such data from endangered species are compounded by several factors. One major

limitation is self-evident: There are few individuals available for study. This means that performing

research on statistically meaningful numbers of animals is extremely difficult and may even be

ethically unacceptable in some circumstances. Obtaining oocytes for the purposes of nuclear transfer

involves not only knowing how to synchronize ovarian function accurately but also the inevitable

use of anesthesia and surgical procedures. Incidentally, these considerations apply to the most

mundane aspects of reproductive research; semen collection by electroejaculation for example,

usually necessitates anesthesia and is therefore not without risk.

The current success rate with nuclear transfer is very low, and many embryos must be produced

and transferred to host females to achieve a single pregnancy. Although the availability of females

may not be a limiting factor with laboratory or agricultural species, surrogate mothers for most

wild species are a rare resource, even if the species is not itself endangered. Thus, cloning a highly

endangered Amur tiger would inevitably require not only an unrealistically large number of oocyte

donors but a large number of recipient females as well. Given an optimistic assessment of the

success rate, say 1%, how easy and how costly would it be to assemble a group of 100 female

Siberian tigers to obtain a single Amur tiger offspring?

In addition to these practical questions, however, a major deficiency with the case for cloning

is that it would lead directly to increased levels of inbreeding. In fact, because the offspring would

be identical copies of a parent, the populations would become more highly inbred as new individuals

were produced. One solution to this problem would be to clone all individuals within a small

population. In fact, some endangered populations are, or have been, numerically very small indeed

and have nevertheless bounced back. For example, the Mauritius kestrel population declined to two

individuals but has since shown remarkable recovery to about 200 breeding pairs (Groombridge et

al., 2000), and the Southern White rhinoceros declined to fewer than 50 individuals at the beginning

of the twentieth century and has now reached several thousand. In such special cases, cloning may

perhaps offer a realistic means of keeping sufficient individuals alive while other conservation

measures are developed.

The use of cloning in this way would require highly effective supporting technologies to ensure

that this extremely costly approach to conservation has the greatest chance of success, and almost

by definition these technologies require development before the species has reached such a critical

point. However, what about extinct species? The basic premise of our argument throughout this

chapter is that cryopreservation, coupled with reproductive biology and other disciplines, offers a

set of tools that augment and support conservation activities in their widest sense. It is therefore

difficult to support the case that cloning technology should be used to recover extinct species, as

other conservation strategies would not even exist. Moreover, although it may be theoretically

possible to recreate a few individuals from extinct species, a host of controversial questions would



TF1231_C13.fm Page 400 Monday, March 22, 2004 1:38 PM


400


Life in the Frozen State

immediately be raised. Where should the individuals be kept? Would they count as “intellectual

property” on the grounds that they are a technological product? There would probably be major

financial gains to be made by exhibiting such animals, but this would bear little relevance to

conservation, which zoos see as an important justification for their existence. Would extinct retro-

viruses suddenly be released into an unsuspecting world, leading essentially to outbreaks of “new”

diseases? These and other issues have been recently reviewed by Critser et al. (2003).


13.6 LIMITS AND SUCCESSES WITH CRYOPRESERVATION


Since the first successful cryopreservation of bull semen (Polge et al., 1949), efforts have been

made to propagate rare and endangered species using assisted reproduction techniques. Although

viable offspring have been generated in several species using cryopreserved material (see Table

13.1), the proportion of rare and endangered species represented is still incredibly low. Of the 4629

extant species of mammal (Wilson and Reeder, 1993), 1130 species are listed as critically endan-

gered, endangered, or vulnerable (Hilton-Taylor, 2000). Therefore, in this taxonomic class alone,

the use of assisted reproduction has only been successful in approximately 4%
 of species. For the

other classes the figures are lower again. Furthermore, the number of times a procedure has been

repeated successfully within a particular species is usually very low. As a consequence, propagation

by assisted reproduction can be considered a “routinely” successful procedure for only a few species.

Although the results of assisted reproductive methods shown in Table 13.1 for some mammalian

groups are still rather poor, there are many taxonomic groups for which virtually no success at all

has been achieved. Rodents provide a case study in this respect, although marsupials are another

highly diverse taxonomic group containing many endangered species, and a group in which only

one species, the koala, has been propagated by any form of reproductive technology (Johnston et

al., 1999). It is notable that there have been many efforts to produce rodent offspring using

reproductive technologies. Live offspring have been produced by transfer of frozen or vitrified

embryos in laboratory mice (Wood et al., 2001, review), rats (Stein et al., 1993; Wood and

Whittingham, 1981), hamsters (Lane et al., 1999; Ridha and Dukelow, 1985), and Mongolian gerbils

(Mochida et al., 1999). AI has also been successful in mice (see Wood et al., 2001). Nevertheless,

there are no reports in the literature describing the adaptation of these techniques to their endangered

relatives. Despite there being significant interest in using GRB approaches to preserve valuable

populations of laboratory rodents, which may have been generated by selective breeding or genetic

manipulation, no laboratories are apparently making significant efforts to apply their knowledge

to the 330 endangered species in this order. Perhaps the scale of the problem is overwhelming, but

given the intensity of research effort required to achieve modest success with laboratory mice, there

is almost no realistic prospect of using cryopreservation and reproductive technologies as a backup

for rodent conservation. Nevertheless, successful conservation programs for rodent species have

been developed, which do not use reproductive technologies but that are no less valuable for it.

Conservation strategies for the water vole ( Arvicola terrestris
 ) in the United Kingdom have been

successfully developed using knowledge of the ecology of this species and its major predator, the

introduced American mink. Translocating animals where appropriate and communicating with

planning authorities and developers has fostered an awareness of the plight of this species and a

sense of responsibility in those who could easily contribute to its further decline (Strachan, 1998).

It is to be hoped that habitat management strategies will be sufficient to prevent further threats to

this species.

Figure 13.1 highlights the significant bias in technology developments for endangered species

toward those species that most appeal to members of the public worldwide—carnivores, which are

related to many common companion animals; primates, because of their close human ancestral

association; and ungulates, which make up the majority of our agricultural species. What Figure

13.1 fails to highlight is the relatively small number of repeatable successes. For example, despite

producing a Siberian tiger cub by laparoscopic AI (Donoghue et al., 1993), more than 50 further
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FIGURE 13.1
 Taxonomic Group (Total number of species in the Red List).

attempts to repeat this procedure have failed (N. Loskutoff, personal communication). This obser-

vation is not intended to discredit those who have invested significant resources in addressing the

problems associated with generating offspring using reproductive technologies, but more to empha-

size the point that programs of assisted reproduction are only of value if they satisfy the “Three

R’s” of reproduction: All techniques should be reliable and repeatable, and the objectives of the

program should be realistic.

A major limitation to success with all forms of assisted reproductive technology in wild species,

whether or not the use of cryopreserved materials are involved, is knowing how to determine the

correct moment for any procedure. AI depends for success on the precision with which ovulation

time can be predicted or induced. If spermatozoa are delivered to the female reproductive tract too

early with respect to ovulation, they will age and die before having the chance to fertilize. If they

are delivered too late, the oocyte itself may have aged and subsequent embryo development may

be compromised. As cryopreservation shortens the lifespan of spermatozoa, the window in which

fully functional sperm and eggs actually coexist in the female reproductive tract may be as short

as 6 h. Solving this problem is not easy, especially if the species in question is rare and therefore

unavailable for carrying out necessary preliminary research.

Many practitioners believe that assisted reproduction techniques developed for “model” species,

often a closely related nonendangered subspecies, offer the solution to this problem. Ideally the

results of preliminary studies can then be translated for use in taxonomically similar species.

However, this is not always necessarily the case. The application of oestrous synchronization

protocols and AI in deer species can result in conception rates in excess of 65%. Similar procedures

in an endangered ungulate, the Mohor gazelle ( Gazella dama mhorr
 ), using cryopreserved semen

only result in fertilization rates of 30% (Holt et al., 1996a; Pickard et al., 2001). Close assessment

of the breeding success of this species reveals that its natural fertility is similarly approximately

30%, and indicates that expectations of high success rates may be misguided. This clearly limits

the efficiency of reproductive technologies as a way of reversing this species’ trend toward extinction

(Pickard et al., 2001). In contrast, the use of a domesticated, nonendangered model species has
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almost certainly guaranteed the success of another species recovery program; in this case one that

was set up to save the black-footed ferret ( Mustela nigripes
 ; Howard et al., 2003). Furthermore,

this is also an example for which the application of germplasm cryopreservation technology has

become crucially important.

Previously thought to be extinct in the wild, a remnant population of black-footed ferrets was

discovered in 1964 in South Dakota (Biggins et al., 1997; Miller et al., 1996). Between 1972 and

1974, attempts were made to preserve this species by transferring nine individuals to captivity.

However, the captive population was decimated by an outbreak of canine distemper following

vaccination with a modified live virus (Carpenter et al., 1976; Hillman and Carpenter, 1983), and

the remaining wild South Dakota population also disappeared. In 1981, a surprise discovery of a

population in Wyoming restored hope that this species might be brought back from “extinction.”

Despite efforts to preserve this population in the wild, disease outbreaks repeatedly reduced numbers

until, between 1985 and 1987, the remaining 18 individuals were captured by Wyoming Game and

Fish Department and U.S. Fish and Wildlife Service for ex situ
 conservation (Thorne and Oakleaf,

1991). A program of captive breeding was established with a high priority to reintroduce this species

into its former range. Multiple institutions were involved to avoid the possibility that a disease

outbreak could destroy a population at a single establishment, as had previously occurred. However,

to optimize the genetic diversity of these isolated populations, a breeding program incorporating

the use of reproductive technologies, and the establishment of a GRB of frozen sperm from the

most genetically valuable males was advocated.

It was recognized that the development of reproductive technologies for this species would be

virtually impossible on the number of animals available for study. Therefore, the black-footed ferret

conservation program was established in such a way that natural breeding was used to maintain

and increase the number of individuals in the ex situ
 population. At the same time, however, steps were taken to gain increased knowledge of the basic physiology of mustelids through the study of

domestic ferrets and the closely related Siberian polecat. Initially, extensive studies of the domestic

ferret allowed the establishment of reliable methods for semen collection and cryopreservation.

These techniques were then applied to the Siberian polecat for comparison before finally applying

them to the black-footed ferret. Results were impressive; 66.7% pregnancy rates were obtained

when inseminating with fresh or frozen-thawed sperm (Howard, 1999; Howard et al., 1996b). These

studies have helped the black-footed ferret reintroduction program to move from strength to

strength: its geographical range has been extended across several American states, and a dedicated

breeding center has been established for semen banking and AI. The opportunity to carry out such

detailed developments is rare when working with exotic or endangered species; however, this is an

unusual but exemplary case because several conservation agencies formed a consortium with the

express purpose of sharing their skills and resources.


13.7 CONCLUSIONS


The policy decisions that must be taken before investing in any program of species conservation

require input from many and varied organizations. Governmental and nongovernmental organiza-

tions need to discuss relative priorities and socioeconomic factors. Ecologists, geneticists, and

epidemiologists need to consider the practical aspects of the conservation plan and whether there

are adequate resources to support a species protection program. The role of the reproductive

biologist, and even more specifically of cryobiologists, should be to support and facilitate achieving

the stated goals. However, the limitations of such a complex science must also be taken into account.

Often, cryobiology techniques require specialized laboratory equipment, which may be unsuitable

for use in field environments. These things should be considered during the early stages of planning

a program incorporating assisted reproduction, as the ability to achieve program goals might be

compromised by practical issues that have been overlooked.



TF1231_C13.fm Page 407 Monday, March 22, 2004 1:38 PM

Cryopreservation as a Supporting Measure in Species Conservation; “Not the Frozen Zoo!”


407


Supporting technologies are also required to perform assisted reproduction in wildlife. Methods

of evaluating reproductive hormone concentrations and assessing the anatomy and morphology of

the reproductive tract, for example, by ultrasound, are as essential as the ability to collect semen

or perform embryo transfers. The likelihood of successful AI or embryo transfer will be dramatically

reduced if the endocrine control of reproduction is poorly understood or the nature of the female

tract has not been explored. Frequently, more benefit will be gained by simply addressing the

reasons why natural breeding is failing in a particular individual, rather than attempting to devise

high-tech methods to increase reproductive output. However, suitable protocols or equipment for

carrying out these assessments may not exist. There is significant merit in investing in research

aimed at the development of new techniques of broad applicability and guaranteed reliability. All

too often, however, priorities focus heavily on perfecting techniques that are only suitable for use

in a limited number of species.

This review has concentrated mostly on the application of cryobiology techniques to the conser-

vation of endangered mammalian species and has focused on reports available in the widely accessible

literature. It should be noted, however, that many programs incorporating the use of cryobiology are

currently in progress and are therefore omitted from our analysis of relative successes. Furthermore,

significant efforts to reproduce nonmammalian species are being made, but to report on these is beyond

the scope of this manuscript (see recent reviews by Donoghue et al., 2003 [birds]; Lance, 2003 [reptiles]; Reid and Hall, 2003 [fish]); Roth and Obringer, 2003 [amphibians]).

To be successful when applying reproductive technologies for the conservation of endangered

species, the complex interaction of physiological and environmental systems needs to be taken into

account. Sensationalist successes, which are often unique and cannot be readily repeated, frequently

secure significant media attention and spark the public’s imagination. However, their long-term

benefit to conservation is questionable, and these stories do a disservice to those conservation

programs aimed at finding methodical approaches to species survival. It would be far better for our

limited resources be targeted toward realizing practical, achievable outcomes through cross-disci-

plinary collaboration and cooperation.
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14.1 INTRODUCTION


Cryopreservation of germplasm of aquatic species offers many benefits in the fields of aquaculture,

conservation, and biomedicine. It brings the possibility of preserving specific species or strains of

particular interests, increasing the representation of genetically valuable animals, extending the

reproductive life of a particular animal, and avoiding genetic losses through disease, catastrophe,

or transfer between locations. In fish culture and farming, the successful cryopreservation of

gametes, eggs, and embryos will offer new commercial possibilities, allowing the unlimited pro-

duction of fry and potentially more robust and better conditioned fish as required. Further advantages

include optimal utilization of hatchery facilities and facilitation of transport of stocks between

hatcheries. Germplasm cryopreservation also provides a secure ex situ
 method for preserving the

genomes of endangered species in diversity high enough to reconstruct stable populations when

environmental conditions make it possible (see also Chapter 13). More than 65% of the European

fish species are threatened (Kirchofer, 1996), and worldwide, the number of species listed as

threatened or endangered grows rapidly. The extremely endangered species may be extinct before

recolonization is possible, or their genetic variability may be so reduced that reconstruction of a

stable population is impossible (Gilpin and Soule, 1986). Fish germplasm is also playing a signif-

icant role in human genomic studies. The relatively small size of fish genomes make them easier

for sequencing, and ideal models for studies on vertebrate development and human disease. Under-

standing the relationship between fish and human genomes will help identify roles for human genes

from fish mutations and help identify fish models for genes identified by human disease (Barbazuk

et al., 2000; Brownlie et al., 1998). Successful cryopreservation of fish germplasm will be of benefit

of biomedical as well as embryological and molecular biological studies.

Successful cryopreservation of reproductive materials of many aquatic species has been

achieved (Table 14.1). Majority of these studies have been carried out with gametes (Barros et al.,

1997; Billard and Zhang, 2001; Clark et al., 1996; Paniagua et al., 1998a; Stoss, 1983). Cryopreser-

vation of fish gametes has been studied extensively in the last three decades, and the successful

cryopreservation of the spermatozoa from many species including salmonid, cyprinids, silurids,

and acipenseridae is well documented (Lahnsteiner, 2000; Magyary et al., 1996; Maisse, 1996;

Rana and Gilmour, 1996; Tsvetkova et al., 1996). During the last decade, cryopreservation has

became one of the most effective tools for reproduction management in fish culture and ex situ


conservation of species. Several fish gamete cryobanks have been established in Europe, North

America, and Asia for preservation and conservation of fish genetic materials. In aquaculture,

cryopreserved fish spermatozoa are frequently used for artificial insemination of fish eggs when

fresh spermatozoa are not available. Some studies have been carried out on cryopreservation of

aquatic invertebrate semen including species from echinoderms, molluscs, polychaetes, and crus-

tacea (Gwo, 2000b). Successful cryopreservation protocols of blastomeres have also been estab-

lished for several species (Harvey, 1983; Leveroni and Maisse, 1998, 1999; Strussman et al., 1999).

Limited success has been reported on the cryopreservation of eggs or embryos of aquatic species.

Successful cryopreservation has been reported for certain species including the embryos of the

Pacific oyster (Lin and Chao, 2000), larvae of the Eastern oyster (Paniagua et al., 1998b), embryos

of the hard clam (Chao et al., 1997), larvae of the sea urchin (Naidenko and Kol’tsova, 1998), the
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TABLE 14.1



Successful Cryopreservation of Reproductive Materials of Aquatic Species



Type



Reproductive Material



References


Freshwater fish

Lahnsteiner, 2000; Leveroni and Maisse, 1998,

Salmonid

Sperm, blastomere

1999; Maisse, 1996; Rana and Gilmour, 1996

Cyprinids

Sperm, blastomere

Silurids

Sperm

Marine fish

Bolla et al., 1987; Gwo, 2000a, b; Labbe et al.,

Clupeiformes Gadiformes

Sperm

1998; Mounib, 1978; Pullin, 1972

Perciformes

Sperm

Pleuronectiformes

Sperm

Tetraodontiformes

Sperm

Echinoderms

Barros et al., 1997; Dunn and Mclachlan,

Sea urchin

Sperm, larvae

1973; Naidenko and Kol’tsova, 1998

Starfish

Sperm

Sand dollar

Sperm

Molluscs

Chao et al., 1997; Lin and Chao, 2000;

Oyster

Sperm, embryo, larvae

Paniagua et al., 1998a, b; Tsai and Chao, 1994

Abalone

Sperm

Clam

Embryo

Crustacea

Bhavanishankar and Subramoniam, 1997;

Shrimp

Sperm

Diwan and Joseph, 2000

Crab

Sperm

Rotifer

Embryo

Toledo and Kurokura, 1990

Polychaete

Sperm, larvae

Bury and Olive, 1993; Olive and Wang, 1997

embryos of rotifer (Toledo and Kurokura, 1990), and the juveniles of marine polychaete (Olive

and Wang, 1997). Despite many attempts, cryopreservation of fish embryos has not been successful

(Hagedorn et al., 1996; Harvey, 1983; Zhang et al., 1989; Zhang et al., 1993). There has been

virtually no published information on the cryopreservation of ovary or unfertilized eggs of fish

species.


14.2 CRYOPRESERVATION OF FISH GAMETES


The major biological differences between mammalian and fish sperm and the implications on their

cryopreservation are summarized as follows: first, most fish sperm do not have an acrosome that

is commonly present in mammalian sperm; therefore, acrosome reaction preservation is not an

issue for fish sperm cryopreservation in most of the cases. Second, most mammalian sperm have

a mitochondrial sheet active enough to ensure continuous motility between ejaculation and fertil-

ization, whereas in fish, the number of mitochondria is much less: one in trout ( Salmo tritta
 ; Billard, 1983), two to three in carp, and eight to 10 in turbot ( Scophthalmus maximus
 ; Suquet et al., 1993).

Once activated, ATP depletes rapidly, and fish sperm stay motile for short period of time, ranging

from 2 to 3 min in some freshwater fish to 20 to 25 min in some marine species. Third, the activation

signal for fish sperm motility is osmotic change of the external environment. Fish sperm are activated
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when the osmolality of the seminal plasma lowers. For most fish species, the osmotic pressure of

the semen fluid is within the range of 290 to 400 mosm/L. With sperm sample collection, external

osmotic conditions need to be carefully controlled to avoid activation. Fourth, plasma membrane

composition is influenced by the habitat temperature of a given species. Because body temperatures

of mammalian species are generally higher than those of fish species, their plasma membrane lipids

are less unsaturated and lipid phase transitions occur at higher temperatures. As a result, mammalian

spermatozoa are more sensitive to cold shock and chilling injuries (Morris and Watson, 1984;

Watson and Morris, 1987).

Cryopreservation of fish spermatozoa has been carried out on about 200 fish species (Rana and

Gilmour, 1996; Tiersch and Mazik, 2000). Studies have been mainly conducted on freshwater

species with economical importance, and salmonidae is the most studied family. Other freshwater

groups such as cyprinids and silurids have also been well studied. Cryopreservation protocols have

been developed for over 40 marine species including species from the orders of acipenseridae

(Tsvetkova et al., 1996), Clupeiformes, Gadiformes, and Perciformes (Gwo, 2000a). Successful

cryopreservation of fish gametes depends on many factors, and the degree of success is very often

species dependent. However, generally speaking, attempts at cryopreservation of spermatozoa of

marine fish species are more successful when compared with those obtained from freshwater fish.

The fertilization rates obtained with cryopreserved fish sperm from marine species are comparable

with those obtained with mammalian species, although sperm from freshwater fish species are

generally more difficult to cryopreserve. Whereas high levels of fertilization of fresh eggs by

cryopreserved sperm can be achieved in several freshwater species (Lahnsteiner et al., 1995, 1997),

semen quality significantly decreases during cryopreservation, and the amount of sperm used to

achieve fertilization could be 10 to 20 times greater than with fresh semen. Controlled slow cooling

has been mainly used for fish spermatozoa cryopreservation. The basic steps required by this

approach include collection and assessment of sperm quality, equilibration of sperm in a extender

containing molar concentrations of a cryoprotective solute such as dimethyl sulphoxide (Me SO),

2

freezing sperm suspension using controlled cooling to subzero temperatures, low-temperature

storage at –196°C, and warming and thawing the sperm suspension using controlled conditions.


14.2.1 FACTORS CONSIDERED IN FISH SPERMATOZOA CRYOPRESERVATION


With controlled slow cooling, the selection and optimization of the following factors need to be

considered.


14.2.1.1 Sperm Quality


When sperm is collected by stripping, milt is often contaminated by urine, which induces activation

of the spermatozoa, and at least a part of their endogenous stores of ATP are exhausted (Perchec-

Poupard et al., 1998). There are several ways to avoid urine contamination, including the use of a

catheter introduced into the sperm duct, the clearing of the bladder before stripping, and in some

cases, use of the intratesticular spermatozoa. The motility rate (percentage of motile cells) and

changes with time after activation, the beat frequency of the flagellum, and the velocity are normally

used as parameters to assess sperm quality. Sperm motility is normally measured either under a

microscope or with computer-assisted sperm analysis. Other parameters such as ATP content have

also been used.


14.2.1.2 Extender Composition


Extenders are usually based on a saline solution and mimic the osmotic pressure found in the

seminal fluid. They are used to dilute the semen so all individual spermatozoa are exposed to

cryoprotectant before freezing. Because the choices of salts in extenders are often not explained,

in more recent studies, sugars such as sucrose or glucose were included as additives (Lahnsteiner
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et al., 1995), and sometimes only sugars were used in extenders (Legendre and Billard, 1980; Stoss

and Refstie, 1983). Membrane stabilizers such as lipoproteins are also used in extenders. Maisse

et al. (1998) reported significant increase of postthaw fertilizing capacity of rainbow trout sperma-

tozoa with egg yolk compared that with skimmed milk, lecithin, or BSA.


14.2.1.3 Type and Concentration of Cryoprotectants


Me SO is the most commonly used cryoprotectant in fish sperm cryopreservation, followed by

2

glycerol, ethylene glycol, and methanol. Other cryoprotectants used in sperm cryopreservation

including propane-1,2-diol and dimethyl acetamide. The typical concentration range of cryopro-

tectant used is 5 to 15% (V:V%), with 10% being the most commonly used concentration.


14.2.1.4 Equilibration Period and Temperature


Spermatozoa are normally equilibrated in cryoprotectants for 10 to 15 min at 4°C. This will allow

the penetration of the cryoprotectants into sperm before freezing. In some cases, when membrane

permeability of sperm is considered to be high, equilibration period is kept as short as possible to

avoid toxic effects of cryoprotectants and the extender. Once cryoprotectants have been added,

semen is normally loaded into 0.25-, 0.5-, 1.2-, or 5-mL plastic straws or into 1- to 2-mL pellets,

tubes, or vials.


14.2.1.5 Freezing Rate


After equilibration, straws or pellets are frozen in nitrogen vapor at approximately –70°C for 10

to 20 min, depending on their size, before being plunged into liquid nitrogen. The cooling rates of

different straws are variable and are between 20 to 40°C/min (Mims et al., 2000; Rana and Gilmour,

1996).


14.2.1.6 Thawing and Postthaw Handling


After freezing, straws, pellets or vials are thawed in a water bath at temperatures between 0 and

80°C, with the typical temperature range being 20 to 40°C (David et al., 2000; Lahnsteiner et al.,

1995; Mongkonpunya et al., 2000). Depending on the size of the straws or pellets, the thawing

periods are normally between 5 and 30 seconds. Thawed sperm are immediately used for artificial

insemination, as their motility and fertilizing capacity decrease with time.


14.2.1.7 Viability Assessment of Cryopreserved Sperm


A large number of criteria have been used to assess the viability of freeze-thawed sperm on the

basis of motility, fertilization rate, or cell damage. Sperm motility and fertilization rate are the most commonly used criteria, whereas alteration of morphology, enzymatic activity, and membrane

integrity have also been used to assess the viability of the cryopreserved sperm.


14.2.2 CRYOPRESERVATION OF SPERM OF SALMONID AND CYPRINIDS FISHES


Spermatozoa have successfully been cryopreserved for 12 salmonid species including rainbow trout

( Oncorhynchus mykiss
 ), coho salmon ( Oncorhynchus kisutch
 ), atlantic salmon ( Salmo salar
 ), brook trout ( Salvelinus fontinalis
 ), brown trout ( Salmo trutta
 f. fario), arctic char ( Salvelinus alpinus
 ), Danube salmon ( hucho hucho
 ), and grayling ( Thymallus thymallus
 ; Billard and Zhang, 2001; Erdahl and Graham, 1980; Horton and Ott, 1976; Lahnsteiner, 2000; Maisse, 1996; Stoss, 1983; Tiersch

and Mazik, 2000). A typical cryopreservation protocol for salmonid species is summarized here.

Mature 2- to 4-year-old male fish in breeding condition were gently massaged at the abdominal

site to collect semen samples. The semen samples were then diluted in ice-cold extender containing
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cryoprotectants. The diluted semen was drawn into plastic straws and frozen in the vapor of liquid

nitrogen for 10 to 15 min before it was plunged into liquid nitrogen. For thawing, the straws were

immersed in a water bath, and thawed samples were immediately removed from the straw and

poured onto the eggs (Lahnsteiner, 2000). The postthaw fertilization rate was normally between

60 to 85%, and cryopreserved spermatozoa have been routinely used in aquaculture industry for

livestock handling and in the laboratories in artificial insemination for research purposes.

Cyprinids are another well-studied group. Some cyprinid fishes are amongst the most important

farmed species in Europe and Asia. Successful cryopreservation protocols have been developed for

several cyprinids species including common carp ( Cyprinus carpio
 ), rohu ( Labeo rohita
 ), grass carp ( Ctenopharynogodon idella
 ), and goldfish ( Carassius auratus
 ; Bercsényi et al., 1998; Magyary et al., 2000; McAndrew et al., 1995). Magyary et al. (2000) reported 95% fertilization and hatching

rate for common carp using cryopreserved sperm, and these results were not significantly different

from those obtained with nonfrozen controls.


14.2.3 CRYOPRESERVATION OF SPERM OF MARINE SPECIES


Since the first report of successful cryopreservation of sperm of the marine fish, the pacific herring

( Clupea palasii
 ; Blaxter, 1953), sperm of many marine species have been successfully cryopre-

served including representatives of the orders Clupeiformes, Gadiformes, Perciformes, Pleuronec-

tiformes, and Tetraodontiformes. The application of cryopreservation techniques is particularly

important for those species with long life cycles and in the species in which male fish only mature

when they are several years old. In these cases, the male brood stock is generally limited and

collection of sperm is particularly difficult. Cryopreservation of sperm could reduce the number of

males needed in the hatchery and minimize stress induced through stripping. Generally speaking,

attempts at cryopreservation of sperm of marine species have been more successful when compared

with those obtained with freshwater fish, although protocols are less consistent (Gwo, 2000). The

fertilization rates of cryopreserved sperm from marine species ranged from 44 to 100% when

compared with controls (Labbe et al., 1998). Fertilization rates using cryopreserved sperm from

several species, including American plaice ( Pleuronectes platessoides
 ; Pullin, 1972), Atlantic cod ( Gadus morhua
 ; Mounib, 1978), and Atlantic halibut ( Hippoglossus hippoglossus
 ; Bolla et al., 1987), are not significantly different from those obtained with fresh sperm. A higher membrane

cholestrol/phospholipid ratio has been suggested to be responsible for the higher cryopreservation

tolerance of sperm from marine species (Drokin, 1993). Other factors such as number of mitochon-

dria and energy metabolism of sperm were also identified (Labbe et al., 1998). It is possible that

success of sperm cryopreservation is a species-specific multifactor effect.


14.2.4 CRYOPRESERVATION OF FISH SPERMATOZOA OF ENDANGERED SPECIES


Human activity (both directly in terms of overfishing and indirectly through environmental distur-

bance and damage) has resulted in a major collapse of fish populations and, even more disturbing,

the final loss of some species. This loss is particularly acute in freshwater environments, which

cover only 1% the planet and in which over 40% of all fish species occur. The nature of the problem

is well illustrated by the case of Lake Victoria, the world’s largest tropical lake (68,000 km2), with

over 300 endemic cichlid species, of which 65% have become lost or extinct during the last two

decades. There is also a decline in marine fish catches worldwide. This downward trend in marine

productivity is in stark contrast to the remarkable growth in world catches during most of the

twentieth century—from 3 million tons in 1900 to a high of 86 million tons in 1989, when harvests

peaked. Fisheries experts agree that the declines are the result of the current levels of exploitation

exceeding the productive limits of many of the world’s marine ecosystems. The 1990 United Nations

survey of world fisheries confirmed this view, classifying nearly every commercial species it

surveyed as “fully exploited, over exploited or depleted.” As the number of fish species listed as
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threatened or endangered grows and cryopreservation of fish embryos is still problematic, cryo-

preservation of fish sperm is increasingly used as a tool to preserve genetic material to conserve

genetic diversity. Successful cryopreservation protocols have been developed for the sperm of some

endangered species such as razorback sucker, mekong giant catfish ( Pangasius hypophthalmus
 ),

and apache trout ( Oncorhynchs apache
 ; David et al., 2000; Mongkonpunya et al., 1992; Tiersch,

et al., 1998). Fish produced with cryopreserved sperm have been reared, and sperm cryopreservation

has played an important role in the recovery programs of these species. Cryopreservation of the

sperm of endangered cichlid species has also been studied.


14.2.5 ANDROGENESIS


Androgenesis is a method used for regenerating individuals with exclusively paternal inheritance

of nuclear genome information. This means that the female gamete serves only as a carrier of an

embryo, which is genetically originated entirely from the sperm. The three steps of induced

androgenesis are the following: inactivation of the egg genome by irradiation; fertilization of the

egg with intact sperm, which results in a haploid embryo; and diploidization of the embryo by

either a heat or a pressure shock, which blocks the first mitotic division. As cryopreservation of

fish eggs or embryos is still problematic, androgenesis is one of the alternative solutions for the

preservation of rare, endangered, or near-extinct species, provided that the cryopreserved sperm of

the given species and the eggs of closely related species are available. Apart from its advantages

in species conservation, this technique has a very well-defined purpose in classical animal breeding,

including aquaculture: Entirely homozygous individuals can be produced in just one generation,

which could only be achieved after tens of generations of continuous inbreeding by natural mating.

Different methods of androgenesis have been used to regenerate fish using fresh sperm of

several teleost species including rainbow trout ( Oncorhynchus mykiss
 ; Parsons and Thorgaard,

1984), common carp ( Cyprinus carpio
 ; Bongers et al., 1994), white sturgeon ( Acipenser trans-



mountanus
 ; Kowtal, 1987), Siberian sturgeon ( Acipenser baeri Brandt
 ; Grunina and Neifakh, 1991), zebrafish ( Danio rerio
 ; Corley-Smith et al., 1996), and loach ( Misgurnus anguillicaudatus
 ; Arai et al., 1995). The androgenesis-derived broodstock of rainbow trout was established, and cloned lines

were derived from androgenetic founders (Scheerer et al., 1991). Bercsényi et al. (1998) reported

the hatching of goldfish from common carp eggs employing interspecific androgenesis using two

cyprinid species. Androgenesis was also induced using cryopreserved fish sperm (Scheerer et al.,

1991; Urbányi et al., 1999). However, the poor survival of the androgenetic offspring (typically

<20% at hatching stage) is considered as the most important limiting factor of the technique for

application to genetic selection programs and recovery of genotypes from cryopreserved sperm

(Thorgaar and Cloud, 1993). In androgenesis studies, the following parameters have to be optimized

to achieve good survival: irradiation source and dosage, incubation temperature of the fertilized

eggs, and conditions for heat or pressure shock.


14.3 CRYOPRESERVATION OF FISH EGGS AND EMBRYOS


Although successful cryopreservation of fish spermatozoa has been achieved for many species,

cryopreservation of fish embryos has proved to be a particularly difficult problem. Successful

cryopreservation of embryos is important because the biodiversity of both paternal and maternal

genomes will be preserved. In the last 20 years, attempts to cryopreserve fish eggs and embryos

have been conducted on over 10 species including herring ( Clupea harengus
 ; Ben-Amotz and

Rosenthal, 1981; Whittingham and Rosenthal, 1978), rainbow trout ( Salmo mykiss
 ; Haga, 1982),

brown trout ( Salmo trutta
 ; Erdahl and Graham, 1980), brook trout ( Salvelinus fontinalis
 ; Zell, 1978), coho salmon ( Onorhynchus kisutch
 ; Stoss and Donaldson, 1983), Atlantic salmon (Salmo

salar; Harvey and Ashwood-Smith, 1982; Zell, 1978), common carp ( Cyprinus carpio
 ; Zhang et

al., 1989), medaka ( Oryzias latipes
 ; Onizuka et al., 1984), African catfish ( Clarias gariepinus
 ;
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FIGURE 14.1
 Image of a typical zebrafish embryo at six-somite stage, showing the structure of the embryos.

The yolk syncytial layer would not be visible in this image, but its position is included for clarity. (Modified from Hagedorn et al., Cryobiology,
 34, 251–263, 1996).

Magyary et al., 1996), turbot ( Scophthalmus maximus
 ; Cabrita, et al., 1999), and zebrafish ( Daniorerio
 ; Harvey, 1983; Zhang and Rawson, 1996a; Zhang et al., 1993). Eggs or embryos from all

species have shown some degree of tolerance to subzero temperatures, but the successful cryo-

preservation of teleost eggs and embryos has remained elusive. There is very limited published

information on the cryopreservation of ovaries or unfertilized fish eggs.


14.3.1 PROBLEMS ASSOCIATED WITH CRYOPRESERVATION OF FISH EMBRYOS


Cryopreservation of fish embryos has posed several problems associated with injuries induced

during the cooling and thawing processes and four characteristics in particular have been identified

as possibly being responsible for this.


14.3.1.1 The Large Size of Fish Embryos


The fertilized eggs of most fish species are greater than 1 mm in diameter. Previously, successfully

cryopreserved eggs/embryos have been all considerably smaller (mammalian eggs, 70 to 150 µm;

invertebrate eggs, <300 µm in diameter). This large size results in a very low surface-area-to-

volume ratio. One consequence of such a low ratio is a reduction in the rate at which water and

cryoprotectants can move into and out of the embryo during the steps of cryopreservation (Mazur,

1984; see also Chapters 1 and 2).


14.3.1.2 Complex Membrane Systems and Low Permeability of Fish Embryos


Fish have evolved to occupy all but a few types of natural aquatic environments ranging from those

of low ionic strength (near-distilled water) freshwaters to those with salinities of 80 to 142.4‰

(Parry, 1966). Fish are osmoregulators, hyperosmotic regulators (most freshwater fish maintain

body fluid concentration above that of the external environment), and hypoosmotic regulators (most

marine fish maintain body fluid concentration bellow that of the external sea water). In the teleost

eggs, two distinct membranes are recognized; namely, the outer chorionic membrane and the inner

plasma (vitelline) membrane (Figure 14.1). Studies of the fine structure of the chorion (Hart and

Donovan, 1983; Kalicharan et al., 1998; Zhang et al., 1993) of zebrafish eggs showed the chorion

to be a thin envelope constructed of three distinct zones: an outer, electron-dense zone containing

pore canals rich in polysaccharides (Tesoriero, 1977); a middle fibrillar zone; and an inner zone
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of lower electron density generally believed to be rich in proteins. Such a structure may play a role

in diffusive exchange of gases as well as providing physical protection (Grierson and Neville,

1981). It also plays a role as a flexible filter for transport of some materials (Toshimori and Yasuzumi, 1976) and protects against microorganisms (Schoots et al., 1982). Studies on the chorion permeability (Hisaoka, 1958; Zhang and Rawson, 1996b) of the zebrafish eggs demonstrated it to be a

porous membrane freely permeable to water, electrolytes and a range of cryoprotectants such as

methanol, Me SO, ethylene glycol, and propane-1,2-diol.

2

The plasma membrane of the teleost embryos is a conspicuous and prominent region, and the

organization of this membrane includes an actin-containing cytoskeleton that may function to maintain

the shape of the egg and its surface specialization (Hart and Collins, 1990). The plasma membrane

permits gas exchange, but it appears to be relatively impervious to most solutes (Heming and Bud-

dington, 1988). Studies of the plasma membrane of zebrafish embryos have shown that the permeability

of this membrane to water and most cryoprotectants is low (Zhang and Rawson, 1996b, 1998).

Studies on zebrafish embryos have shown that in addition to chorion and plasma membrane,

a third layer develops after fertilization and the onset of embryo division by the nucleation of the

cytoplasmic layer surrounding the yolk, resulting in the formation of the yolk syncytial layer

(Kimmel and Law, 1986). The yolk syncytial layer has also been reported to account for the observed

low cryoprotectant permeability of these embryos (Hagedorn et al., 1996). Fish embryo membrane

permeability parameters are among the lowest to be reported for embryos (Hagedorn et al., 1997;

Zhang and Rawson, 1996b, 1998). The plasma (vitelline) membrane and the underlying syncytial

layer are believed to constitute the main permeability barrier to water and cryoprotectants (Hagedorn

et al., 1996; Zhang and Rawson, 1996b). The mechanisms of osmotic and ionic regulation in fish

embryos are not entirely clear (see Mazur, this volume, discussion on Drospohila
 embryos).


14.3.1.3 High Chilling Sensitivity of Fish Embryos


Stage-dependent chilling sensitivity has been reported for many species of fish embryos, including

brown trout (Maddock, 1974), rainbow trout (Haga, 1982), carp (Dinnyes et al., 1998; Jaoul and

Roubard, 1982; Roubaud et al., 1985), fathead minnows (Cloud et al., 1988), goldfish (Liu et al.,

1993), and zebrafish (Zhang and Rawson, 1995). Most of these studies reveal that developmental

stages beyond 50% epiboly are less sensitive to chilling (Figure 14.2), but that the chilling sensitivity accelerates rapidly at subzero temperatures. The reason for the extent of the stage-dependent chilling

sensitivity might be related to the changes in cell and tissue types, number of cells, effectiveness

of repair mechanisms, and enzymatic reactions. Although the presence of cryoprotectants somewhat

mitigates against the chilling injury in fish embryos (Dinnyes et al., 1998; Zhang and Rawson,

1995), the reduction in subzero chilling injury is limited. The exact physiological process respon-

sible for the chilling injury in fish embryos is not well understood. Mazur et al. (1992) hypothesized

that the high chilling sensitivity of these embryos may result from the loss of synchrony of coupled

reactions involved in embryological development. Studies involving mammalian embryos indicate

that a high sensitivity to chilling injury is associated with large amounts of intraembryonic lipids

(Nagashima et al., 1994; Toner et al., 1986), which are also commonly present in the yolk and cell compartments of fish embryos.


14.3.1.4 The Two-Compartment Nature of Fish Embryo with a High



Yolk Content


Dechorionated fish embryos have two compartments: the blastoderm and the yolk. The shape and

volume of the blastoderm (developing part of the embryo) change rapidly throughout embryo

development. Because fish embryo membranes are relatively impervious to most solutes, the

majority of fish embryos are dependent on endogenous yolk reserve to supply the substrates for

energy production and growth. During cryopreservation, the yolk appears to act as an independent
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FIGURE 14.2
 Survival of 3-, 7-, 10-, 12-, 15-, 20-, and 27-h stage zebrafish embryos at 0°C. Embryos were held in a low-temperature bath at 0°C for up to 24 h. Embryo survival was normalized with respect to controls at 26°C, whose survival averaged 87.3%. (From Zhang and Rawson, Cryobiology,
 32, 239–246, 1995. With permission.) compartment and responds osmotically in a manner analogous to the cellular cytoplasm (Hagedorn

et al., 1996). The development of a single effective protocol for cryoprotectant permeation and

osmotic dehydration of both the yolk and cells of the embryos may be difficult because of the

distinctive nature of the two compartments (Rall, 1993). The plasma membrane of gastrula stage

embryos has recently been found to have three morphologically distinct regions, being prominently

ridged and folded at the surface of the blastoderm, being smooth over the syncytial layer at the

vegetal pole, and having an intermediate region between the animal and vegetal pole where folding

develops in advance of the expanding blastodermal disc of cells (Rawson et al., 2000; Figure 14.3).

These structural differences may provide some explanation of the different osmotic properties

reported for blastoderm and yolk compartments (Hagedorn et al., 1996). The ridgelike folds

covering the blastoderm surface provide a larger surface-to-volume ratio, which may confer greater

membrane permeability to water and solutes.


14.3.2 FACTORS CONSIDERED IN FISH EMBRYO CRYOPRESERVATION


To date, two approaches have been applied to the cryopreservation of biological materials: controlled

slow cooling and vitrification (see also Chapter 1 and 22). However, neither approach has yet been

successfully employed to cryopreserve fish embryos. With controlled slow cooling, the selection

and the optimization of the following factors need to be considered.


14.3.2.1 Slow Cooling: Embryo Developmental Stage


Fish embryos develop rapidly. Following fertilization, the embryo develops as a blastodisc at the

animal pole 
,

 and the periphery of the blastodisc overgrows the yolk (epiboly) 
,

 eventually enclosing it to form a gastrula. The head and eye cups are soon identifiable, the heart functions 
,

 and the trunk lengthens and separates from the yolk sac. Before hatching, the embryo becomes very active and
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FIGURE 14.3
 Field emission scanning electron microscopy (FE-SEM) view of the outer and fracture surfaces of a dechorionated gastula stage zebrafish embryo, consisting of blastoderm (Blas) and syncytial layer (Syn) covering the yolk (Y). Bar = 100 µm (From Rawson et al., Aquacult. Res.,
 31, 325–336, 2000. With permission.) the chorion is softened as a result of enzymes secreted by hatching glands. During the yolk-sac

period after hatching 
,

 the mouth, gut 
,

 and eyes became functional to allow the newly hatched larvae to switch from endogenous to exogenous nutrition. Cryopreservation studies have shown that

intermediate embryo development stages between postgastrula and heartbeat have higher survival

rates. Tail-bud stage for common carp (Zhang et al., 1989), posteyed stages for rainbow trout (Haga,

1982) 
,

 and six
 -somite to heartbeat stage for zebrafish (Zhang et al., 1993) embryos showed better survival after cooling to –30°C. Factors need to be considered in choosing the appropriate embryo

stage for cryopreservation including size of the embryo, membrane permeability, embryo chilling

sensitivity, yolk size, and complexity of the embryos.


14.3.2.2 Slow Cooling: Cryoprotectants


The most commonly used cryoprotectants in fish egg and embryo preservation are Me SO, meth-

2

anol, glycerol, ethanediol, and propane-1,2-diol, with typical concentration ranges of 1 to 2 M


(Adam et al., 1995; Robertson et al., 1988; Zhang et al., 1993). Embryos are normally treated with

cryoprotectants at room temperature or 0°C for 30 to 60 min in either one step or multistep additions.

The selection of cryoprotectants and protocols are species related and will very much depend on

their toxicity and the permeability to the embryos.


14.3.2.3 Slow Cooling: Cooling Rates


Slow-cooling rates normally result in higher survival for fish embryos as compared with high-

cooling rates. The optimum cooling rates reported were in the range of 0.01 to 0.75°C/min (Harvey

and Ashwood-Smith, 1982; Onizuka et al., 1984; Stoss and Donaldson, 1983; Zhang et al., 1993).


14.3.2.4 Slow Cooling: Thawing and Removal of Cryoprotectant


Optimum thawing rates reported for fish embryos vary: a slow rate (8°C/min) was optimal for

common carp embryos (Zhang et al., 1989), an intermediate rate (43°C/min) was preferred for
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zebrafish blastoderm (Harvey, 1983), and a fast rate (300°C/min) resulted in best survival for

zebrafish embryos (Zhang et al., 1993).

The use of sucrose in the diluting medium to allow controlled removal of cryoprotectant and

to avoid osmotic damage was reported to improve the survival of common carp (Zhang et al., 1989)

embryos after cooling, whereas no difference between postthaw handing methods on embryo

survival was observed for intact zebrafish embryos (Zhang et al., 1993).

Studies on cryopreservation of fish embryos with controlled slow cooling have indicated that

although embryos from all species show a certain degree of survival at subzero temperatures, they

do not normally survive after cooling to –35°C. The loss of viability is mainly the result of

intracellular ice formation, caused by low embryo membrane permeability to water and cryopro-

tectants, and embryo chilling sensitivity.

Cryopreservation of fish embryos using vitrification has so far only been performed with

zebrafish embryos as a model system (Liu et al., 1998; Zhang and Rawson, 1996a). Despite

differences in the methods used to produce osmotic dehydration, the factors that need to be

considered with vitrification approach are very similar to those for controlled slow cooling.


14.3.2.5 Vitrification: Embryo Developmental Stage


Studies on vitrification of zebrafish embryos have shown that intermediate embryo developmental

stages at 50% epiboly to prim-6 stages provided best results. There would be advantages for using

early-stage embryos because their membrane systems are less complex and their membrane per-

meabilities appeared to be higher when compared with later-stage embryos (Zhang and Rawson,

1998). The main problems associated with these embryos are their sensitivity to chilling and

cryoprotectants toxicity.


14.3.2.6 Vitrification: Stability and Toxicity of Vitrification Solutions


The formulation of the vitrification solutions for fish embryo cryopreservation must match the choice

of cryoprotectants with the intrinsic permeability and toxicity properties of the embryos in question.

Vitrification solutions DPP (2 M
 Me SO + 3 M
 propnane-1,2-diol + 0.5 M
 polyethylene glycol 400), 2

BPP (2 M
 butane-2,3-diol + 3 M
 propane-1,2-diol + 6% polyethylene glycol 400), and 10 M
 methanol have been shown to be stable and have relatively low toxicities to zebrafish embryos.


14.3.2.7 Vitrification: Cooling Methods


To achieve the “glassy solid state” required, cooling rates must be sufficiently high to avoid ice

crystallization in the vitrification solution/specimen. Commercially available plastic straws and

electron-microscope gold grids in combination with liquid nitrogen or nitrogen slush have been

applied for zebrafish embryos.


14.3.2.8 Vitrification: Thawing and Removal of Cryoprotectants


Rapid warming rates are required during thawing to avoid ice crystallization. Immersion into

embryo medium at the normal culturing temperature has been used for thawing. To increase the

thawing rate, the volume of vitrification solution is reduced to a minimum (<0.5 mL if plastic

straws are used and <10 µL when grids are used). Immediately after thawing, the embryo is taken

through a series of washing steps to remove cryoprotectants and reduce toxicity.

So far, the results obtained with the vitrification approach have shown no embryo survival,

although approximately 80% of six-somite and prim-6 stage zebrafish embryos remained mor-

phologically intact after freezing and thawing. The low membrane permeability of fish embryos
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to water and cryoprotectants remains the biggest problem, and approaches to overcome the problem

need to be identified before effective vitrification protocols can be designed.


14.3.3 APPROACHES TOWARD SUCCESSFUL CRYOPRESERVATION OF FISH EMBRYOS



14.3.3.1 Reduce Embryo Chilling Sensitivity


The high chilling sensitivity of early-stage fish embryos indicates that high cooling and warming

rates and vitrification will be required when designing protocols for their cryopreservation. Studies

have also shown that the high sensitivity of zebrafish embryos to chilling may be related to the

high lipid content of the yolk and that chilling sensitivity can be reduced by reducing the amount

of yolk in the embryos (Liu et al., 1999, 2001a). The survival of yolk-reduced embryos was found

to be stage dependent, and later embryo developmental stages were better able to survive yolk

removal. The yolk-reduced embryos showed significantly higher survival than that of chilled

controls. Although embryos at these stages are highly differentiated, studies on invertebrate and

insects larvae (Leopold, 1983; Lowrie, 1991) have shown that they can be successfully cryopre-

served, especially when controlled slow cooling is considered.


14.3.3.2 Increase in Embryo Membrane Permeability


Identifying the best approaches to overcome the problems associated with the low membrane

permeability of fish eggs/embryos is seen as vital to any further progress in their cryopreservation.

Procedures for increasing embryo membrane permeability can be described as follows.

Cryoprotectants can be introduced into the yolk through deyolk procedures or microinjection.

Studies on nucleation temperatures of intraembryonic water and cryoprotectant penetration in

zebrafish embryos using differential scanning calorimetry (Liu et al., 2001b) showed a clear

depression of intraembryonic nucleation temperatures following incorporation of cryoprotectant

into the yolk through deyolk procedures. However, introducing cryoprotectants such as Me SO and

2

propylene glycol into the yolk sac through microinjection did not improve the postthaw morphology

of zebrafish embryo membranes (Janik et al., 2000).

Increased cryoprotectant penetration can also be achieved through permeablization of plasma

membrane. Both chemical and physical methods can be used for increasing membrane permeability.

Organic solvents were successfully used for the permeabilization of Drosophila melanogaster


embryo membranes (Steponkus et al., 1990). Other chemical treatments include the use of sodium

hypochlorite (Lynch et al., 1989) and enzymatic digestion using pronase (Simon et al., 1994).

Recently, ultrasound was applied for the permeabilization of zebrafish embryos (Bart et al., 1999).

Ionophores and electroporation have also been used to improve membrane permeability. Ideally,

permeabilized fish embryos should be made sufficiently permeable to water and cryoprotectants

such as methanol, Me SO, propylene glycol, and ethylene glycol, while retaining high viability.

2


14.3.4 CRYOPRESERVATION OF EMBRYONIC CELLS


Although androgenesis using cryopreserved sperm has been successful with several teleost species,

this technique does not overcome the lost of mitochondrial DNA, which is inherited maternally.

As embryo cryopreservation is still elusive, one way to maintain the genetic diversity of both the

nuclear genome and mitochondrial DNA of a fish strain is the cryopreservation of isolated blas-

tomeres. After thawing, the cryopreserved embryonic cells could be transplanted into recipient

blastulae to produce chimeras. Different methods have been successfully tested to produce fish

chimeras by blastomere transplantation into blastula embryos (Hong et al., 1998; Nilsson and Cloud,

1992; Varadi and Horvath, 1997; Yamaha et al., 1997). In blastomere transplantation, dissociated

embryonic cells from the donor embryo are generally injected into the deeper parts of the recipient
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embryo. It has been observed that the proportion of donor cells varied in the different organs of

the chimeric fish, and that the contribution of the donor cells to the germ line chimeras is generally

low (Yamaha et al., 1997).

Successful cryopreservation of isolated blastomere has been reported for several freshwater,

estuarine and marine species including zebrafish ( Danio rerio
 ), rainbow trout ( Oncorhynchus



mykiss
 ), common carp ( Cyprinus carpio
 ), medaka ( Oryzias latipes
 ), pejerrey ( Odontesthes bonariensis
 ), and whiting ( Sillago japonica
 ) (Harvey, 1983; Leveroni and Maisse, 1998, 1999; Strussmann et al., 1999). The postthaw survival rate of fish blastomeres was found to be stage dependent, and

higher survival rates were obtained with older blastomeres. Me SO and propane-1,2-diol (1 to 2

2


M
 ) have been successfully used for blastomere cryopreservation, and slow cooling was proved to

be superior than fast cooling. High survival rates of 95 and 96% have been obtained for the 6C

stage (72 h after fertilization) rainbow trout and for late-blastula stage common carp blastomeres

respectively (Leveroni and Maisse, 1998, 1999).


14.4 CRYOPRESERVATION OF AQUATIC INVERTEBRATE


Cryopreservation of the germplasm of aquatic species has been mainly conducted with fish.

However, studies have also been carried out with aquatic invertebrates including shrimp, crab,

rotifer, polychaete, oyster, abalone, starfish, sand dollar, and sea urchin. Cryopreservation has been

conducted with sperm as well as eggs, embryos, and larvae. Most of the studies have been carried

out with oyster and shrimp. The cryoprotectants and cryopreservation procedures employed in these

studies are not significantly different from those used for the cryopreservation of fish gamets and

embryos. Successful semen cryopreservation has been reported for about 30 species of aquatic

invertebrate (Gwo, 2000b). Limited success has been reported on the cryopreservation of eggs or

embryos of aquatic species including the embryos of Pacific oyster (Lin and Chao, 2000), larvae

of Eastern oyster (Paniagua et al., 1998b), embryos of hard clam (Chao et al., 1997), larvae of sea

urchin (Naidenko and Kol’tsova, 1998), embryos of rotifer (Toledo and Kurokura, 1990), and

juveniles of marine polychaetes (Olive and Wang, 1997).


14.4.1 CRYOPRESERVATION OF GAMETES, EMBRYOS, AND LARVAE



OF OYSTER AND SHRIMP


The studies on cryopreservation of sperm, eggs, and larvae of oyster have been mainly conducted

with Pacific oyster ( Crassotrea gigas
 ) (Bougrier and Rabenomanana, 1986; Gwo, 1995; Naidenko,

1997), other species such as Crassotrea tulipa
 , Crassotrea iredalei
 , Saccostrea cucullata
 , and species with commercial importance such as Crassotrea virginica
 (Paniagua et al., 1998a, 1998b;

Yankson and Moyse, 1991; Zell et al., 1979). Successful cryopreservation of sperm from Crassotrea



gigas
 , Crassotrea virginica
 , and Crassotrea tulipa
 has been reported. Me SO or a cryoprotectant 2

mixture was used in these studies in combination with controlled-rate cooling, and fertility rates

of 70 to 100% were achieved with the cryopreserved sperm (Kurokura et al., 1990; Yankson and

Moyse, 1991). The majority of the studies on cryopreservation of oyster embryos and larvae were

conducted in the laboratory and have yielded only a single report of oyster growth beyond the

planktonoc stages (Paniagua et al., 1998b). Based on the technique developed in this study, the

first commercial oyster seedstock has been recently established using cryopreserved larvae and

eggs fertilized with thawed sperm (Paniagua-Chavez et al., 2000).

Successful cryopreservation of sperm from several freshwater and marine shrimp species has

been reported, including Macrobrachium rosenbergii
 , Sicyonia ingentis
 , and Penaeus vannam
 ; fertilization rates using cryopreserved sperm were between 43.5 and 70% (Anchordoguy et al.,

1988; Chow et al., 1985; Dumont et al., 1992). Cryopreservation has been attempted on embryo

and larvae of several penaeid shrimp species including Penaeus japonicus
 , Penaeus vammamei
 , Penaeus monodon
 , Penaeus indicus
 , Penaeus orientalis
 , and Penaeus semisulcatus
 (Arun and
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Subramoniam, 1997; Diwan and Kandasami, 1997; Gwo and Lin, 1998; McLellan et al., 1992;

Newton and Subramoniam, 1996; Zhang et al., 1992). Embryos and larvae of penaeid shrimp have

been difficult to cryopreserve, and only limited success has been reported. McLellan et al. (1992)

reported the recovery of shrimp embryos ( Penaeus vannamei
 and P
 . monodon
 ) from –30°C. Arun and Subramonia (1997) reported 85 to 95% survival of P
 . monodon
 larvae after they were recovered from final temperatures of –50 to –70°C. Gwo and Lin (1998) observed twitching movements and

weak motility when these larvae were thawed from –196°C, but metamorphosis was not achieved.

The problems associated with shrimp embryo cryopreservation are similar to those identified for

fish embryos: Their membrane permeability to cryoprotectants is low, and the chilling sensitivity

of these embryos appears to be high (Gwo and Lin, 1998; Simon et al., 1994).


14.4.2 CRYOPRESERVATION OF THE GERMPLASM



OF OTHER AQUATIC INVERTEBRATES


Cryopreservation of aquatic invertebrate semen has also been carried out on sea urchin, sand dollar,

starfish, abalone, polychaeta, and crab (Behlmer and Brown, 1984; Bury and Olive, 1993; Dunn

and McLachlan, 1973; Jeyalectumie and Subramoniam, 1989; Matsunaga et al., 1983). Me SO is

2

the most commonly used cryoprotectant for sperm cryopreservation in these species, and the typical

concentration range used is 5 to 30% v/v. Controlled freezing in liquid nitrogen vapor has been

widely used, and thawing is normally carried out in a water bath of 15 to 30°C. Visual estimation

of sperm motility remains the major laboratory measure currently available for evaluating inverte-

brate sperm viability. Fertilization rates are also used for some species, such as sea urchin, in which

eggs are readily available (Gwo, 2000b). Various levels of motility have been reported for cryopreserved

invertebrate sperm, ranging from <5% for horseshoe crab ( Limulus polyphemus
 ; Behlmer and Brown, 1984) to 95% for sea urchin ( Strongylocentrous drobachiensis
 ; Dunn and Mclanchlan, 1973).

Cryopreservation studies on eggs, embryos, and larvae have been conducted on marine inver-

tebrates such as blue mussel (Toledo et al., 1989), sea urchin (Asahina and Takahashi, 1979;

Gakhova et al., 1988), barnacle (Gakhova et al., 1991), hard clam (Chao et al., 1997), small abalone

(Lin and Chao, 2000), rotifers (Toledo et al., 1991), king scallop (Renard and Cochard, 1989), and

juveniles of polychaete (Olive and Wang, 1997). Survival of most of these species has been reported

after freezing to cryogenic temperatures, but only a fraction of the surviving embryos develop

normally. However, a protocol allowing the mass preservation of fully differentiated nechtochaete

larvae of the polychaete Nereis virens
 has been developed recently (Olive and Wang, 1997). The

most successful levels of preservation and recovery were achieved using a progressive cooling of

larvae equilibrated with 10% Me SO in seawater. Larvae were cooled at 2.5°C/min from room

2

temperature to –35°C in 0.5-mL straws before being plunged into liquid nitrogen (Olive and Wang,

2000).
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15.1 INTRODUCTION


For many years, animals and primary cell cultures from animal tissues have been used for research

and for the manufacture and testing of vaccines. In the 1960s, human diploid fibroblast cell lines

were developed for the manufacture of vaccines, and more recently, continuous cell lines from

other species have been used in biotechnology. Notable examples include BHK cells for foot-and-

mouth disease vaccine, CHO cells for production of recombinant proteins, and hybridoma cell lines

for the production of monoclonal antibodies (Griffiths and Doyle, 1999; Stacey, 2000). The

increased use of cell lines for the manufacture of a range of biological medicines has been driven

by the need for more reproducible and safe cell substrates. In the 1950s, batches of polio vaccine

were found to be contaminated with SV40 virus originating from the primary monkey kidney cells

used in the manufacturing process. Although studies of vaccinees failed to show any direct adverse
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effects at the time, this incident in particular highlighted the need for safe and standardized cell

substrates. Cell lines appeared to offer a solution but were susceptible to genetic variation and

contamination if maintained by serial passage. Fortunately, mammalian cell lines are generally

amenable to cryopreservation, and this made it possible to prepare reliable cell banks of homogenous

aliquots that could be stored in a stable state at ultra-low temperature. Sample ampoules from the

banks could then be thoroughly investigated for infectious agents before use, thus, enhancing the

safety of vaccines produced from the banked cells. The benefits of standardized cell banks can be

applied to all applications of cell lines, and cell-banking procedures are a vital preliminary step

for any application of cell lines in which reproducibility and reliability are key issues.

Animal cell lines play an increasingly important role in the establishment of in vitro
 methods

for diagnosis, prophylaxis, and treatment of human and animal diseases. They provide important

substrates for biological assays of vaccine potency, vaccine efficacy, product toxicology, and

detection of adventitious agents in products. In these applications, a primary driving force for use

of cell lines is the international pressure to refine, reduce, and replace the use of the use of animals.

The principles of cell banking and associated safety testing and quality control are now enshrined

in regulatory guidelines for the manufacture of products from animal cell substrates. They are also

implicit in the development of cell lines used in processes subject to patent applications and in the

provision of cell cultures from public collections for research and development. This chapter deals with

key issues in the establishment, maintenance, and use of cryopreserved cell line banks.


15.2 FUNDAMENTAL ISSUES IN CELL CULTURE


Once a cell line has been established that has useful characteristics, its value is only sustained if

the culture remains free of contaminating microorganisms (i.e., pure) and other cells (i.e., authentic)

and shows stability of its characteristics on passage in vitro
 .

Cell culture growth media will readily support the growth of many bacteria and fungi, and thus,

contamination with these organisms from the laboratory environment is often the cause of overwhelm-

ing infection and cell death. A more subtle form of contamination may occur due to mycoplasma,

which are often closely associated with the cell membrane and do not produce the turbidity or colonies

typical of bacterial and fungal infections, respectively. Mycoplasma are also smaller in size than most

bacteria. The presence of these organisms may thus not be suspected, even when the cells are viewed

by microscopy. Care must be taken to exclude environmental sources of microorganisms (e.g., via

routine disinfection of waterbaths and sinks, regular laboratory cleaning regimes, exclusion of cardboard and other carriers of fungal spores) and to screen cultures for contaminants including mycoplasma (see

following). The cell-doubling times of microorganisms are much shorter than for animal cells (i.e., 1

to 2 h vs. 20 to 30 h), and thus, trace contamination of cryopreserved stocks may result in overwhelming

infection when thawed and recovered into culture. Therefore, wherever practicable, the use of antibiotics should be avoided, and especially when establishing cell banks for future use.

Cells may also be contaminated with viruses that can affect the characteristics of the culture or

that may present a hazard to laboratory workers or patients treated with animal cell products. Viral

contaminants may be introduced via growth media components of animal origin (notably bovine serum

and porcine trypsin) or from the tissue of origin of the cell culture (Frommer et al., 1993; Erickson et

al., 1991; Hallauer et al., 1971). Although viable virus titer may be reduced by freezing, the use of

cryoprotectants to preserve cell cultures may also enhance the survival of cell-free virus and intracellular virus. In the case of cell-associated virus, snap-freezing of cells and other treatments that cause cell

lysis can significantly increase the level of free viable virus in suspension on thawing. Freeze–thaw

cycles are sometimes used to promote release of intracellular virus, and thus enhance virus detection.

Maintenance of cell cultures over extended periods by serial passage is a high-risk approach

to provision of cells for both research and product manufacture. Even continuous cell lines that appear

to be stable may show genotypic and phenotypic variation over extended periods of serial passage.

Long-term passage also raises the risk of laboratory accidents, contamination with microorganisms,
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TABLE 15.1



Publications Describing Cell Lines Not Matching Their Purported Origin



Reference



Cell Lines


Gartler (1967)

Breast cancer cell line cross-contamination

Culliton (1974)

HeLa cell contamination of cells worldwide

Nelson Rees et al. (1977)

Widespread cross-contamination of human breast tumor cell lines and others

Harris et al. (1981)

Putative human Hodgkins Disease cell lines cross-contaminated with nonhuman cells

De Benedetti et al. (1987)

Retraction of paper because of discovery of contaminated cells

Masters et al. (1988)

Cross-contamination of bladder cancer cell lines

van Helden et al. (1988)

Cross-contamination amongst esophageal squamous carcinoma cell lines

Chen et al. (1990)

TE671 shown to be a derived from RD cells

Drexler et al. (1993)

Cross-contamination of a leukemia cell line

Reid et al. (1995)

Cross-contamination of U937 cells

MacLeod et al. (1997)

Dami megakaryocytes found to be HEL erythroleukemia cells

Dirks et al. (1999)

ECV304 endothelial cells found to be T24 bladder cancer cells

MacLeod et al. (1999)

18% original human tumor cell lines cross-contaminated

Drexler et al. (1999)

16% human hematopoietic cell lines cross-contaminated

or cross-contamination with other cells. The latter occurrence has been well documented since the

early days of cell culture, and Table 15.1 gives selected examples of reported cases of cross-

contamination. Despite such frequent reports, the occurrence of cross-contaminated or mislabeled

cell lines continues to be a serious scientific issue that receives insufficient attention (MacLeod et

al .
 , 1999; Stacey et al., 2000). The preparation of cryopreserved cell banks that are well characterized is central to resolving such concerns.


15.3 STANDARDIZATION


When a new cell line is established de novo
 or received in the laboratory, a viable stock of

cryopreserved cells should be established at an early stage, and an initial stock of two to three

ampoules will provide vital backup material in the event of accidental loss. Whether or not a cell

line is likely to be used over an extended period of time, it is wise to expand cells from the initial

stock of frozen cells to establish a master cell bank. It is also good practice to keep a careful note

in laboratory records of early culture passages, including details of the culture medium and growth

conditions. As the master cell bank will provide the reference point for all future work with a cell

line, it should be well characterized and subjected to appropriate quality control tests. For future

reference, it is useful to compile a record of all characterization performed on the master cell bank

and other passage material. Such characterization may include cytogenetics, molecular investiga-

tions, morphology, biochemical functions, secreted products, and surface markers. Ampoules from

the master bank are used to produce larger working cell banks that can be used for experimental

or manufacturing purposes. The working cell bank should again be subjected to quality control. If

prepared correctly, this tiered master/working bank system (Figure 15.1) can provide reproducible

and reliable supplies of identical cultures over many decades.

The quality control tests that should performed as a matter of routine for all cell banks include

viability (typically trypan blue dye exclusion), sterility (i.e., absence of bacteria and fungi), and

testing for mycoplasma (Cord et al., 1992; Stacey and Stacey, 2000). These tests should be

performed following a period of antibiotic-free culture to ensure that any contaminants that may

be suppressed by antibiotics do not go undetected. Other investigations for authenticity (e.g.,

karyology, DNA fingerprinting, isoenzyme analysis, surface markers) and for the presence of viruses

may be performed, but the exact profile of tests will depend on the type of cells involved and the

intended use of the cells. For a general reference on cell banking and quality control, see Stacey
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FIGURE 15.1
 Preparation of master and working cell banks.

and Doyle (2000). Where cells are intended for use in the manufacture of medicines or as part of

medical therapies to which patient tissues are directly exposed, a range of additional requirements

are invoked that will be necessary for acceptance and licensing of any respective pharmaceutical

or biological product (e.g., World Health Organization, 1998; International Conference on Harmo-

nization, 1997). In particular, these requirements include testing for potential viral contaminants

of the cells, which may have established persistent infection of a culture without any cytopathic

effect. Such infections include human retroviruses (such as the case of the MT4 human leukemic

cell line) and Epstein-Barr virus expressed by human B-lymphoblastoid cell lines, but a range of

murine viruses (including some pathogenic for humans) have also been found in nonhuman cell

lines (Nicklas et al., 1993). In addition, cell lines of mouse and hamster origin (e.g., mouse myeloma

cell lines, L929, CHO) are known to express endogenous retroviruses. However, these are not

considered to represent a serious health hazard, and their elimination can be demonstrated during

downstream processing of cell culture products.


15.4 ESTABLISHMENT AND VALIDATION OF PROCEDURES



15.4.1 OPTIMIZATION


The preservation of mammalian cell cultures is generally assumed to be straightforward, and the

most commonly used protocols involve dimethyl-sulphoxide at 5 to 10% v/v as cryoprotectant with

a linear cooling rate of approximately –1°C/min down to a terminal temperature of at least –70°C

before transfer to ultra-low-temperature storage. However, there are a number of issues in the

cryopreservation of cell cultures in general that may need to be considered to ensure reliable

recovery of thawed cells. When preserving an animal cell culture for the first time, it may be

valuable to assess and validate the preservation method and its potential effects on the culture. A

first step is to perform cryoprotection toxicity tests that will establish the optimum conditions

(temperature, concentration, duration, etc.) for cryoprotection. The cooling profile may also be

investigated using a cryomicroscope stage that enables direct visualization of cells as they cool and

freeze. This may be particularly useful if the culture contains cells of variable morphology that

may show differential survival on cooling. The optimized profiles can then be applied practically

using the versatility of rate-controlled freezing equipment (see following). Subsequently, the via-

bility and recovery of thawed cells can be investigated to establish the optimum recovery procedures

(rate of warming, recovery medium, removal of cryoptoectants, etc.). The choice of a technique
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TABLE 15.2



Viability Testing for Animal Cell Cultures



Method



Principle and Comments


Dye exclusion

Dyes that penetrate cells are excluded by the action of the cell membrane in viable

(e.g., trypan blue, Evans blue,

cells; thus, cells containing no dye have functional membranes and are probably

naphthalene black)

viable

Rapid and usually easy to interpret

Such methods overestimate viability, and apoptotic cells continue to have active

membranes; thus, cells committed to this form of cell death may appear viable

Neutral red assay

The red dye is accumulated in the lysozomes of active cells and is measured by

spectrophotometric analysis

Commonly used in toxicology assays

Relatively time-consuming, and incubation conditions should be optimized for each

cell culture

3-(4,5-dimathylthiazol-2-yl)-2,5-

Reduction of MTT is measured, and this is indicative of degree of biochemical activity

diphenylterazolium (MTT) assay

Reduced metabolism in a short-term assay may be reversible and is therefore not

necessarily related to cell viability

Fluorescein diacetate assay

The diacetate is split by active membrane esterases releasing flourescein, which cannot

pass through the membrane, and being trapped in the cell produces flourescence in

viable cells observed under ultraviolet light

for viability testing can be critical, and there are a number of methods used widely in animal cell

culture (Table 15.2). Techniques such as trypan blue dye exclusion may significantly overestimate

cell viability and may well assess cells committed to programmed cell death (apoptosis) as viable,

as their membrane function is retained (Solis-Recendez et al., 1994). Viability assays are obviously

only one indicator of the success of the preservation process, and functional assays should be

employed to validate appropriate performance of recovered cells.


15.4.2 VALIDATION OF PRESERVATION PROCEDURES AND QUALIFICATION



OF CELL BANKS


Homogeneity and reproducibility is a fundamental requirement of cell banks. The numbers of cells

preserved in individual ampoules should be demonstrated as sufficient to regenerate cultures that

faithfully reproduce the characteristics of the parental culture. Diluting out cells simply to achieve

a larger number of ampoules for the bank is often a false economy, as cultures from such banks

usually take much longer to achieve adequate cell density for further passage, thus delaying

progress. A change of culture procedure such as adaptation to serum-free medium (see following)

or scale-up of the preservation process for larger cell banks will also require careful validation.

Documentation of procedures, cultures, and reagents used are important to promote good-

quality scientific work but will also be crucial to provide traceability where the cultures are used

for the manufacture or testing of medicinal products. Not only will the qualification of cell banks

need to be documented, but it is also important to establish the stability of critical characteristics

of the culture with passage to ensure reliable performance of cells derived from cell banks. The

types of documentation and how they are used to qualify the testing and validation of cell lines

are illustrated in Figure 15.2.


15.4.3 PRESERVATION OF SERUM-FREE CULTURES


Where cell cultures are used in a manufacturing process (e.g., recombinant therapeutic proteins

from CHO cells, viral vaccine from cell substrates, monoclonal antibodies from hybridomas),
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FIGURE 15.2
 Documentation of cell banks and validation.

manufacturers try to avoid the use of bovine serum in the cell growth medium to simplify the

downstream processing and purification and to avoid the risks associated with raw materials of

animal origin. However, the transfer of cultures to serum-free growth medium generally subjects

the cells to stress and may lead to permanent changes in the culture. Thus, it is important to

recognize that following adaptation to serum-free growth medium a cell culture should be evaluated

and characterized again to establish whether any changes have occurred that may affect perfor-

mance, quality, and safety of the cell substrate. As part of this program, cell banks should be

established under serum-free conditions. The removal of serum from the cryopreservation medium

may significantly influence cell survival, as serum is a complex protective agent that may help to

prevent cell damage during freezing and thawing. Cryoprotectants have been developed for serum-

free preservation of cell lines, and some are available commercially.

For cell lines used in the manufacture of biological medicines, there are generally restrictions

placed on the maximum number of population doublings permitted between master cell bank and

the cells used for the production process. This is particularly important where human diploid

fibroblast cultures are used that have a finite lifespan in vitro
 (Wood and Minor, 1991). Thus, in the development of new serum-free cryoprotective solutions, it may be necessary to confirm that

cells recovered after thawing and on serum-free passage have not been subject to high levels of

cell death, which would increase the number of population doublings at each passage and may also

lead to alteration of the characteristics of the culture.


15.4.4 COOLING DEVICES


To ensure the reliability of an established cryopreservation method, it is important to have a device

that will ensure a reproducible rate of cooling. This may be achieved by two-stage “passive

freezing,” whereby the cells are placed in a static system exposed an environment of ultra-low

temperature. Some means of insulation between cells and the ultra-low-temperature environment

then permits a progressive cooling profile in the cells until they reach the ambient low-temperature

environment, at which point they are transferred directly to a liquid nitrogen storage vessel. Many

laboratories achieve this by packing ampoules of cells insulated with paper toweling or wadding

inside a small polystyrene box that is then placed in a –80°C freezer overnight. Alternative methods

are also used whereby the ampoules of cells are suspended in the vapor phase of liquid nitrogen, where

they gradually cool and freeze. Careful adjustment of the position of ampoules and monitoring with
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thermocouples can enable establishment of an effective and reliable preservation procedure. Devices

for reproducible passive cooling have been developed commercially (e.g., Handi-Freeze, Taylor

Wharton, UK [www.taylor-wharton.com]; Mr Frosty, Invitrogen, UK [www.invitrogen.com]), but

these should be validated to ensure correct performance under local laboratory conditions before

using with valuable cell stocks.

The passive freezing devices described above appear to be generally effective and have been

used widely in research and routine cell culture laboratories. However, the performance of these

devices may be affected by variation in the levels of liquid nitrogen in “Dewar” vessels, or by

interference with cells undergoing the critical process of freezing in a –80°C freezer. Please note

that although longer-term storage of cells at –80°C has been demonstrated to be successful (Sigiura

et al., 1968), this should not be considered as a long-term solution in general, as in many laboratories such storage systems are open to interference when other material is retrieved, and there is a high

risk of significant loss of viability even within a few months.

Enhanced control and recording of the cooling process may be required, especially in devel-

opment and production programs for biological products where large cell banks comprising hun-

dreds of ampoules are required. For such critical cryopreservation procedures, mechanical regulation

of cooling enables exquisite a control of the cooling rate that can be used to optimize the cryo-

preservation process. In addition, the machines available commercially (e.g., Biotronics, Wantage,

UK; Kryo-10, Planer Products, Sunbury, UK) provide data outputs to enable each cryopreservation

run to be carefully documented, which may be important for cell banking performed under certain

quality standards (see following).


15.5 STORAGE FACILITIES



15.5.1 GENERAL CONSIDERATIONS


Having invested time and resources to prepare a cryopreserved a cell bank, it is wise to ensure that the

facility used to maintain the bank will provide a secure, clean, and stable environment for long-term

storage. Security for stored material is assured through adoption of appropriate management systems

to restrict access to authorized personnel, appropriate alarms for nitrogen storage vessels, and docu-

mented procedures for filling and maintenance of nitrogen storage. Storage management systems should

include an inventory of all stored material (this is a legal requirement for infectious and recombinant

materials under health and safety legislation in some countries) and routine documentation of with-

drawals and entries. However, the best-designed systems will fail if they not monitored properly, and

for any important stored material there should be an auditing process to ensure that maintenance and

documentation are kept up to date and that any procedural changes are appropriate and recorded.


15.5.2 FACILITY SPECIFICATION AND DESIGN


Storage areas should be selected and established with a number of key criteria in mind: They should

provide adequate space to maintain and hold storage vessels in a controlled area, preferably where

access to vessels is restricted by use of a dedicated room or locks on vessels; to avoid infection

and contamination risks (Fountain et al., 1997) areas prone to heavy environmental microbial

contamination such as corridors and storage rooms with access from outdoors are undesirable and

should not be used for storage of cell cultures, particularly where intended for aseptic and antibiotic-

free cell culture; the storage area should be well ventilated to prevent oxygen depletion during

periods of high nitrogen gas release resulting from filling procedures or accidental spills.

Liquid nitrogen storage involves significant safety issues for laboratory workers. Documented

emergency procedures and use of oxygen-depletion alarms (both visible and audible) will be

important features. A fixed oxygen sensor should be located below head height to detect oxygen

depletion. In such systems, dual-level alarms are useful, as they can be used to trigger ventilation

fans when oxygen levels are slightly depressed (e.g., 20%) thus minimizing the incidence with

which a lower danger-level alarm (18%) is triggered to activate alarms and initiation of emergency
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procedures. It is important that if ventilation extract fans are required they should be located close

to ground level, as nitrogen vapor is more dense than air.

It is important to establish whether storage will be in the liquid or vapor phase of nitrogen or

whether electrical freezers (–100°C or below) are to be considered. In theory, the liquid phase of

nitrogen provides the lowest and most stable storage temperature and is the method of choice for

long-term storage. However, the risks of transmission of pathogenic virus should be considered,

as highlighted in the past for stored bone marrow (Tedder et al .
 , 1995). Vapor-phase storage may increase the risk of temperature cycling in stored materials, but it is generally more convenient and

safer for regular access to stored material than liquid-phase storage .
 Furthermore, some manufacturers (e.g., CBS distributed by PhiTech Intl., Milton Keynes, U.K.) are now producing vapor-phase

storage systems in which liquid nitrogen is retained in the vessel walls, which improves safety and

appears to provide a temperature profile superior to standard vapor-phase systems but does not

have a liquid reserve as backup. Electrical storage systems provide a very practical and maintenance-

free low-temperature storage solution. However, such systems in a multiuser environment may be

more prone to the effects of temperature cycling than liquid nitrogen vapor-phase storage (see long-

term storage below), and this may have more serious consequences for materials stored at –135°C

compared with –150°C freezers. It should also be noted that electrical freezer storage is a high-

risk form of storage where power supplies may not be reliable, and even where this is not the case,

liquid nitrogen or carbon dioxide backup systems will be required to cope with emergencies.

Where liquid nitrogen storage is used, the means of supply is also an important consideration

in terms of safety and cost. Commercial deliveries of nitrogen are tested for gas composition at

source and are generally considered to be free of microbial contamination. However, delivery trucks

visit many sites, including centers storing infectious organisms, patient material, and a variety of

other reagents. It is therefore possible that a supply pipe recently used, for example, to fill an open

storage tank for infectious agents may go on to be used at the next location for filling tanks of

patient material for transplantation. It will therefore be helpful to know what procedures are used

by the nitrogen suppliers to exclude the possibility of contamination being transferred via filling

devices. For critical storage systems, it may be appropriate to have on-site generation of liquid

nitrogen (e.g., Cryomech [www.cryomech.com]). Although there will be significant capital cost to

set up such systems, the quality and source of nitrogen can be assured and it may provide economical

benefits in the long run.

Transport of nitrogen around an organization can be a hazardous process, especially where

large, unwieldy, pressure vessels must be moved along public or staff corridors. Piping from the

main delivery point is expensive and not efficient over long distances. Wheeled vessels with low

centers of gravity or motorized “trucks” to carry or tow vessels will reduce risk significantly, but

where such vessel movements are frequent, it is sensible to consider a centralization of stored

material. Obviously the materials stored in a common location must be scrutinized carefully to

ensure that infectious materials are physically separated in the interests of the safety of laboratory

workers and subsequent cell culture products. However, centralized storage can yield economic

benefits where the burden of storage maintenance can be shared and security, including out-of-

hours surveillance and emergency responses, can be easier and more effective.

When setting up a new storage facility, the types of material to be stored and their physical

size are obvious considerations, as is the need to separately isolate hazardous materials and those

in quarantine. It is also useful to differentiate between material intended for archive storage and

other material that will be accessed regularly. Material for archiving is obviously most secure when

stored in vessels giving low nitrogen loss. These normally have narrow access apertures that have

longer standing-times; that is, maintain acceptable storage temperatures without refilling for longer

periods. For routine access, vessels with wide “bin”-type lids are most convenient and can provide

a useful low-temperature working area in the top of the vessel. However, these vessels obviously

loose nitrogen vapor at a much higher rate and will tend to have shorter standing-times than low-loss,
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narrow-necked vessels. In addition, in the upper levels of the inventory systems, “bin”-type vessels are

likely to be exposed to significant temperature cycles (see Section 15.6). A decision also has to be

made between use of electrical ultra-low-temperature freezers and liquid nitrogen storage vessels.

Where electrical freezers are considered, the reliability of electrical supplies, provision of emergency

backup (often liquid nitrogen), and need for air conditioning should be considered.

Careful consideration of the location of the storage site is also important to ensure it can be

made secure (with access restricted to authorized staff) and well ventilated at all times with an

appropriate alarm system (see above). Layout of the storage area and positioning of services must

also be considered to ensure staff safety. For example, liquid nitrogen delivery points should not

be positioned in thoroughfares, and condensation on cold delivery systems should not cause

electrical hazards; that is, electrical supplies and connections should be above any transfer pipes

even if insulated.


15.5.3 SAFETY OF PERSONNEL


A risk assessment should be performed in collaboration with the local safety representative (Sheeley,

1998) to establish that the proposed facility and associated procedures are appropriate and would

cope with catastrophic failure and total release of liquid nitrogen. Such precautions may seem

excessive, but recent cases of fatal accidents involving liquid nitrogen storage in the United

Kingdom indicate the importance of careful design and risk assessment of such storage facilities.

Emergency procedures should also include contingency plans for transfer of critical materials to

backup storage vessels.

Liquid nitrogen presents a serious frostbite hazard, and protective gloves, masks, and aprons

designed for cryogenic work should be readily available and used whenever working with storage

and supply vessels. In some facilities, it may also be wise for staff to carry personal oxygen

monitors. Mechanized vessel filling is usually achieved via solenoid valves. These can freeze in

the open position, thus presenting a serious hazard of overfilling storage vessels. Dual solenoid

valves in series reduce this risk, but a more robust system would also incorporate a compressed

air–activated shut-off valve (e.g., Thames Cryogenic Ltd., Didcot, U.K.) and an in-line ice filter

that can be drained periodically.

On occasion, ampoules stored in the liquid phase can explode as a result of rapid vaporization

of liquid nitrogen trapped in the ampoule on warming. Serious penetration injuries can be sustained

when this occurs, and this is especially hazardous when working with infectious materials. To

reduce this risk, newly recovered ampoules destined for use in the laboratory may be held for a

period of time in the vapor phase, and when ampoules are subsequently transferred to the laboratory,

staff should continue to wear protective gloves and masks and to keep the ampoules covered until

thawed. Solid carbon dioxide or “cardice,” commonly used for shipment of cryopreserved cultures,

carries similar risks of frostbite and asphyxiation to those of liquid nitrogen, and its use should be

assessed in the same way. Emergency procedures for exposure to liquid nitrogen or cardice and

low-oxygen conditions should be documented and included in staff training programs.


15.5.4 DOCUMENTATION OF STORED MATERIALS


Accurate records of stored materials are not only helpful to retrieve ampoules of cells efficiently but

may also be a legal requirement for storing genetically modified, infectious, or other hazardous materials.

Numerous commercial database systems are available that are specially designed for this purpose, but

it is important to select a system that is flexible to the full range of user requirements. It is wise to have up-to-date, hard-copy printouts of these records and to ensure that amendments to storage records for

additions or withdrawals can be made at the storage site to avoid transcriptional errors.

For critical applications, such as manufacture of biological medicines, it is important to establish

reference numbering for important stages in the process of cell banking to enable accurate two-
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TABLE 15.3



Traceability through Reference Numbers on Laboratory Records
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+
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Cell bank no.
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+
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+
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+

+

+
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Sterilization

+

+

reference

way traceability of laboratory procedures (see Figure 15.2), which enable independent audits and

tracking of reagents and cells when adverse events arise in the use of cell cultures. Key references

include a cell-line accession number (assigned on each receipt of a cell culture), cell bank reference

number (specific to each homogenous batch of preserved cells), and quality control and media

batch references that are linked to ensure two-way traceability as illustrated in Table 15.3.


15.6 ISSUES FOR LONG-TERM STORAGE


Where cells are stored at low temperature over long periods, they may be prone to a number of

potential hazards such as variation in storage temperature and contamination. Stored cell lines may

be subjected to temperature cycles during routine access and maintenance of storage vessels.

Intermittent warming of ampoules may be particularly marked in inventory systems in which vessels

are opened frequently, and particularly where the individual storage racking must be completely

withdrawn into ambient room temperature to gain access to stored vials and ampoules. The storage

racking material may also be a significant factor, as good conductors of heat will promote warming

cycles and temperature gradients within the storage vessel. One procedure that is guaranteed to

have significant and potentially disastrous effects on viability of stored cells if not performed

correctly is filling and maintenance of nitrogen storage vessels. Anecdotal cases of massive loss of

important material as a result of vessel failure or breakdown in filling procedures are all too frequent

given that the solutions to many of these incidents are often relatively simple.

Build-up of microbial contamination from environmental sources is known to occur (Fountain

et al., 1997). Thus, long-term storage vessels will benefit from periodic cleaning at least to remove

the ice sludge that accumulates at the bottom of such vessels. Careful disinfection of recovered

ampoules is also important to prevent contamination of cultures, and the use of sealed ampoules

or storage boxes will also help to provide protection against microbial contamination.

Natural radiation has also been considered a potential cause of loss of viability or mutation in

stored cells and tissues. However, there does not appear to be any evidence for the adverse effects

of long-term storage in well-maintained nitrogen vessels, even for biological systems that might

be expected to be more sensitive to such effects, such as embryos (Glenister et al., 1984).

A number of straightforward procedures can be used to enhance the security of important

archived material. Manual or automatic monitoring of temperature or liquid nitrogen levels can

provide useful monitoring data to identify trends in the quality of maintenance over time. A system

to document any filling (especially manual filling) and other maintenance procedures (e.g., visual

inspection, electrical testing, vessel vacuum checks) is important and should be checked regularly

and periodically audited (e.g., during safety inspections).



TF1231_C15.fm Page 447 Monday, March 22, 2004 1:37 PM

Fundamental Issues for Cell-Line Banks in Biotechnology and Regulatory Affairs


447


It is wise to store important archive material in the bottom of storage vessels or, ideally, in

separate archive vessels of with long standing-times (i.e., low–nitrogen loss systems). Vessels suited

to regular access with large access lids have a high nitrogen loss and, as described above, are more

likely to suffer significant temperature cycling. In cases in which temperature cycling is a significant

risk, it may be helpful to consider establishing “sentinel” banks of cells that are recovered period-

ically to determine any trends in level of viability at points in the storage vessel that may be most

prone to this effect (Stacey, 1999). However, the approaches described above do not protect against

catastrophic failure of vessels (usually resulting loss of the insulating vacuum). Accordingly, contin-

gency planning is also an important aspect of the management of cryopreserved cell-line banks. A

primary contingency measure is to have backup vessels available that can be brought into use rapidly

should vessel failure occur (it should be borne in mind that large vessels at room temperature may take

several hours to cool down sufficiently for transfers to take place). In addition, risk of damage to the

storage site must be considered (e.g., failure of nitrogen filling, failure of power supply for electrical freezers, fire, sabotage), and to counter against such risk cell banks may be split to storage vessels in different locations on site and possibly also distributed to a second site. In the latter case, it is important to be sure that the storage maintenance procedures and general quality of storage are at least equivalent to those in the originating center, and periodic audits will help to assure this.


15.7 REGULATION AND QUALITY ASSURANCE OF CELL BANKS



OF ANIMAL CELL SUBSTRATES



15.7.1 GUIDELINES ON CELL SUBSTRATES


A range of guidelines on best practice in cell and tissue culture have been published (Doblhof-Dier

and Stacey, 2000; Freshney, 1994; Hartung et al., 2002; Stacey et al, 1998; UK Coordinating

Committee for Cancer Research, 1999). Cell culture processes involved in the preparation of

biological medicines are subject to more stringent guidelines from official national and international

regulatory bodies including the U.S. Food and Drug Administration, the World Health Organization,

and the International Conference on Harmonization (Center for Biologics Evaluation and Research,

1993a; International Conference on Harmonization, 1998; World Health Organization, 1998; Euro-

pean Medicines Evaluation Agency (EMEA) at http://www.emea.eu.int). The referenced guidelines

were established to apply to cell substrates used in the manufacture of biological medicines. They

are based on key issues relating to

•

Sterility (i.e., absence of bacteria, fungi, and mycoplasma)

•

Viruses and transmissible spongiform encephalopathy (TSE) contamination of cells and

media

•

Genetic and phenotypic stability on passage

•

Tumorigenesis of cells and oncogenicity of cell DNA

Although these references deal with the substrates used in the manufacture of biological

products, there is a diverse range of new cell-based therapies that will need guidelines and regulations.

Regulations for aspects of gene therapy have been developed (e.g., Center for Biologics Evaluation

and Research, 1993b; EMEA, 2002), and guidelines for other forms of cell therapy are under

development in a number of countries, and some of these specifically refer to important issues

relating to cryopreservation (U.K. Department of Health, 2002). These new regulations on cell

therapy and tissue engineering introduce new issues for safety and quality of medicines that include:

•

The effects of combining more than one cell type in a product

•

Residual tumor cells (including tumorigenesis of stem cells)

•

Influence of the scaffold materials (toxicity, adsorption, and leaching of compounds)

•

Specification and validation of raw materials for clinical use
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In the future, the use of embryonic stem cell lines for therapy will deliver a new set of challenges.

Issues that will need to be considered include genetic imprinting, activation of endogenous viruses,

and standardization of growth and differentiation. In addition, tumorigencicity studies in animal

models may be difficult to assess, as teratoma formation is considered to be a positive functional

indicator. In the U.K. a code of practice for the use of stem cell lines has now been established for

publication by the Medical Research Council, London, U.K. (www. mrc.ac.uk).


15.7.2 QUALITY STANDARDS


Quality is the fitness for purpose of a particular product or process, and this is demonstrated in the

context of a documented quality system. There are a number of formal quality standards within

which the process of cell banking may be operated. The ISO9000 quality systems provide for

consistent provision of a service or product that may include provision of cells from a cell bank

(British Standard European Norm [BSEN] ISO9000, 1994; http://www.iso-9000-2000.com/).

ISO9001 specifically addresses design, processing, and final inspection, whereas ISO9002 may be

applied to research and development. However, the ISO9000 quality systems will only monitor for

consistency of cell-banking procedures against in-house standards, without a requirement for

external measures of quality.

Where the cells are used in the manufacture of biological medicines (e.g., recombinant proteins,

antibodies, viral vaccine) or critical testing purposes such as vaccine batch control, more stringent

national and international quality systems are required, including current Good Manufacturing

Practices (cGMP), for which there are formal regulations published for Europe, by the World Health

Organization (http://www.who.int/vaccines-documents/DocsPDF/www9651.pdf), and for some

individual countries. Traditionally, cGMP has applied to the final formulation of a product, although

during auditing of GMP facilities, the downstream processing will normally be expected to meet

the same requirements as the final steps. Raw materials, including cell banks, used in GMP processes

may also be expected to meet the requirements of cGMP. Furthermore, cGMP is also required for

materials used in clinical trials.

Testing of cell banks in relation to their safety for use in manufacturing is usually performed

under good labor practice (GLP) accreditation based on the guidelines established by the Organi-

sation for Economic Cooperation and Development in 1999 (OECD, 1999). Various organizations

operate worldwide to accredit such testing procedures, and these organizations are coordinated

through the International Laboratory Accreditation Cooperation, established in 1996, which medi-

ates international cooperation in this field (http://www.ilac.org/).


15.8 BIOLOGICAL RESOURCE CENTERS


Collections of microbial cultures have been existence for more than a hundred years, and the first

acknowledged service collection providing cultures for industrial use was established by Kraal in

1889. Since then numerous large collections of bacteria, yeast, and fungi have been established as

public service collections, and these now include a number of collections of animal and human

cell lines. These public collections are coordinated internationally through organizations such as

the European Culture Collection Organization (http://www.eccosite.org) and the World Federation

of Culture Collections (http://wdcm.nig.ac.jp/). Culture collections and other institutions with

specialist expertise in provision of cell lines are important sources of quality-controlled cell cultures that enable researchers to obtain reliable supplies of cultures. These organizations provide cell lines

for various purposes, including:

•

Cells representative of particular species or tissue

•

Controls and reference strains for biological assays

•

Seed stocks for product development (see above)
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•

Sources of genomic DNA carrying specific genetic lesions as controls

•

Supplies of cells/DNA for genomics/proteomics research

Biological resource centers should be the first port-of-call for researchers seeking new cell

lines. They provide the kind of quality-controlled and authenticated cells that will give evidence

for the authenticity of the cells supplied. In addition, many resource centers also provide advice

and training in culture, preservation, and quality-control techniques that will be invaluable to anyone

starting out in cell culture.


15.9 OWNERSHIP OF CELL LINES AND PATENTS


Many cell lines in use for research and development have been passed between laboratories for

many years and are considered to be in the public domain. Public collections, described above,

maintain quality-controlled stocks of such cells for many years and have historically not claimed

ownership over the cells themselves. However, in recent years, as the potential use of cell lines in

the manufacture of medical products and laboratory reagents has increased, much greater attention

has been directed at the ownership of cell lines in which there may be a number of interested parties.

Where the cell line has been derived from clinical procedures, the patient of origin may claim

an interest in exploitation of their cells. A small number of such cases have been pursued by patients

and their families, notably in relation to HeLa cells. Whereas the HeLa cell story (Gold, 1986)

may be an exceptional case, it highlights the problems that may be encountered where proper

informed consent has not been obtained before using patient tissues. Today it is standard practice,

usually as part of local or national ethics approval, that each candidate patient is asked to sign a

patient consent form that may identify the uses (this may be unrestricted use), private interests,

and patent issues to which their cells can be put or waive any rights to the ownership of the cells

or any subsequent discoveries or developments relating to them. Such an agreement may pass the

ownership of the cells to a particular sponsor, often a research or commercial organization, and in

some cases, such as embryonic stem cell lines, lead to a significant delay in the open availability

of important new cell lines for research.

Public service collections (see above) have played a valuable role in establishing quality-

controlled stocks of cell lines, making them available for research and development and securing

their availability for later generations of scientists. This role as custodian of cell lines means that

some of these resource centers now claim that they have rights to a share of any intellectual property

arising from cell lines supplied by them. Most collections require that a materials transfer agreement

is signed by the organization receiving cell lines and that restricts third-party distribution and

requires that any commercial exploitation of the material is notified to the collection. As discussed

above the originators of the cells may also have supplementary conditions on use of cells received

from resource centers. Thus, when embarking on a line of research that may ultimately lead to, or

otherwise assist the development of, a commercial product or process, the researchers should

carefully consider the potential effect of any materials transfer agreements they sign to obtain the

cells. At an early stage of project development, alternative sources of the cell line or different

candidate cells can be assessed and appropriate agreements can be put in place to ensure that the

development of a process or product will ultimately be commercially exploitable.

Patent applications based on a novel cell line or involving the use of a cell line as a critical

part of the patent may require that samples of the cell line or a representative cell bank must be

submitted to a recognized patent depository (Fritze and Weihs, 2001; for general references see

Cook 1999; Crespi, 1998). Such depositories act as independent laboratories to test and hold those

cultures and act as a reference point for any procedure to verify or challenge the veracity of the

patent. Patents may be filed on a national basis or through the U.S. or European Patent Office. The

World International Property Office is an organization that aims to provide for coordination, mutual

international acceptance, and harmonization of patent procedures. Under the Budapest Treaty
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(1979), certain laboratories are registered to act as International Depository Authorities (IDAs).

IDAs verify the viability and purity of the deposited materials and hold them in a stable preserved

state for at least 30 years. The latter commitment for these centers is a significant challenge for

some cultures such as plant cell cultures, where the preservation methods now in use may not have

been available to researchers until quite recently. The depository centers will have a specific list

of requirements that must be met by the depositor before the patent culture accession number is

formally released to permit completion of patent procedures, and it is wise to prepare a master cell

bank and perform key tests such as sterility testing and mycoplasma tests before submitting samples

of cells to the patent depository. Typical requirements of the IDA include:

•

A minimum number of ampoules (typically 10 to 15) for storage and quality control

•

Freedom from microbial contamination (primarily bacteria, fungi, and mycoplasma)

•

Payment for the deposit application

Alternatively, the culture may be submitted to the IDA for its own in-house banking and testing

before making the patent application. Although this may prove expensive, it carries the advantage

that a culture deposited with an IDA for safekeeping may be subsequently translated to a patent

deposit while retaining the original deposit date. This may be a critical advantage when the patent

may need to be accepted urgently at a later date.


15.10 CONCLUSIONS


When a cell line is first established, a cryopreserved archive stock, at low passage, is essential to

protect against accidental loss of the culture. For cell lines likely to be used over an extended period

of time, reliable supply of cultures is achieved through the establishment of a two-tiered master

and working bank system. Confirmation of viability, key characteristics, and quality control of

cultures recovered from cryopreserved cells should then be performed at the earliest opportunity.

To establish reliable larger-scale cell banks such as those used in manufacture of recombinant

proteins and vaccines, it may be necessary to adapt and validate scale-up of the cryopreservation process to avoid loss of viability or variability between ampoules. Such banks will also be subjected to far

more stringent characterization under appropriate regulatory guidelines. Cell banks stored for long-

term use, including patent deposits, will require consideration of the additional important challenges,

and particular attention should be paid to the maintenance and monitoring of storage conditions.

The establishment of well-characterized and quality-controlled cell banks enables enhanced

reproducibility of research work and enhanced standardization of diagnostic and manufacturing

processes using cell-line substrates. The ability to standardize cell culture procedures in different

locations and at different times is a major contribution to high-quality research and development

that is dependent on the availability of cryopreserved cell banks.
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16.1 INTRODUCTION


Cryosurgery, or tissue destruction by controlled freezing, has been investigated as a possible

alternative to surgical intervention in the treatment of many diseases. This technique, which falls

under the larger category of thermal therapy, has its origins in the 1800s, when advanced carcinomas

of the breast and uterine cervix were treated with iced saline solutions, first by Arnott (1851). Since

those early times, this technique has been used routinely to treat malignancies on the surface of

the body (i.e., dermatologic tumors) and has gained some acceptance as a clinical tool for the

management of internal malignancies, such as prostate and liver carcinomas. The main advantages

of the technique are the potential for less invasiveness and lower morbidity compared to surgical

excision. However, two main barriers to the technique gaining widespread acceptance are lack of

a suitable technique to visualize the cryosurgical iceball and lack of understanding regarding the

destructive process of freezing within the body. The former has been reviewed recently (Rubinsky,

2000) and will not be discussed in this chapter. The study of the destructive process of freezing is

the focus of this chapter and will be divided into two main areas: understanding the thermal history

0-415-24700-4/04/$0.00+$1.50
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FIGURE 16.1
 Overview of the main mechanisms of injury that happen as a result of cryosurgery.

that causes tissue destruction and understanding the mechanism by which freezing destroys tissue.

The term “thermal history,” as used in this chapter, means the time–temperature history experienced

by the tissue during a thermal insult.

Many theories have been put forward as to the mechanism of tissue injury in cryosurgery (see

Figure 16.1). The first, and perhaps oldest, is that of direct cellular injury. The temperature extremes

from cryosurgery have been purported to cause damage to the cellular machinery and thereby lead

to cell death. Cryoinjury has been proposed to cause protein damage by high solute concentrations

that are created as the cell dehydrates in response to freezing, damaging the enzymatic machinery

of the cell (Lovelock, 1953a, 1953b). Also, if ice crystals form with the cell, the crystals are

purported to disrupt the intracellular organelles as well as the plasma membrane (Steponkus, 1984;

Toner, 1993). Much work has been done with freezing of single cell suspensions to define the

critical thermal thresholds and mechanisms of direct cellular injury (Jacob et al., 1985; Mazur,

1984; Roberts et al., 1997; Smith et al., 1999; Tatsutani et al., 1996; Zacarian, 1977;).

Another theory of the mechanism of freezing injury is that of freezing-stimulated immunolog-

ical injury. According to this hypothesis, after cryosurgery, the immune system of the host is

sensitized to the tissue destroyed by the cryosurgery. Any tissue remaining undamaged or sublethally

injured by the freezing insult is destroyed by the immune system during the time after cryosurgery.

Several animal models and clinical case studies indicating an immunological response to tumor

tissue after cryosurgery have been reported in the literature for cryosurgery (Ablin, 1995; Lubaroff

et al., 1981; Neel et al., 1973; Soanes et al., 1970b). Despite this research, this mechanism has not

been conclusively proven to aid in tissue destruction after cryosurgery.

A third theory regarding the mechanism of damage is that of vascular injury (Fraser and Gill,

1967). The hypothesis is that freezing causes stasis within the vessels, particularly at the capillary

level (Daum et al., 1987), and the resultant ischemia causes the tissue supplied by that vasculature

to become necrotic. Cohnheim (1877) has been credited by many with first proposing the link

between vascular damage and tissue necrosis. He proposed this first for freezing injury in a lecture

series on general pathology. Since then, much work has been devoted to defining the events

surrounding and the mechanisms causing freezing-induced vascular injury by working with models

of injury in vivo
 (Kreyberg and Rotnes, 1931; Ninomiya et al., 1985; Rabb et al., 1974).
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This diversity of potential mechanisms of injury indicates that the response to freezing could

be a multifactorial injury process. Measuring the thermal history within the tissue during freezing

is important to determining which of the mechanisms are involved in causing cryosurgical injury.

For example, in an animal model of prostate cancer cryosurgery used in our laboratory, the Dunning

AT-1 rat prostate tumor, vascular injury happens at much higher subzero temperatures than direct

cellular injury (Hoffmann and Bischof, 2001a), and immunological injury might occur at another

threshold. As a result, it is important to define all three types of injury: direct cell, vascular, and

immunological. This requires looking at the underlying biophysical changes and host responses

that occur as a result of freezing and at what temperatures they occur.


16.2 THE ROLE OF DIRECT CELLULAR INJURY IN CRYOSURGERY



16.2.1 THE ROLE OF DIRECT CELLULAR INJURY IN TISSUE NECROSIS


Direct cellular injury caused by freezing insult has been studied since the 1800s, when researchers

observed that plant cells shrank in response to freezing (Molisch, 1897). Since then, there has been

much experimental research regarding the effects of freezing on tissue. The majority of direct cell

work has been on in vitro
 cells and tissues. This is because removing the cells from the host

eliminates all other secondary types of injury (e.g., vascular and immunological). The evidence

that freezing causes cell death is overwhelming (Bischof et al., 1997; Jacob et al., 1985; Lovelock,

1953b; Mazur, 1984; Roberts et al., 1997; Smith et al., 1999; Tatsutani et al., 1996; Zacarian, 1977),

and the basis of cryosurgical research has largely been on maximizing in vitro
 cell death. Because cells experience a similar freezing event in vivo
 , this form of injury can also occur during cryosurgery. For example, Gage and Baust (1998) reviewed studies in which cells were frozen in vivo


and removed immediately after thawing. Presumably, the other host-mediated mechanisms would

not have had time to affect cell viability, yet the viability of cells from frozen tissue in these studies is lower than that in unfrozen tissue. It is therefore important to understand this type of injury to

appreciate its role in overall cryosurgical destruction.


16.2.2 POTENTIAL MECHANISMS OF DIRECT CELL INJURY


Two biophysical responses that occur in cells during freezing have been linked to cell injury. At

low cooling rates, as the freezing propagates extracellularly, the solute concentration outside the

cell begins to rise, causing osmotic dehydration of the cells (Bischof et al., 1997). As solutes become

concentrated within cells, the high concentration of solute has been hypothesized to injure the cell

in several ways including damaging enzymatic machinery (Lovelock, 1953b, 1953a) and destabi-

lizing the cell membrane (Steponkus, 1984).

The second biophysical response is intracellular ice formation (IIF), which occurs when the

cooling rate is sufficiently rapid to trap water within the cell. In this case, the cell cannot osmotically equilibrate with the extracellular space. As a result, the cytoplasm cools, and ice ultimately nucleates

within the cell (Mazur, 1965); these ice crystals cause injury to the organelles and membranes

(Toner et al., 1990). Thus, damage resulting from solute effects happens at relatively low cooling

rates, when the cells have had sufficient time to dehydrate completely, and IIF damage occurs at

relatively high cooling rates, when the water is trapped inside the cells. This results in an “inverse

U curve” of cell viability, with low viability at very high and very low cooling rates and high

viability at cooling rates between the extremes (Mazur, 1984; see also Chapter 1). This cooling

rate behavior is highly cell-type dependent, with the cooling rate that yields maximum viability

(i.e., the top of the inverse U) ranging as low as 20°C/min for mouse spermatazoa (Devireddy et

al., 1999) and as high as >90°C/min for rat prostate tumor (Smith et al., 1999).

Many physical and biochemical properties of cells are thought to influence the injury mecha-

nisms discussed above, including the stage in the cell cycle (McGann and Kruuv, 1977), the state
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of adhesion (Hetzel et al., 1973; Kruuv, 1986), the state of membrane proteins before and after

freezing (Kruuv, 1986; McGann et al., 1974), and the temperature maintained after freezing

(McGann et al., 1975). These parameters, however, are difficult to control during cryosurgery and

may have more influence on cryopreservation (see Chapters 1 and 2).


16.2.3 THE THERMAL HISTORY OF DIRECT CELL INJURY


Cellular injury mechanisms depend on the thermal history that a cell experiences during freezing.

This thermal history is defined by four thermal parameters: cooling rate, end (or minimum)

temperature, time held at the minimum temperature (hold time), and thawing rate. Variations in

these thermal parameters change the mechanism by which injury to the cell occurs. The foregoing

discussion of the two biophysical effects that cause direct cell injury showed that cooling rate is

important for determining mechanism of injury. Variations in end temperature can also affect the

mechanism of cell injury. Because extracellular solute concentrations increase with decreasing

temperature during freezing, end temperature can affect how much osmotic dehydration the cell

experiences and how much resultant damage occurs. End temperature can also affect IIF. Biological

cells experience two different types of ice nucleation that occur at different temperature ranges:

surface-catalyzed nucleation (SCN) from –5 to –20°C and volume-catalyzed nucleation from –25

to –40°C (Toner et al., 1990). Recently, data obtained in our laboratory have suggested that SCN

could occur at even lower temperatures (Berrada and Bischof, 2000). Thus, variation in end

temperature can affect the nucleation of ice within the cell and also affect how much IIF occurs.

Hold time is also important for both injury mechanisms that have been described. Depending

on the dynamics of water movement across the membrane, increasing the hold time can allow the

intracellular space to equilibrate with the extracellular space, thereby increasing intracellular solute

concentration during freezing (Smith et al., 1999). Also, SCN has been shown to be both hold-time

and end-temperature dependent. Thus, holding longer at subzero temperatures can increase the

amount of SCN occurring within the cells, and thereby exacerbate IIF (Toner, 1993). Finally,

increasing hold time is also hypothesized to allow for recrystallization, whereby smaller ice crystals

fuse to form larger ice crystals to decrease surface area and minimize free energy, increasing the

probability that vital intracellular machinery or the cell membrane will be disrupted by a growing

ice crystal (Asahina et al., 1970). The thawing rate acts in much the same way as hold time, by

increasing the amount of time spent at low subzero temperatures, increasing the probability of

solute and IIF damage.

Although quantitative studies have been carried out regarding the effects of all the above

parameters on cell injury, the end-temperature parameter has long been the predominate area of

study in cryosurgical research. This work searches for a “lethal temperature” that is capable of

completely destroying a cell or tissue. Presumably, freezing a tumor to temperatures equal to or

lower than the lethal temperature would completely destroy the tumor (Gage, 1992). Lethal tem-

peratures have been shown to be highly cell-type dependent. Some of these studies are summarized

in Table 16.1. Jacob et al. (1985) found that Walker carcinoma cells had >1% viability after freezing

to –35°C, whereas Zacarian (1977) found approximately 50% viability in HeLa cells at the same

end temperature. Ludwin (1951) froze mouse mammary tumor tissue to –79°C and found that this

tissue could grow tumors approximately half of the time. The effect of the other thermal parameters

has also been studied by several laboratories, but to a lesser extent than end-temperature. Tatsutani

et al. (1996) found a strong correlation between increasing cooling rate and decreasing viability in

ND-1 cells, whereas McGrath et al. (1975) found little change in viability as a result of increasing

cooling rate in HeLa cells. Jacob et al. (1985) also considered hold time in their study, and despite

a statistically significant decrease in viability, concluded that there was very little effect of hold

time on tumor cell viability.

There has been little work regarding thawing rate outside cryopreservation applications, which

are usually performed under in vitro
 conditions using cryoprotectants and are thus not relevant to
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TABLE 16.1



Minimum Thermal Histories Required to Induce Direct Cellular Injury



Author



Year



CR



ET



HT



TR



Cell/tissue system


McGrath et al.

1975

100°C/min

–20°C

1 min

800°C/min

HeLa S-3 cervical carcinoma

Zacarian

1977

Rapid

–35°C

1 min

N/A

HeLa cervical carcinoma

Jacob et al.

1985

1°C/min

–20°C

10 min

1°C/min

Walker mammary adenocarcinoma

Tatsutani et al.

1996

1°C/min

–30°C

5 min

37°C contact

Human prostate adenocarcinoma

Smith et al.

1999

5°C/min

–80°C

0

200°C/min

AT-1 prostate adenocarcinoma

Yang et al.

2000

~5°C/min

–10°C

0

0.5°C/min

MBT-2 bladder carcinoma

Kremer and Duffy

2000

2°C/min

–16.1°C

0

Fast

Human endometrium

Bischof et al.

2001

5°C/min

–30°C

0

200°C/min

ELT-3 uterine leiomyoma


Note


For ease of comparison, the minimum thermal history that reduced viability to under 15% was entered into the table. CR, cooling rate; ET, end (or minimum) temperature; HT, time held at the minimum temperature (hold time); TR, thawing rate.

this discussion (Smith et al., 1999). A summary of thermal histories that cause a significant amount

of direct cell injury can be seen in Table 16.1; see also Gage and Baust (1998) for a discussion of

literature on the thermal history that causes in vivo
 cryoinjury. They present two tables, one that shows that the lethal end temperature of cryosurgery has been reported anywhere from –2 to –70°C

and below, and the other of which shows the effect of multiple freeze–thaw cycles. The studies

reviewed report results from tissues frozen in vivo
 that were assessed for viability both in vivo
 and in vitro
 at various points after freezing. As a result of the methodology of the experiments reviewed, the injury assessment could include injury not directly caused by the freezing insult. Because of

our desire to include only thermal histories shown to cause direct cell injuries, those studies were

not included.

Our laboratory has also obtained a great deal of information regarding the response of two

specific model systems to variations in all thermal parameters: Dunning AT-1 rat prostate cells and

ELT-3 rat uterine fibroid cells (Bischof et al., 1997, 2001; Roberts et al., 1997; Smith et al., 1999).

We have found that AT-1 cells are quite resistant to cooling injury in vitro
 , having relatively high viability at low subzero temperatures—even showing survival after being plunged into liquid

nitrogen. In contrast, a uterine fibroid cell line, ELT-3, has near zero viability after freezing to

temperatures at or below –30°C (Bischof et al., 2001). The effects of individual thermal parameters

have been investigated (Smith et al., 1999). AT-1 cells are relatively insensitive to the effects of

cooling and thawing rates, and viability tends to depend on the other thermal parameters (end

temperature, hold time). Similar results were found for ELT-3 cells. This information is important

for drawing conclusions regarding the relative importance of the host-response injury mechanisms,

which will be discussed in the following sections.


16.3 THE ROLE OF IMMUNOLOGICAL INJURY IN CRYOSURGERY



16.3.1 THE ROLE OF IMMUNOLOGICAL INJURY IN TISSUE NECROSIS


Cryosurgery was initially linked to changes in the immune system in the 1960s when, after

cryosurgery of a primary prostate tumor, several investigators noted that there was a spontaneous

regression of metastases (Soanes et al., 1970a). For example, a 66-year-old male with undifferen-

tiated prostate adenocarcinoma that had lung and cervical spine metastases confirmed by x-ray

received cryosurgery of a primary lesion on two separate occasions, 4 weeks apart. After the second

cryosurgery, the lung metastases had disappeared from the chest x-ray and the neck pain resulting



TF1231_C16.fm Page 460 Tuesday, April 6, 2004 11:14 PM


460


Life in the Frozen State


TABLE 16.2



Experimental Results of Immune Response after Cryosurgery



Author



Year



Model System (induction)



Therapy



Immune effect


Myers et al.

1969

Mammary AC (viral)

Cryo

Positive

Neel and Ritts

1979

Mammary AC (viral)

Cryo

Positive

and FS (chemical)

Lubaroff et al.

1981

R3327 prostate AC (syngeneic)

Cryo w/bCG injection

Positive

Miya et al.

1987

MRMT-1 mammary AC (chemical)

Cryo

Positive

Bayjoo et al.

1991

HSV-2-induced FS (viral)

Cryo

Positive

Misao et al.

1981

MRMT-1 mammary AC (chemical)

Cryo

Negative 1–3 weeks

post, positive 7–10

weeks post

Miya et al.

1986

MRMT-1 mammary AC (chemical)

Cryo

Negative 1–3 weeks

post, positive 7–10

weeks post

Eskandari et al.

1982

R3327 prostate AC (syngeneic)

Cryo

Slightly positive

Matsumura et al.

1982

MRMT-1 mammary AC (chemical)

Cryo

No effect

Hoffmann et al.

2001

AT-1 prostate AC (syngeneic)

Cryo

No effect

Muller et al.

1985

Dunn osteogenic sarcoma (syngeneic)

Cryo

Some positive and some

negative effects

Hayakawa et al.

1982

1° FS (chemical)

Cryo

Negative

Yamashita et al.

1982

KMT-17 FS (chemical)

Cryo

Negative

Wing et al.

1988a

HSV-2-induced FS (viral)

Cryo

Negative

Friedman et al.

1997

MatLyLu AC (syngeneic)

Cryo of ventral

Negative

prostate +/–Freund’s

Roy et al.

1990

AFS Ascites FS (syngeneic)

Injection of

Negative

cryodestroyed tumor


Note:
 The tumor type and source were described, along with the immunostimulatory therapy. Cryo, cryosurgery; AC, adenocarcinoma; FS, fibrosarcoma; bCG, bacillus Calmette-Guerin.

from the metastases in the spine had been alleviated. From this type of case history, an immuno-

logical mechanism was proposed (Ablin et al., 1974a). It was theorized that during cryosurgery,

the immune system of the host became sensitized to the tumor being destroyed by the cryosurgery.

As the body resorbed the necrotic tissue, an active immunity was developed to the tumor tissue.

Any primary tumor tissue undamaged by the cryosurgery and the metastases were destroyed by

the immune system after cryosurgery. This response was termed the “cryoimmunological response.”

Reviewing the literature shows that cryosurgery can either stimulate or inhibit the immune

system (see Table 16.2). Several animal models and clinical case studies indicating a positive

immunological response to tumor tissue after cryosurgery have been reported (Ablin et al., 1973;

Lubaroff et al., 1981; Neel et al., 1973). Neel and Ritts (1979) grew chemically induced mammary

sarcomas in mice and compared four different treatments (including cryosurgery) of the primary

tumor as well as the effect of these treatments on a secondary tumor injected at a remote site. The

cryotreated group showed the lowest incidence and smallest size of tumor after secondary challenge

of the four groups. Similar data were reported from the Copenhagen rat using the syngeneic Dunning

R3327 tumor cell line. After cryotreatment of small (<1 cm3) R3327 tumors in combination with

an immunostimulatory therapy (bacillus Calmette-Guerin, bCG), secondary tumor challenges were

rejected (Lubaroff et al., 1981).

Not all studies promote cryosurgery as a method for improving tumoricidal activity of the

immune system. Hayakawa et al. (1982) found decreased resistance to a secondary tumor challenge
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when a primary tumor was treated cryosurgically, compared with treatment by surgical excision.

Other studies by this group found increased growth and metastatic rates of secondary tumors after

a primary tumor had been treated with cryosurgery (Yamashita et al., 1982). It should be noted

that the tumor systems used by this group were also chemically induced fibrosarcomas, similar to

one of the tumors used by Neel and Ritts (1979).

The literature has shown that it is difficult to predict whether a tumor will be susceptible to

immunological injury after cryosurgery. Ablin (1995) termed this subject “cryosensitivity,” in which

both the tumor and host are examined for their roles in generating the immune response. Table

16.2 shows some of the model systems used for investigations of the cryoimmunological effect,

and the results show a spectrum of immunological consequences, from stimulation to inhibition of

the immune system. The model systems studied for cryoimmunology have yielded no consistent

results within tumor types. For example, cryosurgery of both adenocarcinomas (Lubaroff et al.,

1981) and sarcomas (Neel and Ritts, 1979) have been shown to produce a positive immune response

and to limit further tumor growth. In other studies, cryosurgery of both adenocarcinomas (Mat-

sumura et al., 1982) and sarcomas (Yamashita et al., 1982) has had either no effect or even a

negative immunological consequence, after which the tumor grows as rapidly as before the cryo-

surgery. Regarding syngeneic cell lines, the Dunning R3327 cell line has been shown by Lubaroff

et al. (1981) to have inhibited growth after cryosurgery, but in studies by our group (Hoffmann et

al., 2001), the Dunning AT-1 (a subline of R3327) cell line showed no inhibition. Attempts to

correlate response with tumor type in other ways have been unsuccessful. Inclusion of other cell

lines could eventually create trends, but as of now, the literature does not show any tumor type to

have a predilection for being susceptible to cryoimmunological effects.

The literature indicates that the amount of antigen used to produce the antitumor immune

response and the timing of the immune stimulation are critical in creating an effective antitumor

immune response. The concept of “antigen excess” is that if the amount of antigen produced by

cryosurgery exceeds the host’s ability to remove the antigen, suppression of tumor immunity would

occur through the formation of antigen–antibody complexes at the cryosurgical site (Ablin, 1995).

Suppressor T-cells could be activated as well. Experimental evidence of this has been seen in other

studies. Roy et al. (1990) found that injection of greater amounts of cryodestroyed tumor could

actually decrease survival time in animals challenged with tumor cells. Neel and Ritts (1979) found

that the growth suppression of a secondary tumor that occurred as a result of cryosurgery of a

primary tumor was potentiated if, 24-h postcryosurgery, the primary tumor was excised. It is possible

that removal of the primary tumor after cryosurgery allows more of the immunologically active

cells to attack the secondary tumor. When the tumor was left inside the host, the amount of immune

response the host generated against a second tumor could have been lower because more of the

immunologically active cells were “deflected” toward the primary tumor. Studies in our laboratory

(Hoffmann et al., 2001) found that using immunoadjuvants to promote an immune response to the

tumor could actually increase the growth rate of the tumor, possibly because the immunoadjuvant

added too much antigen for the host’s immune system to absorb. With regard to the timing of

immune stimulation, Roy et al. (1990) also found that challenging with live tumor cells at shorter

times after injection of cryodestroyed tumor cells would decrease survival of the animal. Similarly,

the work of Miya et al. (1986) has indicated that cryosurgery can suppress the immune system 1

to 3 weeks postcryosurgery and can stimulate the immune system 7 to 10 weeks postcryosurgery.

Thus, timing appears critical.

From this mixed response of tumors to the immune stimulation caused by cryosurgery, inves-

tigators sought a mechanism that could explain the immune and tumor response to the surgery.


16.3.2 POTENTIAL MECHANISMS OF IMMUNOLOGICAL INJURY


There have been three main mechanisms of immune-mediated postcryosurgical injury proposed.

The one that has received most research is the production of antitumor antibodies (Ablin et al.,
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FIGURE 16.2
 Antigen presentation to antibody production cascade in antibody–mediated tumor cell killing.

1974a). The hypothesis is that, as tumor cells die, they release many antigens from the proteins

contained within the cell. These antigens will be of all origins, including those on the membrane

of the cancer cell (see Figure 16.2). A membrane antigen will be phagocytosed and moved to the

surface of an antigen-presenting cells, such as macrophages or B cells (Cotran et al., 1994a). The

particular B-cell with an antibody (Ab) specific for the antigen on its surface will then be stimulated

by a helper T-cell to transform into a plasma cell (the Ab-producing form of the B-cell). The Abs

will then attach to the same membrane protein of other undamaged tumor cells. From there, the

Ab will induce complement fixation and macrophage and neutrophil chemotaxis. Complement can

produce pores in the membrane of cells, and macrophages and neutrophils can phagocytose cells

as well as release enzymes and free radicals that kill the tumor cell. Macrophage-mediated cell

killing is depicted in Figure 16.2. As these antibodies work to kill cells, they are often called

cytotoxic antibodies (Yamashita et al., 1982).

Research in this area has investigated whether cryosurgery does indeed produce antibodies, but

it has met with mixed results. Clinical cases showed that there was an overall increase in serum

Ab levels, particularly IgM (Ablin et al., 1977), among other changes in serum proteins (Ablin et

al., 1975). Serum from patients reacted with prostate tissue from both human and monkey prostates,

indicating that Abs to prostate tissue were produced. Immunofluorescence studies indicated that

these Abs were reacting to the epithelial and stromal cells of the prostate (Ablin et al., 1974a,

1974b), but the link between Ab production and cryosurgery was inconclusive. Some of these

patients actually had a lower antiprostatic immune titer when compared with serum collected before

surgery (Ablin et al., 1974b). In terms of animal models, cryosurgery of the normal rabbit prostate

produces large immune titers to prostatic tissue (Yantorno et al., 1967). In a subsequent study, it

was demonstrated that only a small percentage of the antiprostatic Abs were isoantibodies; that is,

Abs that would attack the prostatic tissue in the animal that grew the Abs (Ablin et al., 1971).

Presumably, it is this tissue that the Abs would have to attack for there to be an effect. Also, similar

Ab levels were produced in rabbits that were injected with minced prostatic tissue (Shulman et al.,

1968), and those levels could not be further increased by additional cryosurgery (Riera et al., 1968).

These last studies question the specific role cryosurgery plays in developing antitumor Abs.

There have been studies in which the relationship between Ab and tumor growth was investi-

gated both indirectly and directly. Lubaroff et al. (1979) showed that injection of tumor cells in

Freund’s adjuvant, an immunoadjuvant that has been shown to increase Ab production, would

decrease the growth rate of a secondary tumor. Friedman et al. (1997) attempted to immunize

animals to prostate cancer by performing cryosurgery on a normal prostate injected with Freund’s

adjuvant, assuming that the immune reaction created would cross-react with the prostate cancer

cells. However, injection with adjuvant actually decreased the resistance to the tumor. Unfortunately,

because neither study measured antibody levels directly, it is impossible to draw a correlation

between antibody levels and tumor rejection. Yamashita et al. (1982) did look directly at the Ab-

specific reaction to tumor cells. The authors showed, by enzyme-linked immunosorbent assay

measurement, that cryosurgery did indeed stimulate cytotoxic Ab production. However, this did
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FIGURE 16.3
 Antigen presentation to cytotoxic T-cells in cytotoxic T-cell–mediated tumor cell killing.

not serve to protect the animal from a second tumor challenge. The animals that received cryosurgery

showed less tumor rejection than those treated with surgical excision. Our group (Hoffmann et al.,

2001) examined antitumor-Ab production after injection with lysed AT-1 tumor cells mixed either

with PBS or Freunds. Both therapies produced an antitumor-Ab response significantly higher than

both untreated tumor-bearing and non-tumor-bearing controls (as measured by serum enzyme-

linked immunosorbent assay). The antitumor-Ab did not limit the growth of a second tumor. It

would appear from these studies that Abs specific to tumor cells are not clearly protective from

secondary tumor challenge or tumor metastasis.

A second potential method of the immune system affecting tumor growth is by cytotoxic T-

cell–mediated tumor cell killing. During the immunosurveillance that goes on continuously within

a host, intracellular antigens are moved to the surface of all cells by attachment to a membrane

protein. If a cytotoxic T-cell recognizes that antigen, it will become activated and divide. The

population of T-cells will then kill the tumor cells by secreting enzymes that mechanically disrupt

the cell. However, it is important to note that this process goes on continuously, even before

treatment, and that the tumor continues to grow despite this mechanism. Thus, it is hypothesized

that cryosurgery somehow changes the presentation of antigen or sensitizes the T-cell by destroying

many tumor cells in the vicinity. The former mechanism is depicted in Figure 16.3.

This mechanism of tumor cell killing has been shown to be the major form of malignant cell

removal in the absence of treatment (Cotran et al., 1994b), yet it has not had much attention in

cryosurgical research. Eskandari et al. (1982) examined T-cell activation after cryosurgery of the

R3327 tumor in the Copenhagen rat. The T-cell activity was increased 2 weeks after cryosurgery

when compared to preoperative levels. The activity declined from this peak but remained elevated

throughout the remainder of the study. Controls (which received cryosurgery not of the tumor, but

of the right thigh muscle near the tumor) did not show the initial rise of T-cell activity at 2 weeks,

but activity increased at 4 weeks to the same level shown by the experimental group at 2 weeks.

T-cell activity was inversely proportional to tumor growth, indicating the T-cell activity did decrease

the tumor growth rate. However, it is unclear whether cryosurgery was truly the cause of T-cell

activation because the reaction was also shown, albeit at a different time point, in the control group.

Miya et al. (1986) examined cell proliferation in the lymph nodes after cryosurgery and found that

T-cell proliferation decreased when the immune system showed other signs of being suppressed (1

to 3 weeks postcryosurgery) and increased when the immune system appeared to be stimulated (7

to 10 weeks postcryosurgery). Studies by our laboratory (Hoffmann et al., 2001) showed no

difference in T-cell density (measured by immunocytochemistry) in the region of the growing tumor

after cryosurgery. However, the assay used to measure T-cell response was not a functional assay.

The number of T-cells present does not indicate whether these cells are activated in a tissue, and

thus, it is difficult to conclude that there was no difference in T-cell activity, even though there was

no difference in T-cell counts.

The final mechanism of tumor cell killing is very similar to the cytotoxic T-cell mechanism.

In this mechanism, a natural killer (NK) cell destroys the tumor cells. These cells have a similar

immunological mechanism as T-cells, but they do not require prior exposure to antigen for them

to carry out cell destruction. Thus, under this hypothesis, cryosurgery does not sensitize the NK
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cell to the tumor, as it is not necessary, but rather, the cryosurgery is hypothesized to stimulate the

activity of NK cells. Like the other mechanisms discussed, the research in this area has had mixed

results. Bayjoo et al. (1991) showed that cryosurgery of a fibrosarcoma in rats increased NK cell

activity. Wing et al. (1988a, 1988b) showed that cryosurgery decreased NK cell activity and

increased immune suppressor cell activity in a fibrosarcoma of a different origin. Neither group

offered any speculations as to the mechanism by which the activity of NK cells became changed.

This research, at this point, does not point to cryosurgery having a specific effect on NK cell activity.

Unlike direct cell injury, where the link between cryosurgery and direct cell injury is over-

whelming, the link between immunological injury and cryosurgery is at this point tenuous. As a

result, linking any potential immunological changes to the thermal history experienced by the tissue

appears premature at this point.


16.4 THE ROLE OF VASCULAR INJURY IN CRYOSURGERY



16.4.1 THE ROLE OF VASCULAR INJURY IN TISSUE NECROSIS


Cohnheim (1877) first hypothesized that the necrosis seen in frostbite was caused by hemostasis

within the frozen tissue postthaw. Thereafter, Lewis and Love (1926) described the gross pattern

of vascular response in human skin during and after freezing. After freezing specific areas of a

subject’s skin to –5°C, they observed the tissue as it warmed to room temperature. This study

qualitatively showed the response of the vasculature to cooling. The previously frozen region was

initially static, surrounded by hyperemia. After the tissue was completely thawed, flow returned to

the previously frozen region, accompanied by edema. Rotnes and Kreyberg (1932) showed stasis

that returned after the initial return of flow. By freezing small regions of rabbit ears, they observed

the initial stasis and return of flow. However, in areas that were frozen for longer times (>5 sec),

the blood flow did not persist in the capillaries. Twenty-four hours later, the vessels were static.

On microscopic analysis, the capillaries were filled with columns of red blood cells. Rotnes and

Kreyberg concluded that it was the column of blood cells that was likely occluding flow, but they

did not exclude the possibility of a thrombus, which would have included fibrin in its formation.

The work that followed continued to support Cohnheim’s original hypothesis. An example of

this is the work done by Kreyberg and Hanssen (1950), in which they attempted to assess at what

point postfreeze the tissue had been critically injured because of vascular stasis. They froze portions

of mouse ears to –78°C and transplanted them at various points after freezing to a subcutaneous

pocket elsewhere on the mouse. For comparison, the number of ear tissue slices surviving such a

procedure without being frozen was ~66%. If the tissue was transplanted 5 sec after freezing,

approximately the same survival was seen (~66%). However, if the tissue was transplanted 3 h

after freezing, less than 25% survived. This defined a possible time point at which the onset of

irreversible vascular obstruction and resultant ischemia begins. More important, it showed that the

freezing insult itself did not critically injure the tissue. It was the latent vascular effect that had a more profound effect on the tissue survival.

Further information as to the role of the vasculature in defining freezing injury was found when

investigators administered vasoactive substances. Use of osmotic agents, such as inositol (Sullivan

and LeBlanc, 1957) and low–molecular weight dextran (Mundth et al., 1963) to maintain plasma

osmotic pressure, and therefore plasma volume, decreased tissue loss postfreeze. Several investi-

gators (Lempke and Schumacker, 1949; Mundth et al., 1963) found that anticoagulation decreased

tissue destruction. Mundth et al. (1963) also investigated the timing of anticoagulation. If the blood

was heparinized for 1 h postfreezing, then the same amount of tissue destruction was seen as if

the tissue was untreated. If the blood was heparinized continuously from 3 h to 5 d postfreeze,

reduction in necrosis was seen. These studies further support the hypothesis that the vascular

response is important, if not critical to determining tissue injury.
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Not all vascular manipulations had such consistent effects. The most prominent disagreement

in experimental evidence was in the area of blood flow into the region of freezing. Entin et al.

(1954) found that vasodilation with Etamon chloride protected the tissue from necrosis. Rothenborg

(1970), however, found that systemic vasoconstriction (from hemorrhage distant to the site of

freezing) protected tissue from necrosis. Dilley et al. (1993) saw no difference between normal

blood flow and complete vascular occlusion when performing cryosurgery on the liver, which was

in direct contrast to earlier findings in a similar model system by Neel et al. (1971). These

investigators used different thermal histories to induce freezing damage, and the effect of blood

flow could have been dependent on the temperature or time at which the blood flow changes were

made. This underscores the importance of thermal history in determining vascular injury.

The main limitation in the tissue-survival studies described above was that vascular injury was

only investigated by indirect methods. Tissue destruction was seen as a result of vascular damage,

and although the studies did attempt to remove all other variables from the possible cause of tissue

death, they did not provide any data regarding the state of the vasculature. As a result, several other

techniques were used to generate data regarding the state (open or static) of the vessel by direct

imaging. One approach involves fluorescent vascular imaging within whole organs and limbs, which

gives a macroscopic picture of injury. Lange and Boyd (1945; Lange et al., 1947) froze human and

rabbit limbs and studied thrombosis and leakage using fluorescein as a contrast dye. Freezing to

–78°C for 5 min created near-total stasis (signified by no fluorescence in the frozen region) for 1

h in the previously frozen region followed by increased perfusion and leakage. Stasis returned

approximately 12 h postfreeze, and increasing the freezing time beyond 5 min decreased the time

required for stasis to return. Stasis was found to be to the result of vascular thrombosis as assessed

by histology. Similar to the findings by Mundth et al. (1963), heparin therapy maintained vessel

patency (as signified by fluorescence penetrating into the frozen/thawed region) as long as the

heparin was continued at least 5 d postthaw. Hurley (1957) followed this work by using mercury

angiography postfreeze. The regions into which mercury was unable to penetrate became necrotic,

as would be expected from vascular injury–induced ischemia.

To study the entire vasculature surrounding a frozen region, the technique of vascular casting

has been used. One advantage this technique has is the ability to cast the entire vasculature that

was perfused at the time of death. Scanning electron microscopy of the resulting cast allowed for

great precision in estimating vascular size as well as imaging the “blind” capillaries that occurred

as a result of angiogenesis or thrombosis. Hurley (1957) used vascular casting to confirm their

mercury angiography results, Orita et al. (1988) used it for determining vascular damage postfreeze

within the rat brain, and Daum et al. (1987, 1989, 1991) have published several papers using this

technique to determine the vascular loss from freezing in rat feet. The main conclusion from these

investigations was that the microvasculature (arterioles, venules, and capillaries) was preferentially

destroyed in freezing injury.

The techniques of fluorescent imaging and angiography are able to determine the dynamic

changes of the vasculature as a whole, but it is difficult to gain information about single vessels

from these techniques. Vascular casting gives the accuracy needed, but it requires the death of the

animal, providing a static picture, and cannot follow the dynamic progression of injury in a single

animal. As a result, there have also been several “chambers” developed, such as the rabbit ear

chamber and hamster cheek pouch, that allow direct imaging of the microvasculature with great

resolution. These techniques allow accurate, dynamic measurements intravitally, but the chamber

only allows for a thin “two-dimensional” vascular preparation. The thickness in the third dimension

must be minimized to allow for transillumination. Furthermore, these animals have to be housed

at near body temperature to prevent thermal conduction out of the chamber from causing the

vasculature to regress. Thus, the advantages and limitations of each technique led to the use of all

of the above techniques in defining a more complete picture of vascular injury.
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The first chamber technique used for intravital viewing of the vasculature was the rabbit ear.

The ear of the rabbit is very thin, and with contrast enhancement, the vasculature was easily

illuminated. This was the model used by Cohnheim (1877) in framing his original hypothesis.

Quintanella et al. (1947) performed an experiment similar to Rotnes and Kreyburg (1932; i.e.,

freezing with CO snow for 30 sec) and saw stasis that began 10 min postthaw. Crimson and

2

Fuhrman (1947) followed this work with fluorescein injection into rabbit ears frozen to approxi-

mately –60°C for 1 min. They showed that a freeze/thaw of a portion of the ear blocked fluorescein

entrance into the previously frozen region and that fluorescein appeared in the edema fluid. This

work was continued by Bellman and Strombeck (1960), who demonstrated thrombosis within the

vasculature 3 d after freezing to –20°C using intravital techniques. Giampapa and Aufses (1981)

noted that small vessels preferentially went static first after thawing, which was later confirmed by

Daum et al. (1989). Finally, Lazarus and Hutto (1982) found that heparin could delay the stasis

seen at 24 h postfreeze. This is similar to the findings by Mundth et al. (1963) and Lange et al.

(1947) discussed above.

These studies all point to vascular injury as being critical in determining tissue damage postthaw.

The fact that freezing preferentially destroys the microvasculature indicates that freezing disrupts

the vasculature at its most critical site (Daum et al., 1987, 1989; Giampapa and Aufses, 1981).

Without the oxygen and nutrient delivery that the microvasculature normally provides, tissue will

become ischemic, and if this ischemia persists, necrosis can result. Studies by our group on AT-1

tissue grown in a dorsal skin flap chamber model of cryosurgery examined the link between stasis

and necrosis after cryosurgery. Vascular stasis was produced in the chamber by freezing (Hoffmann

and Bischof, 2001a), and the entire region that showed vascular stasis became necrotic at 3 d

postcryosurgery. The thermal parameters required to cause this damage were much milder than

those required for AT-1 cell destruction in vitro
 and were similar to temperatures that caused vascular injury in other studies. This result, combined with the results indicating that AT-1 tissue is relatively insensitive to the immunological consequences of freezing (Hoffmann et al., 2001), lends strong

support to the hypothesis that vascular injury is important in determining the size of a lesion caused

by freezing in vivo
 .


16.4.2 POTENTIAL MECHANISMS OF VASCULAR INJURY


While the studies discussed in the previous section do not directly show the mechanism of microvas-

cular damage, they do point to a common source for vascular injury. Early intravital studies, such

as Rotnes and Kreyberg (1932), observed leakage of large molecular dyes through the vessel wall

after freezing, and several investigators observed oedema formation that could be reversed by

increasing plasma osmotic pressure (Mundth et al., 1963; Sullivan and LeBlanc, 1957). Crimson

and Fuhrman (1947) also showed vascular contrast dye in the edema fluid. These point to the

endothelium as playing a role in vascular injury. Damage to the endothelium leads to the increased

leakage of fluid and plasma proteins through the vessel wall that has been seen by many investigators

(Bellman and Adams-Ray, 1956; Pollock et al., 1986). Also, removal of the endothelium from the

vessel wall exposes the thrombogenic underlying connective tissue, causing the thrombus formation

that has been seen postthaw in several studies (Bellman and Strombeck, 1960; Hoffmann and

Bischof, 2001a; Zook et al., 1998). This could explain why anticoagulation could limit tissue injury

postfreeze, as reported (Lange and Boyd, 1945; Lange et al., 1947; Mundth et al., 1963).

Histological assessment of frozen tissue at discrete time points postfreeze has shown evidence

of endothelial damage as a result of freezing. An early example of this was the study by Greene

(1943). He froze mouse tails for 1 min in a –62°C temperature bath and fixed and sectioned the

tails at several points postfreeze. At 5 min postfreeze, he saw endothelial swelling. At 30 min

postfreeze, he saw an increase in red blood cells in the vessels, and by 24 h postfreeze, there was

marked inflammation and necrosis. To see the effect of thermal history on histology, he repeated
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the study, freezing this time in a –60°C bath for 3 min. The 5-min postfreeze time point seemed

somewhat similar to the matching time point after the 1 min freeze, but by 30 min postfreeze, he

saw arteriolar thrombosis and endothelial sloughing. The most interesting conclusion was that only

in areas of vascular damage was there tissue necrosis. In the area he termed “destined to recover,”

he only saw slight vasodilation, whereas the area that would eventually be necrotic, he saw

endothelial sloughing and arteriolar thrombosis.

The chamber techniques discussed in the preceding section have also suggested the importance

of endothelial damage in vascular injury. Bourne et al. (1986) saw the same initial stasis and leakage

in two groups of rabbit ears subjected to two different thermal histories, either –4°C for 3 min or

–3°C for 4 min, for 12 h postfreeze. However, the lower freezing temperature (–4°C) produced a

disruption of the endothelium. The tissue subjected to the lower freezing temperature with endot-

helial disruption showed a secondary stasis and a resulting tissue loss. The group subjected to the

higher temperature that maintained the endothelium did not have tissue loss. Rabb et al. (1974)

also reported endothelial sloughing in the region of stasis in the hamster cheek pouch. Giampapa

and Aufses (1981) and Zook et al. (1998) both noted that endothelial cells were preferentially lost

from the microvasculature and that it was the microvasculature that would eventually become static.

Ninomiya et al. (1985), building on work by Iida and Iranpour (1972), investigated the effect of

freezing on tumors grown in the hamster cheek pouch. The investigators sought to find whether

the state of the endothelium could be used to predict the tissue response. They froze the tumors

within the cheek pouch using a liquid nitrogen probe, and they used two markers for endothelial

activity, alkaline phosphatase activity and UEA-1 lectin binding activity. They found that alkaline

phosphatase and UEA-1 were both normal on the edge of the previously frozen region where the

tissue showed no necrosis. There was no alkaline phosphatase or UEA-1 activity in the portion of

the previously frozen region that would later become necrotic.

Several ultrastructural studies have been carried out to investigate the endothelial damage

observed. Bowers et al. (1973) found that endothelial cells within vessels subject to freezing to

–23°C in vivo
 lost membrane integrity. The muscle tissue surrounding the vessel containing dam-

aged endothelium showed signs of injury, and the tissue in which the endothelium was intact showed

no damage. During ultrastructural investigation, Rabb et al. (1974) showed gaps in the endothelial

lining, and in some regions, the basement membrane had been obliterated by the freezing to –20°C.

Beitner et al. (1989) and Zook et al. (1998) both showed similar endothelial and tissue damage to

that found by Bowers et al. (1973). Rubinsky et al. (1990) found disruption of endothelia (by

cryoscanning electron microscopy, which images the tissue in the frozen state) caused by cryosur-

gery in the liver in vitro
 . Finally, Marzella et al. (1989) did an extensive study of the timing of the endothelial events. The sequence they observed after in vivo
 freezing was: 1 min postthaw endothelial membrane disruption; 1-h postthaw vascular congestion, protein extravasation, and platelet adhesion;

6-h postthaw endothelial membrane vacuolization; and 24-h postthaw endothelial separation.

Although these studies strongly indicated that the state of the endothelium determines the state

of the vasculature and surrounding tissue, they did not define how the endothelium was damaged.

As a result, there have been several theorized causes for endothelial injury as a result of freezing.

The first is that the formation of ice within the vasculature causes direct cellular injury to the

endothelium (Rabb et al., 1974). As discussed in the section on direct cellular injury, freezing

initiates several biophysical changes within the cell, the ultimate result of which can be cell death

if the biophysical changes cause sufficient physiologic stress (see Figure 16.4b). The histological

appearance of the endothelium and endothelial sloughing seen in chamber systems could be a result

of cell death caused by direct cellular injury.

Two sources of endothelial injury occurring postthaw have been proposed, one based on free-

radical propagation and the second based on neutrophil activation. These mechanisms start with

the same initial steps. During the freezing process, the blood flow within the vasculature ceases.

This causes ischemia to the tissue during the time the freezing process is occurring. Ischemia in
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FIGURE 16.4
 Mechanisms of endothelium injury: (A) uninjured endothelium, (B) direct cell injury based on biophysical changes, (C) free radical injury from postthaw hyperperfusion, (D) toxic enzyme injury from neutrophil chemotaxis postthaw (modified from Hoffmann and Bischof, 2002).

turn causes some cells to become hypoxic. When the ice thaws, blood flow is restored to the tissue

(Lewis and Love, 1926). Because the hypoxic state of the cells causes them to release vasoactive

factors, the vasculature dilates, and the tissue is hyperperfused. In the first postthaw mechanism,

the high oxygen delivery of the hyperperfusion is theorized to cause free radical formation (Barker

et al., 1987; see Figure 16.4c). It is the free radicals that are purported to cause endothelial damage

by peroxidation of the lipids in the membrane. The lipid changes create pores in the membrane

and destroy the endothelial cell. In support of this hypothesis, Manson et al. (1991) showed that

vascular injury is reduced postthaw when the tissue is treated with superoxide dismutase, a free

radical scavenger. Further support was given by Iyengar et al. (1990), who examined the use of

iron chelators to inhibit free radical formation after freezing. Blood flow to the previously frozen

region after thawing was much the same whether or not iron chelators were used, but the eventual

necrosis was much greater in the untreated case.

The second postthaw mechanism hypothesizes that neutrophils are called to clean up the debris

from the cells that died or were injured during the freeze. In the process, they adhere to the

endothelium and release enzymes designed to digest the dead cells (see Figure 16.4d). However,

with the large insult that comes from the tissue freezing, the neutrophils become overactivated and

destroy live cells in the process. The endothelium is damaged in particular because the activated

neutrophils must migrate through the endothelial lining. This would not be not surprising, as several

of the freezing studies found neutrophils in the region of injured vessels (Carpenter et al., 1971;

Hoffmann and Bischof, 2001a; Reite, 1965). Intravital techniques have shown neutrophil adhesion

to the wall of vessels in the injury region (Zook et al., 1998). The work of Marzella et al. (1989)

supported this conclusion by treating frozen tissue with a neutrophil inhibitor. This increased the

patency of vessels within rabbit ears postthaw when compared to animals not treated with the

inhibitor. Aliev et al. (1999) examined the aortic endothelium after freezing injury and saw signif-

icant adherence of white blood cells to the endothelium. This effect is similar to ischemia-reper-

fusion injury that has been described for other ischemic events, such as heart attack (Endrich et

al., 1982). It should be noted that these two postthaw mechanisms of endothelial damage are not

completely separate events. Neutrophil activation causes the release of free radicals, and perhaps

neutrophils, as well as hyperemia, are a source of the free radical injury described above.

It is clear from this discussion that there are several theories as to how the vasculature becomes

damaged after freezing, such as direct cell injury of the endothelium, free radical production, and

neutrophil activation. Continued work is needed to elucidate the dominant or coupled mechanisms

responsible for vascular stasis, and subsequent necrosis, postfreeze.
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TABLE 16.3



Minimum Thermal Histories Required to Induce Vascular Injury



Author



Year



CR



ET



HT



TR



Tissue


Entin et al.

1954

1 °C/min

–5°C

2 h†

2°C/min

Dog leg

Mundth et al.

1963

~3°C/min

–15°C

18 min†

42°C bath

Dog leg

Arturson

1966

Bath immersion

–40°C*

5 min†

22°C bath

Dog paw

Carpenter et al.

1971

Bath immersion

–15°C*

15 min†

42°C bath

Rabbit paw

Bowers et al.

1973

2°C/min

–23.1°C

0

50°C/min

Mouse leg

Cummings and Lykke

1973

Contact w/metal plate

–20°C

30 sec†

N/A

Rat skin

LeFebvre and Folke

1975

Contact w/metal plate

–18°C

1 min†

37°C bath

Hamster cheek

pouch

Rothenborg 1977

30°C/min

–30°C

0

Room temperature

Rat skin flap

Bourne et al.

1986

Contact w/metal plate

–4°C

3 min†

42°C bath

Mouse ear

Marzella et al.

1989

Bath immersion

–21°C*

1 min†

Room temperature

Rabbit ear

Daum et al.

1987

1°C/min

–30°C

0

20°C/min

Rat foot

Manson et al.

1991

Bath Immersion

–21°C*

1 min†

Room temperature

Rabbit ear

Schuder et al.

2000

7°C/min

0°C

0

5°C/min

Rat liver

Hoffmann et al.

2001

26°C/min

–16°C

0

9°C/min

AT-1 tumor in

dorsal skin

flap chamber


Note:
 (*) denotes that the bath temperature was known, but tissue temperatures were not. (†) denotes the hold time represents the total time spent cooling, rather than time spent held at a single temperature. CR, cooling rate; ET, end (or minimum) temperature; HT, time held at the minimum temperature (hold time); TR, thawing rate.


16.4.3 THE THERMAL HISTORY OF VASCULAR INJURY


The following discussion focuses on the thermal history of microvascular injury in freezing. Damage

at this level is critical for determining ischemia caused by impaired gas and nutrient transport. In

addition, there is evidence that the microvasculature is preferentially destroyed in freezing injury

(Daum et al., 1987), and as a result, many studies have focused on finding the thermal history of

microvascular injury (see Table 16.3).

In cryosurgery, the thermal history can be defined by the same thermal parameters used in the

direct cellular injury studies: cooling rate, end temperature, hold time, and thawing rate. The

literature shows that there is a qualitative understanding of the vascular effect of changing each

thermal parameter. Decreasing end temperature increases vascular damage. This is shown most

dramatically in the study by Bourne et al. (1986). In this study, freezing rabbit ears to –3°C for 4

min produced no permanent vascular damage, whereas freezing them to –4°C for 3 min produced

vascular stasis and eventually tissue necrosis. It has been reported by several groups that slow

thawing of the frozen region increases vascular injury and decreases tissue survival over that caused

by rapid thawing (Artuson, 1966; Bellman and Adams-Ray, 1956; Entin et al., 1954; Hurley, 1957;

Mundth et al., 1963; Sullivan and LeBlanc, 1957). Increasing hold time increases vascular damage,

as was seen in a study by Carpenter et al. (1971). In this study, rabbit feet frozen for 18 min at

–15°C showed less tissue damage and less edema (indicative of vascular damage) than rabbit feet

frozen for 45 min at –15°C. Bellman and Strombeck (1960) also found that freezing to –20°C for

5 min produced more vascular stasis and thrombosis than freezing to –20°C for 2 min. Increasing

cooling rate appears to increase vascular damage (Dilley et al., 1993; Salimi et al., 1986), but

increased cooling rates in these studies produced lower end temperatures within the tissue. It is

therefore difficult to define the effect of cooling rate by itself.
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In contrast to the qualitative understanding above, developing the definition of a quantitative

thermal history that causes vascular injury from the data in the literature is a difficult process.

Studies that attempted to find the threshold of vascular injury are listed in Table 16.3. The thermal

parameters found vary widely. For example, end temperature varies from temperatures as high as

0°C (Schuder et al., 2000) to as low as –40°C (Artuson, 1966). There are several potential reasons

for this variation. As stated above, the state of the vasculature is important for determining the

eventual effect of freezing. The vasculature varies from tissue to tissue and from species to species.

Thus, the threshold of vascular injury may be different for each experimental model. Compounding

the problem is the fact that investigators rarely use actual tissue temperatures (Mundth et al., 1963;

Rabb et al., 1974). Many of these investigations used dry ice, metal blocks, air, or thermal baths

of known temperature and exposed the region of interest to this medium for a set amount of time

(Cummings and Lykke, 1973; Marzella et al., 1989). Thus, thermal history parameters within the

tissue of interest are often unknown and are assumed to be close to the bath or rod temperature;

however, the tissue temperature could be above the bath temperature because of thermal diffusion

limitations. Furthermore, studies often do not report all four thermal parameters of interest. Finally,

as has been discussed, after freezing, the vasculature becomes static, then reperfusion occurs, and

finally a secondary, permanent stasis occurs. Depending on when the vasculature is examined, the

vasculature could be in any one of the above states.

Studies in our laboratory sought to define the thermal history that causes microvascular injury.

It was our goal to quantify the thermal history of tissue within a dorsal skin flap chamber and to

model the thermal response of the tissue to cryosurgery (Hoffmann and Bischof, 2001b). The

cryosurgical model system allowed for a gradient of thermal parameters, and it was concluded that

26°C/min to –16°C with no hold time and a 9°C/min thawing rate would destroy the vasculature

of AT-1 tumor tissue grown in the dorsal skin flap. Similar results were found for normal rat

hypodermis tissue. This is within the range of parameters defined in Table 16.3. We performed a

similar experiment in a different model, the normal pig kidney, for comparison. In that model

system, 9°C/min to –20°C with no hold time and a 12°C/min thawing rate would permanently

destroy perfusion. It is interesting to note that the end temperature for damage was similar in the

two model systems. The two models show very different direct cell injury characteristics, but when

frozen in vivo
 , they have similar vascular injury characteristics. This could be because the site of injury (the endothelium) for the vasculature is potentially the same.


16.5 MOLECULAR ADJUVANTS FOR CRYOSURGERY


As cryosurgery continues to develop as a technique, new adjuvants are being sought to increase

the destructive effect of freezing. The reason for this is during cryosurgery of the prostate and other

organs such as liver, kidney, or brain, ultrasound or magnetic resonance imaging can be used to

monitor the extent of the cryosurgical iceball. This iceball diameter is used at some level to predict

the outcome of the procedure. The edge of the iceball is at a temperature of roughly –0.5°C, whereas

thresholds for prostate cancer destruction are reported from –20 to –60°C and sometimes lower

(Hoffmann and Bischof, 2002). Thus, although monitoring is useful for imaging the iceball, not

all of the tissue frozen is effectively treated. In some tissues, such as liver and sometimes kidney,

the iceball is allowed to progress into a margin of normal tissue beyond the tumor. However, this

is more of a problem with prostate, as overfreezing into sensitive adjacent structures such as the

rectum and urethra can cause complications such as rectal and urethral fistulas (Saliken et al.,

2002). However, if the surgeon is too conservative and underfreezes by keeping the iceball solely

within the prostate, then any cancer that (often) exists under the prostate capsule at the edge of the

gland may not be effectively treated, potentially leading to recurrence of disease. Clearly, therapies

that would allow freezing to minimal subzero temperature to be effective in destroying tumor tissue

would greatly improve the clinical application of cryosurgery in the prostate. This would enable

techniques that imaged the iceball to predict tissue destruction. This has lead to the approach
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FIGURE 16.5
 Overview of the potential benefit to using molecular adjuvants in cryosurgery.

outlined in Figure 16.5, where cryosurgical adjuvants that both increase freeze destruction or reduce

the temperature of the iceball edge are being characterized. In this final section, several important

modulators of freezing injury currently being investigated are discussed.


16.5.1 APOPTOSIS INITIATORS


Apoptosis has been recently investigated for its role in cryoinjury. The theory behind these inves-

tigations is that although a freezing insult might not destroy a cell directly or cause vascular injury

leading to ischemic necrosis, it is possible that a cell with sublethal injury might undergo pro-

grammed cell death. This has been investigated extensively in vitro
 . Investigations have found

evidence of apoptosis after freezing (Baust et al., 2000; Clarke et al., 1999; Hanai et al., 2001;

Yang et al., 2003) or cold injury (Soloff et al., 1987), and the time and temperature ranges at which

this apoptosis has occurred appear particularly significant for cryosurgery. The temperature range

at which apoptosis has occurred is from as high as 6°C to as low as –10°C and perhaps lower

(Clarke et al., 1999; Nagle et al., 1990; Roberts et al., 1997). The time spent at these temperatures

required to create apoptosis is in the order of minutes (Nagle et al., 1990). This makes it particularly

interesting for cryosurgery, because the destructive capability of cryosurgery is in question at the

periphery of the iceball, where the temperatures will be close to 0°C for several minutes. Thus,

use of apoptosis initiators, such as chemotherapeutic agents, could increase cell death in this

peripheral zone.

Nearly all the apoptosis research in cold and freezing injury has been in vitro
 . In vitro
 apoptosis appears to depend on both the cell and microenvironment. For example, if the cells are confluent,

apoptosis is more unlikely to occur than if the cells are in proliferative growth (Soloff et al., 1987).

The state of cytoskeletal structures also influences apoptosis, as does the cell type (Clarke et al.,

1999; Grand et al., 1995; Soloff et al., 1987). Several environmental factors appear to affect

apoptosis. For example, one study showed that a sustained dose of high extracellular Ca2+ concen-

tration could increase apoptosis (Perotti et al., 1990). Nagle et al. (1990) showed that rewarming

the cells to 37°C would promote apoptosis compared to rewarming to 23°C. The absence of serum

in the media can also lead to apoptosis (Kruman et al., 1992), as will the inclusion of chemother-

apeutic agents that affect DNA synthesis (Clarke et al., 1999).

Despite these data, it is unclear what role apoptosis plays in vivo
 . There have been few results

showing apoptosis after in vivo
 cryosurgery. Our laboratory attempted to show apoptosis of kidney and AT-1 tissue after cryosurgery. We saw evidence of apoptosis only after culturing the tissue in



vitro
 at 37°C for 3 days. This included the classic DNA laddering (Roberts et al., 1997) and nuclear fragmentation, but it was unclear what role the culture technique vs. freezing played in this result.

We have subsequently found that culturing kidney tissue at 23°C for up to 3 d can be achieved
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without large-scale apoptosis (Rupp et al., 2002). To confirm there was little apoptosis after freezing


in vivo
 , kidney and AT-1 tissues were left in situ
 (presumably at 37°C) for 3 d after cryosurgery.

Histological analysis of that tissue showed no apoptosis. It is therefore unclear what mechanism

is causing the apoptosis of the kidney and AT-1 tissue during in vitro
 culture, but the mechanism appears unrelated to cryosurgery.


16.5.2 ANTIFREEZE PROTEINS


Antifreeze proteins (AFPs) are glycoproteins that are extremely efficient at inhibiting crystallization

in frozen solutions. AFPs have been found in certain teleost fish from polar and north temperate

regions (Ahmed et al., 1975; Ewart et al., 1992; Rubinsky et al., 1992) and in some overwintering

insects (Tomchaney et al., 1982; Wu et al., 1991; see also Chapters 2, 3, 22, and 23). The proteins

are also called thermal hysteresis proteins, as they noncolligatively depress the freezing temperature

by up to a degree while still melting at the colligatively or osmotically predicted phase change

temperature. Their presence in organisms that can survive subzero temperatures led to study of

their potential use in cryopreservation. The studies have sought to use AFPs to increase the

preservation of biological cells and tissues at subzero temperatures by either depressing the nucle-

ation temperature of ice or inhibiting recrystallization (Arav et al., 1993; Carpenter and Hansen,

1992; Chao et al., 1996; Rubinsky et al., 1991a, 1991b; Wowk et al., 2000).

AFPs became of interest to the field of cryosurgery when studies attempting to preserve the

viability of cells with AFPs showed increased cell damage and death with high concentrations of

AFPs (Carpenter and Hansen, 1992). The mechanism for this effect appears to lie in the AFPs’

changing the way ice crystals form and grow. The AFPs can change the morphology of the ice by

making the crystal grow along an energetically unfavorable axis (the c-axis; Coger et al., 1994).

This means that greater driving forces (hence lower subcooling) are necessary to initiate the crystal

growth. However, once the crystals begin to form (if the concentration is sufficiently high), the

morphology of the ice growing along this energetically unfavorable axis is changed to a spicular

(from the normal dendritic) habit (Rubinsky and Devriesa, 1989). There have been several damaging

cellular events shown to result from this ice crystal growth, including membrane disruption (Rubin-

sky and Devriesa, 1989) and increased IIF (Larese et al., 1996). It is this fact, which has been

documented with increasing regularity, that may be exploited to increase the destructive capability

of cryosurgery (Coger et al., 1994; Ishiguro and Rubinsky, 1994).

Data show that cooling rates as low as 1°C/min can destroy cells in the presence of the AFPs

(Rubinsky and Devriesa, 1989). This is encouraging, as in cryosurgery, cooling rates at the periphery

of the iceball can be 1°C/min or slower. As the destructive capability of cryosurgery is in question,

particularly at the periphery of the iceball, where cooling rates are low and end temperatures

relatively high, the injection of sufficient quantities of AFPs could increase the positive kill rate.

This would decrease any possible tissue sparing at the boundary of the cryosurgical lesion and

increase the destructive capability of cryosurgery. The accentuation of in vivo
 injury with AFPs

has been demonstrated by Pham et al. (1999). After injecting a high concentration AFP/saline

solution into a tumor before cryosurgery, thermal histories that did not damage control tissue (tissue

that had not been injected) were shown to destroy the tumor. It appears that further investigation

of AFPs as an adjuvant to cryosurgery is warranted.


16.5.3 ELEVATED CONCENTRATION SALT SOLUTIONS


The use of salt as a cryoadjuvant has received recent attention at the Cryobiology Society annual

meeting (Muldrew et al., 2001). In this study, cells exposed to excess salt (3× isotonic) prior freeze

thaw were shown to exhibit enhanced injury postthaw vs. control (1×) in the AT-1 cell system. Our

group has also found this effect and has shown that an important part of this injury is not only

traditional solute-effects injury but also induced eutectic formation, a second solid-phase transition
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FIGURE 16.6
 Cryomicroscopy images of AT-1 cell freezing in 5×PBS. (A) Cell after ice formation and some dehydration but before eutectic formation. (B) Cell after both ice and eutectic formation (modified from Han and Bischof, 2003).

that occurs after ice is in the system. A control experiment in which AT-1 cells were frozen at

5°C/min in 2× NaCl to –25°C, followed by either an induced eutectic or no eutectic, shows roughly

a 50% drop in cell survival solely as a result of the effect of the eutectic (data not shown; Han and

Bischof, 2003b, 2003a).

Cryomicroscopy images of AT-1 cell freezing in 5×PBS during eutectic formation are shown

in Figure 16.6. Before eutectic formation, which requires significant supercooling, AT-1 cells were

trapped in unfrozen fractions between ice crystals. Once eutectic formation had been initiated, it

propagated along the unfrozen fraction. Eventually, the cells encountered the eutectic, which in the

figure appears to actually penetrate or propagate into the cell. The control and prediction of the

nucleation and crystallization of the eutectic phase both inside and outside cells may benefit from

the substantial modeling framework already available for intracellular ice formation within the

cryobiology literature (Toner, 1993). One possible mode of manipulation of the eutectic may be

with the addition of different salts or molecules.

The eutectic can be achieved by addition (i.e., injection) of elevated concentrations of salts into

a tumor system, which will then form spontaneously on cooling the iceball. Various salts have

different eutectic temperatures, and thus it is possible that different thermal regimes can be prese-

lected by use of different salts (or other eutectic forming solutions). Figure 16.7 shows the postthaw

viability changes of AT-1 cell suspension in various media with end-temperature changes. The

viabilities of AT-1 in culture media with either KCl or KNO3 are significantly lower than those in

1×NaCl and culture media at the same end temperature. Although these potassium salts are not

likely to be used systemically, they are a tantalizing suggestion of what might be possible with the

appropriate salt or eutectic-forming solution.


16.5.4 PROINFLAMMATORY CYTOKINES


Our original work in Dunning AT-1 prostate tumor vasculature convinced us that there was an

important role for the endothelium in destroying the microvascular supply after cryosurgical injury

in a dorsal skin-fold chamber (Hoffmann and Bischof, 2002). We have since repeated the experi-

ments on LNCap Pro 5 human prostate cancer grown in nude mice (Chao et al., in press). We were

gratified to find very similar effects with, if anything, slightly higher threshold temperatures of

about –14°C in the tumor, similar to the thresholds seen in Table 16.3. The vascular nature of the

injury appears to be a potentially important link among all of the tissues. As discussed previously,

the role of inflammation and the endothelium are highly implicated in the progression of postcry-

osurgical vascular stasis and necrosis.

Of particular interest is the use of TNF-α and perhaps other cytokines as cryoadjuvants to

extend the cryolesion through the induction of inflammation before freezing. TNF-α is known to

promote inflammation, endothelial injury, and apoptosis (Yilmax et al., 1998) while also showing

cytotoxic effects on LNCaP (Sherwood et al., 1990) and generally being injurious to tumor
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FIGURE 16.7
 Freezing injury enhancement of AT-1 cell suspension by use of eutectic formation (modified from Han and Bischof, 2003).

microvasculature (Mauceri et al., 2002; Staba et al., 1998). With these benefits, TNF-α has been

investigated as a therapeutic agent even in the absence of other therapies. Although systemic

perfusion of TNF-α is not well tolerated, isolated perfusion can be used (Fraker and Alexander,

1994). Using it as a cryoadjuvant, one can envisage local administration by injection or perfusion

followed by local freezing. In addition, we may be able to either direct cells that produce TNF-α

or inject TNF-α directly to a local tissue of interest (i.e., a tumor) to increase cryosurgical (and

perhaps also thermal therapeutic) efficacy.

Figure 16.8 shows the effects of a 15-min topical exposure to TNF-α (10 ng/mL) followed by

a 4-h latent period before freezing or sham. Figures 16.8a and 16.8c show where LNCaP tumor

was either not exposed or exposed to TNF-α, respectively, before sham cryosurgery and 3-d

recovery. The vasculature is clearly patent, and the tissue histologically viable in both cases (data

not shown). Figures 16.8b and 16.8d show tumors that were either not exposed or exposed to TNF-

α, respectively, and that were frozen in the same way within the DSFC window, followed by 3-d

recovery. The addition of TNF-α increases the tumor sensitivity to low temperatures. For example,

adding TNF-α increased the thermal threshold to beyond the iceball edge (0°C) and occasionally

beyond in the tumor. The end temperature at the edge of the necrosis zone was more than 10°C.

Similar, but not as dramatic, results were obtained in normal nude mouse hypodermis without

tumors (Chao et al., in press). These results clearly indicate the potentially important role that

proinflammatory adjuvants (and others) may play in realizing the strategy of reconciling the iceball

with the cryolesion, as indicated in Figure 16.5.


16.6 CONCLUSIONS


Cryosurgery has been shown to be a potent method of in situ
 tissue destruction. The precise

mechanisms whereby this is achieved continue to be investigated, particularly during the conditions

typical of the periphery of an iceball, where the threshold between survival and destruction is

observed. Direct cell injury is clearly important in explaining freezing in any cell that was frozen;

however, it does not always account for the high injury seen in vivo
 vs. in vitro
 at the conditions that occur at the periphery of an iceball. Immunological mechanisms may also play a role, but the
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FIGURE 16.8
 Fluorescent-contrast enhanced images of the vasculature in LNCaP Pro 5 tumors grown in the dorsal skin-flap chamber: (A) 3 days after sham cryosurgery without TNF-α, (B) 3 days after cryosurgery

without TNF-α, (C) 3 days after sham cryosurgery with TNF-α, and (D) 3 days after cryosurgery with TNF-α

(Chao et al., in press).

results of numerous studies of this type of injury remain inconclusive. Work at the microvascular level

indicates that vascular injury often defines the edge of the tissue injury after freezing in vivo
 . One potentially fruitful area of investigation will be the assessment of whether “direct cell injury” to the

endothelium is the major cause of microvascular injury at the periphery of a cryolesion. Finally, several molecular adjuvants to cryosurgery, including apoptosis initiators, AFPs, salt solutions, and proinflammatory cytokines, may potentiate destruction during freezing at the periphery of the iceball.
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17.1 INTRODUCTION


Blood cells can be regarded as a classical field of application of low-temperature biology. Cryo-

preservation methods have been developed for all different categories of blood cells (including

blood stem cells) and blood corpuscles. For granulocytes, however, no clinically applicable method

has been found until today. However, frozen red blood cells (also known as RBC or erythrocytes),

platelets (also known as thrombocytes), lymphocytes, monocytes, and hematopoietic progenitor

cells (from peripheral blood as well as from bone marrow) are currently being used for various

diagnostic and clinical purposes. When Polge et al. (1949) discovered rather accidentally that

glycerol was able to protect spermatozoa from damage during freezing and thawing, a rapid
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development of deep-freezing preservation of biological cells set in. This has led to a variety of

cell-specific cryopreservation protocols. The methods differ with regard to cell concentrations,

protective solutions used (cryoprotectants and their concentrations), temperature–time-histories

during cooling and rewarming, and storage temperature. In addition, some of the cryoprotectants

are not well tolerated in the concentrations required (e.g., dimethyl sulfoxide [Me SO] for platelets)

2

or lead to an osmotically induced lysis of the cryoprotectant-loaded cells when transfused into an

isotonic organism (e.g., glycerol for red blood cells). In these cases, a washing procedure is required

after thawing before the application.

Cryopreserved erythrocytes are of advantage in case of rare blood groups, antibody problems,

and civil as well as military disasters. In principle, three different methods have been established

for clinical use: the Huggins (1963) technique, using glycerol in a nonionic suspension and removal

of the cryoprotectant by reversible agglomeration of the RBC; the “high glycerol–slow cooling

technique” according to Meryman and Hornblower (1972), which is the dominant method in the

United States; and the “low glycerol–rapid cooling technique” (Krijnen et al., 1968, Rowe et al.,

1968). The latter is the dominant method for the cryopreservation of RBC in Europe.

Since the first reported attempt to stop thrombocytopenic bleeding by the infusion of previously

frozen thrombocytes (Klein et al., 1956), a broad variety of in vitro
 and in vivo
 studies on cryopreserved platelets have been published. Nowadays, two methods are in general use for the

preparation of cryopreserved platelets: a dimethyl sulfoxide (Me SO) method (Schiffer et al., 1978)

2

and a low-glycerol/glucose method (Dayian and Rowe, 1976; Dayian et al., 1986).

Despite of some reports appearing now and then in the literature, it is our opinion that no

clinically suitable method for the preservation of granulocytes has been reported so far.

The use of cryopreserved lymphocytes and monocytes is a well established and a routine

procedure for clinical laboratory testing. Most recently, there is a growing clinical interest in

cryopreserved lymphocytes for the supplemental treatment of patients after blood stem cell trans-

plantation. Usually, the lymphocytes are frozen according to methods that are more or less modi-

fications of a technique that was first described for bone marrow by Ashwood-Smith (1961).

Today, hematopoietic progenitor cells are successfully cryopreserved using methods based on

the above-mentioned Ashwood-Smith (1961) procedure. During cooling, the heat is removed either

by computer-controlled and liquid nitrogen (LN )–operated machines or in mechanical (–80°C)

2

refrigerators. Stiff et al. (1983) have demonstrated that the addition of 6% hydroxyethyl starch

(HES) reduced the “original” concentration of Me SO (10%) by half. Cryopreserved autologous

2

and homologous blood stem cells (in combination with high-dose chemotherapy or irradiation)

have become a “standard” blood component for the treatment of several malignant diseases.


17.2 CRYOPRESERVATION OF ERYTHROCYTES


Examples of reviews covering the literature on cryopreserved RBC from an historical as well as

cryobiological perspective are Meryman (1989), Rowe (1994, 1995, 2002), Rowe and Lenny (1982),

and Sputtek and Körber (1991).


17.2.1 PROCEDURES USING THE CRYOPROTECTANT GLYCEROL


Audrey Smith (1950) was the first to report the prevention of hemolysis of RBC occurring during

freezing and thawing in 15% glycerol. The problem of hemolysis occurring during the removal of

the cryoprotectant was solved year later by Sloviter (1951), who removed the glycerol by dialysis.

Shortly thereafter, the first transfusion of frozen RBC in a patient was performed (Mollison and

Sloviter, 1951). In the next 25 years a development of different techniques for freezing, storage,

and the deglycerolization process took place. In principal, three different methods using the cryo-

protectant glycerol have gained clinical relevance. They differ concerning the concentration and

the addition of additive, hematocrit, volume, cooling rate, storage temperature, warming rate, and



TF1231_C17.fm Page 485 Monday, March 22, 2004 1:34 PM

Cryopreservation in Transfusion Medicine and Hematology


485


removal of the additive. The data reported vary from one author to another: recovery after thawing,

90 to 99%; additional loss during removal of the cryoprotectant glycerol, 5 to 30%; time required

for the deglycerolization, 0.5 to 30 h; amount of “free” hemoglobin, 50 to 250 mg/dL; leukocyte

contamination, 1 to 20% of the starting value; in vivo
 survival rate after 24 h, 75 to 95%.

In 1953, Lovelock published two “milestone” papers dealing with the nature of the freeze

damage in RBC and the prevention by the addition of glycerol (Lovelock, 1953a, 1953b). These

classic papers related the damaging effect of freezing to the increasing electrolyte concentration in

the extracellular space caused by the formation of ice rather than to a “mechanical” action of the

ice itself (Lovelock, 1953a). The protective effect of glycerol was ascribed to its colligative

properties; that is, to reduce the ice formation (and as a consequence the electrolyte concentration)

at a given subzero temperature compared to a glycerol-free solution (Lovelock, 1953b). In 1981,

Mazur et al. questioned the evidence from Lovelock’s experiments (see also Chapters 1 and 2).

The shrinkage of the remaining aqueous channels (“unfrozen fraction”) was claimed to be the

dominating damaging factor during freezing rather than the solute concentration therein. However,

Pegg and Diaper (1988, 1989) have questioned the conclusions Mazur and coworkers drew from

their experiments. Pegg and Diaper performed dialysis experiments that supported the more unifying

(i.e., original Lovelockian) theory of freeze–thaw damage.

At the end of the 1950s, Tullis et al. (1958) and Haynes et al. (1960) developed a method

suitable for a broader clinical application. They used the so-called “Cohn-ADL fractionator,” one

of the first continuous-flow centrifuges, for the addition of the glycerol before freezing and its

removal after thawing. The additive concentration amounted to 40–50% (w/v), slow cooling

(<1°C/min), and storage took place in a –80°C refrigerator.

Three years later, Huggins (1963) invented the so-called “cytoagglomeration” procedure, which

was originally developed with Me SO as cryoprotectant, but was modified to use glycerol. For the

2

removal of the cryoprotectant, this method uses the effect of the formation of reversible bondages

between plasmatic γ-globulins and the lipoproteins of the erythrocytic membrane at pH values from

5.5 to 6.1: Lowering the ionic strength by dilution with an electrolyte-free solution (e.g., 10%

glucose) leads to the precipitation of the µ-globulin fraction together with the bound RBC. The

supernatant is discarded and the procedure is repeated until the cryoprotectant has been removed

nearly completely. Then the agglomerated RBC are resuspended by either adding some electrolyte

solution or by increasing the pH. Sumida (1974, 1993) introduced this method in Japan in the

1970s and continues to evaluate the long-term storage stability of the stored RBC.

The original high glycerol–slow cooling technique (Tullis et al., 1958) has been simplified by

Valeri (1970), whereby the glycerolization was performed without the use of a centrifugal bowl

and the freezing took place in the primary collection bag.

Meryman and Hornblower (1972) further simplified the addition and removal of the glycerol

compared with the original Tullis procedure. They found that the RBC could be diluted after thawing

with salt solutions of decreasing tonicity and washed by either continuous-flow centrifugation or

by automated batch centrifugation. Today this method, with some minor modifications, is the

method predominantly used in the United States and several other countries. A detailed description

of this procedure can be found elsewhere (e.g., Walker, 1993). Although sickle-trait RBC can be

frozen and thawed like normal RBC, a significantly higher hemolysis occurs with “standard”

deglycerolization techniques. Meryman and Hornblower (1976) have modified the process for this

purpose by using an extended dilution and omitting the hypertonic washing solution step.

The rejuvenation of outdated RBC with subsequent cryopreservation has been demonstrated

by Valeri and Zaroulis (1972). This may be useful for unused rare blood types, autologous blood,

or stocking up with group O RBC as a mainstay of disaster treatment plans.

Until recently, previously frozen RBC, once thawed, could be stored at 4°C for no longer than

24 h because of the current methods for glycerolization and deglycerolization: The opened systems

were highly subject to bacterial contamination. However, a recently performed study has investi-

gated the application of a functionally closed system using a sterile docking device and an automated
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system for deglycerolization (Valeri et al., 2001a, 2001b). The studies showed no risk for an

increased risk of bacterial contamination. In addition, data show that cryopreserved RBC can be

stored safely for more than 20 or 30 years, and perhaps indefinitely (Valeri et al., 1989, 2000).

This has been taken into account in the E.U. guidelines, where “the storage may be extended to at

least 10 years, if the correct storage temperature can be guaranteed” (Council of Europe, 2001).

Other investigators (Krijnen et al., 1968; Rowe 1973; Rowe et al., 1968) have approached the

problem of the tedious postthaw deglycerolization by lowering the concentration of the cryopro-

tectant glycerol. This approach requires the use of LN to generate the higher cooling rates (60 to

2

120°C/min) and lower storage temperatures (<–150°C) compared with the high glycerol–slow

cooling technique. This “low glycerol–rapid cooling technique,” as described by Rowe et al. (1968),

requires 17.5% (w/v) glycerol and 3% mannitol. The method established by Krijnen et al. (1968)

at the European Frozen Blood Bank in Amsterdam uses 19% (w/v) glycerol and 3% sorbitol.

Freezing is complete in a couple of minutes, and the units are stored in LN (–196°C) or in the

2

liquid-vapor phase over LN (<–165°C). After thawing in a 37 to 45°C water bath for several

2

minutes, the cells are washed free of the cryoprotectant either by manual serial batch washing or

by automated continuous-flow centrifugation. To avoid the osmotica stress during the removal,

sodium chloride solutions of decreasing tonicity (3.5 and 0.9%, respectively), are used.

Most recently, Wagner et al. (2000) have published a paper providing evidence that a biochem-

ical prefreeze stabilization may reduce the effect of cell density on RBC recovery after cryopreser-

vation. The first set of experiments showed that thaw hemolysis (paralleled by changes in the

fragility index) decreased with increasing hematocrit at the glycerol concentrations tested (i.e.,

15%, 20%, 40% [w/v]). The overall hemolysis (and fragility index) increased with increasing

hematocrit (approximately from 10 to 90%) at 15% glycerol and decreased with increasing hema-

tocrit at 40% glycerol. In a second set of experiments, before slow freezing at glycerol concentra-

tions as low as 15% (w/v) in a –80°C freezer was performed, the RBC were washed twice using

a hypotonic solution (280 mosm/L) containing sodium chloride, glucose, glutamine, mannitol, and

adenine. At a too-low glycerol concentration for slow freezing (i.e., 20%), the addition of the

“biochemical stabilizing solution,” which had no cryoprotective effects itself, resulted in an

improvement of the thaw and overall hemolysis comparable to 40% glycerol (without the stabilizing

solution). The authors concluded that the damage observed with increasing hematocrit is not an

effect of the packing on the volume of the ice-free space but rather an expression of biochemical

cell damage.


17.2.2 DEFINITION, PROPERTIES, STORAGE, STABILITY, TRANSPORT,



AND QUALITY CONTROL


Frozen RBC for transfusion are a component derived from whole blood or obtained by apheresis,

cooled down preferably within 7 d after collection, using a cryoprotectant (mostly glycerol). They

should be constantly maintained at –60° to –80°C if stored in an electrical freezer when a high-

glycerol method is used or at –140° to –150°C in the vapor phase over liquid nitrogen, when a

low-glycerol method is used (see Section 17.2.1). Before use, the cells are thawed, washed, and

suspended in isotonic sodium chloride solution or in additive solutions for RBC. Reconstituted

units are poor in protein, granulocytes, and platelets. The storage may be extended to at least 10

years if the correct storage temperature is guaranteed. The reconstituted product should be stored

at +2° to +6°C. The storage time should be as short as possible after washing and should never

exceed 24 h when an open system has been used. If transport in the frozen state is unavoidable,

storage conditions should be maintained. The units should be shock- and spill-proof, surrounded

with absorbing material soaked in sufficient LN (a so-called “dryshipper”). The primary container

2

should be wrapped into a leakproof secondary container not interfering with the coolant. The volume

should be more than 185 mL, the “free” hemoglobin in the supernatant less than 0.2 g/U, the

hemoglobin content more than 36 g/U, the hematocrit 0.65–0.75 L/L, and (in at least 75%) the
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residual leukocytes less than 108 cells/U. To avoid an in vivo
 hemolysis, the osmolarity in the

supernatant should be less 340 mosm/L (Council of Europe, 2001). Refreezing of already thawed

but not used RBC concentrates is possible but should only be considered in special cases.


17.2.3 INDICATIONS FOR USE AND PRECAUTIONS IN USE


Cryopreserved RBC are indicated for RBC substitution or replacement. They should only be used

in special situations such as transfusion to patients with rare blood types or multiple alloantibodies,

for alloimmunization purposes after at least frozen storage for 6 months to allow retesting of donors,

and in some cases for autologous transfusion (Council of Europe, 2001). (We consider the following

rare blood types to be candidates for cryopreservation: O [Bombay], Rh

, -D-, and K0, as are

h

Null

cases with [multiple] antibodies to Lub [Lutheran], Kpb [Rautenberg], and Coa [Colton].) As during the

preparation the component may be transferred to another bag, measures have to be taken to ensure the

identification of cross-match samples and proper identification. When the processing is performed in

an open system, the risk of bacterial contamination is increased (Council of Europe, 2001).

Freezing, thawing, and removal of the additive glycerol decreases plasmatic and intracellular

viral contaminations, but it is not suitable to totally exclude the viral transmission. Also viral

transmission from contaminated LN cryopreservation tanks or contaminated units cannot be totally

2

excluded. There are some reports in the literature (e.g., Zuckerman et al., 1995; Tedder et al.,1995),

that a cross-contamination is possible. However, this requires leaky bags. For this reason, storage

in the vapor phase or wrapping into a leakproof secondary container provides additional safety.

Despite a prefreeze leukodepletion, frozen/thawed, but not irradiated, RBC may lead to a Graft

versus Host disease (GvHD) in immunocompromised patients. The same holds for directed dona-

tions from family donors. Although the freezing, thawing, and deglycerolization significantly

decreases the number of immunocompetent T-lymphocytes, it cannot be ruled out that enough of

them survive to cause the disease. For nonleucodepleted RBC that had been cryopreserved according

to the high glycerol technique and subsequently deglycerolized and washed, it was shown that

residual lymphocytes could not be completely eliminated and that about 60% of them had intact

cell membranes (Trypan blue exclusion). Although their functional properties were significantly

reduced, these cells were still considered to have some immunocompetence and recognizable

immunogenicity to sensitize transfused patients (Harada et al., 1980).


17.2.4 ALTERNATIVE PROCEDURES USING EXTRACELLULAR CRYOPROTECTANTS


The use of macromolecular cryoprotectants goes back to Rinfret (1963). Water-soluble, cryopro-

tective macromolecules such as albumin, dextrans, modified gelatines, polyvinylpyrrolidone, poly-

ethylene oxide, polyethylene glycol, and HES exhibit the principal advantage of not entering into

the cells. This property significantly facilitates their removal after thawing. In the case of emer-

gencies, this step could be omitted, if the additives, for example, albumin, dextrans, modified

gelatines, and HES, are biodegradable and tolerated by the patient. In an investigation using dextran,

Pellerin-Mendes et al. (1997) have confirmed our results obtained in a comparison of modified

gelatine, dextran, and HES (Sputtek, 1995).

However, in 1967 Knorpp et al. described for the first time the successful cryopreservation of

human RBC using HES and LN , comparing the efficacy of HES to that of polyvinylpyrrolidone.

2

Knorpp et al. preferred the colloid HES to polyvinylpyrrolidone, as the latter is retained to a considerable extent in the recipient (as are polyethylene oxide and polyethylene glycol). Moreover, in the case of

hypovolemia, albumin, dextrans, modified gelatines, and HES serve as blood volume substitutes.

The literature regarding the cryopreservation of RBC using HES until 1990 has been reviewed

elsewhere (Sputtek and Körber, 1991). In the last decade, we have carried out several additional


in vitro
 investigations (e.g., Sputtek et al., 1990, 1991a), experiments in dogs (e.g., Langer et al., 1993, 1994; Sputtek et al., 1991b), and an in vivo
 study including seven healthy volunteers (Sputtek
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et al., 1993b, 1995b). We performed the first autologous transfusion of unwashed, HES-protected

frozen RBC in a 16-year-old female patient (Sputtek et al., 1995a). The RBC from three donations

were frozen according to our HES procedure as described elsewhere (Sputtek et al., 1995b). After

the hemoglobin concentration had dropped to 7.6 g/dL because of the blood loss during surgery,

3 units were transfused without postthaw washing. No unfavorable effects or hemoglobinuria were

observed. The patient was discharged after a normal postoperative period without complications.

Thomas et al. (1996) have developed a similar procedure for the freezing of RBC using HES. The

major differences to our procedure are no prefreeze washing, different HES modification, lower HES

concentration, higher electrolyte concentration, higher hematocrit, larger freezing bag, smaller sample

thickness, smaller volume, higher viscosity, different freezing container, and uncontrolled thawing.

We have performed the first systematic clinical trial to determine the safety and tolerance of

autologous, HES-cryopreserved RBC in patients (Horn et al., 1997) using our patented freezing

container (Sputtek and Mingers, 1994). In this investigation the first RBC concentrate obtained

from 36 patients undergoing preoperative autologous blood donation was randomly assigned to the

conventional storage method (4°C, PAGGS-mannitol, group 1) or to cryopreservation with HES

(weight average molecular weight: 200,000 g/mol, molar substitution: 0.5) at a final concentration

of 11.5% (w/w) using LN (groups 2 and 3). Before surgery, an additional 900 mL blood was

2

drawn. Patients belonging to group 1 received the conventionally stored RBC, and those in group

2 received cryopreserved, thawed, and washed RBC. In group 3, however, no washing step before

the transfusion was performed. Data were assessed after induction of anesthesia, hemodilution, and

transfusion of the RBC and at regular intervals intra- and postoperatively. No significant differences

between the three groups could be detected regarding hemodynamic or blood gas parameters and

tissue oxygenation. No adverse reactions after transfusion of the washed and unwashed cryopre-

served RBC were observed. Directly after transfusion, plasma hemoglobin levels increased twofold

in group 2 and threefold in group 3, but always decreased to baseline levels within 24 h. The HES

was eliminated from the plasma following first-order kinetics (Sputtek et al., 1994). The data

indicate that the transfusion of one autologous unit of RBC after cryopreservation with HES is safe

and well tolerated. Further investigations are deemed necessary to evaluate the effects of larger

volumes of HES-cryopreserved RBC and homologous transfusions.


17.3 CRYOPRESERVATION OF THROMBOCYTES


Examples of reviews covering the literature on cryopreserved platelets from an historical as well

as cryobiological perspective are Gardner (1968), Law and Meryman (1982), Meryman and Burton

(1978), Rowe et al. (1980), Schiffer et al. (1985), Sputtek and Körber (1991), and Valeri (1985).


17.3.1 PROCEDURES USING THE CRYOPROTECTANTS DIMETHYL SULFOXIDE



OR GLYCEROL


Djerassi et al. (1966) were the first to report on the use of 5% dimethyl sulfoxide (Me SO) and

2

cooling at 1°C/min for successful cryopreservation and transfusion of human platelets. To avoid

the effects related to the cryoprotectant itself (e.g., nausea, vomiting, local vasospasm, garlic-like

taste and body odor), Lundberg et al. (1967) have introduced a postthaw washing step. A method

used by Schiffer et al. (1978) has become the “standard” method for this purpose. A detailed

description of this method can be found elsewhere (Walker, 1993). In principle, the method applies

Me SO at a concentration of 5% (v/v), a cooling rate of approximately 10°C/min (vapor phase

2

over LN or deep freezer, storage below –120°C). Thawing takes place in a 37°C water bath within

2

a few minutes, and removal of the cryoprotectant is performed in a washing step with autologous

plasma. Dayian and Rowe (1976) described a low-glycerol/glucose procedure that does not require

a washing step after thawing, because the low concentration of the cryoprotectants used. Survival of

platelets frozen by this method was excellent (~65 to 70%) and the platelets exhibited a half-life of
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approximately 3.8 d. Transfused glycerol-frozen platelets also shortened aspirin-induced prolonged

bleeding time, which indicated in vivo
 hemostatic effectiveness (Dayian et al., 1974). However,

other researchers had difficulties reproducing their results (Kotelba-Witkowska and Schiffer, 1982;

Redmond et al., 1983). The reason for that was probably the required relatively high cooling rate

of about 30 to 40°C/min (Scheiwe et al., 1981). Later, Pert and Dayian (1979) described an

inexpensive cooling technique using aluminum plates with a cardboard insulation for immersion

into LN instead of a controlled-rate freezer to generate the required cooling rate. It was also shown

2

that the addition of the cryoprotective solution (CPS) plays a critical role (Armitage 1986; Kim

and Baldini, 1986). In contrast to erythrocytes, thrombocytes begin to lose their function after

relatively small changes in tonicity. Whereas human red cells tolerate differences of up to 1500

mosmol/L (Lovelock, 1953a), in the case of platelets, volume changes of more than 60% seem to

be detrimental.

However, to judge the literature correctly, a careful distinction between numerical and functional


in vitro
 recovery and in vivo
 survival after thawing/washing has to be made. In addition, numerical in vitro
 recoveries (usually in the range from 70 to 90%) may vary depending on the determination method (Brodthagen et al., 1985; Richter et al., 1983; Vecchione et al., 1981).

Functional in vitro
 recoveries also depend a lot on the parameter investigated, the method

applied, and the quality of the untreated controls. Typical functional recoveries reported in the

literature vary from 20 to 80%. As a consequence, a comparison of the results obtained by different

investigators (using different viability assays) is difficult and often impossible. Even minor varia-

tions (e.g., platelet concentration, temperature, concentration of substances added) may strongly

influence the result. Common in vitro
 methods are hypotonic stress response, 14C-serotonin uptake, clot retraction, induced aggregation with various agents, thrombelastography, resonance thrombography, platelet activation by fluorescence activated cell sorting analysis, content of adenosine

nucleotide/adenylate energy charge, β-thromboglobulin release, malondialdehyde formation, and

morphological score by means of electron microscopy (Sputtek and Körber, 1991).

To make things even more complicated, it is not possible to predict the in vivo
 survival after

transfusion or the hemostatic effectiveness from such in vitro
 results (van Imhoff et al., 1983; Zapff et al., 1988). In vivo
 , the corrected count increment 1 h after the transfusion of platelets frozen according to Schiffer’s method (Schiffer et al., 1978), determined by means of the 51Cr labeling method, was

roughly 50% of what was measured after the transfusion of unfrozen platelets (Beaujean et al., 1979;

Richter et al., 1983; Schiffer et al., 1985; van Imhoff et al., 1983; Zapff et al., 1988).

Recent investigations have demonstrated that the addition of reagents that modulate second

messengers and cellular enzymes (ThromboSol) enhances in vitro
 (Vadhan-Raj et al., 1999, Lozano

et al., 2000) and in vivo
 parameters of platelets frozen in 2% (v/v) Me SO. Time will show whether 2

this new technique will find its way from first autologous pilot studies in healthy volunteers (Currie

et al., 1999) and patients (Pedralozzi et al., 2000) into routine clinical application. Platelets are

also an area of current interest, using novel freeze-drying technologies (Chapter 21), but the clinical

effectiveness of these preparations remains to be established.


17.3.2 DEFINITION, PROPERTIES, STORAGE, STABILITY, TRANSPORT,



AND QUALITY CONTROL


Frozen platelets for transfusion are a component prepared by the freezing of platelets within 24 h

of collection, using a cryoprotectant, and storing them at –8°C or below. Reconstituted cryopre-

served platelets are poor in RBC and granulocytes. Two methods are in general use for the

preparation of cryopreserved platelets: a dimethyl sulfoxide (Me SO) method and a low-glyc-

2

erol/glucose method. Before use the platelets are thawed and washed (or resuspended) in autologous

platelet-poor plasma or in an isotonic sodium chloride solution. Platelets in the frozen state should

be constantly maintained at –80°C if stored in an electrical freezer or at –150°C if stored in the

vapor phase over LN . If storage must be extended for more than 1 year, storage at –150°C is

2
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preferred. Thawed platelets should be used immediately after thawing. If short intermediate storage

is required, they should be stored at room temperature with adequate agitation. If transport in the

frozen state is necessary, storage conditions should be maintained during transportation (see Section

17.2.2. on frozen RBC). Transport of thawed platelets is limited by the short storage time. Storage

conditions should be maintained during transportation. The volume should be from 50 to 200 mL,

the platelet count should be higher than 40% of the prefreeze value, and the amount of residual

leucocytes should be less than 2 × 105 per 6 × 108 platelets (Council of Europe, 2001).


17.3.3 INDICATIONS FOR USE AND PRECAUTIONS IN USE


Thrombocytopenia (with or without bleeding) may have many reasons, but from a clinical point

of view the most frequent ones are high-dose chemotherapy or whole-body irradiation in cancer

patients, extended blood losses (with or without surgery), and leukemia. The “product of choice”

is platelet concentrates stored at room temperature for up to 5 d.

Frozen homologous or autologous platelets should be reserved for the provision of plates that

are HLA (human leukocyte antigen) or HPA (human platelet antigen) compatible, for which a

compatible donor is not immediately available. Suitable HLA and HPA compatibility testing should

be performed when required. The toxicity of reagents used during the processing and cryopreser-

vation (e.g., Me SO) has to be taken into account. Nonhemolytic transfusion reactions may occur

2

(mainly chills, fever, and urticaria). Alloimmunization, especially to the HLA and HPA series of

antigens, may occur, but the risk is minimal. Viral, protozoal, and bacterial transmission as well

as posttransfusion purpura are possible (Council of Europe, 2001). For additional aspects, see the

last two paragraphs in Section 17.2.3. Because of the limited function (and reduced in vivo
 survival) of cryopreserved platelets (independent from the cryopreservation method applied and despite

excellent numerical in vitro
 recoveries), we recommend using twice as much frozen/thawed platelets compared with fresh ones when treating bleeding in patients.


17.3.4 USE OF ES AS CRYOPROTECTANT


Because of the toxicity of Me SO and the reduced quality of the thawed product (see above), many

2

investigators have looked for alternatives using different cryoprotectants and cooling regimen. HES,

which has been used for volume replacement for decades, and which had been found an effective

cryoprotectant for RBC (Knorpp et al., 1967), was a promising candidate. As it is biodegradable

and well tolerated by the human organism, no postthaw washing step would be required.

HES-protected cryopreserved platelets have been used by Chaudhury and Gunstone (1978) in

patients for the first time. The platelets, which had been frozen in the presence of 4% (w/v) HES

at 1°C/min, turned out to be hemostatically effective. Taylor (1981) performed an in vitro
 comparison of four different methods, including the HES method and the glycerol/glucose procedure. He

concluded that the Me SO protocol was most effective. However, when using the HES method,

2

optimum results can only be achieved at cooling rates from 5 to 15°C/min and when the sodium

chloride concentration in the CPS is adjusted to 120 mmol/L (Sputtek et al., 1987). When comparing

the HES method to Schiffer’s technique (Schiffer et al., 1978), we found that both protocols were

highly effective regarding the postthaw numerical platelet recovery (~90%). However, functional


in vitro
 parameters as measured by resonance thrombography showed that the Me SO-protected

2

frozen platelets were clearly inferior to the fresh controls but superior compared with the HES-

protected ones (Sputtek et al., 1993a).


17.4 CRYOPRESERVATION OF GRANULOCYTES


There have been publications in the past that claim the successful cryopreservation of granulocytes

(reviews: Bank, 1980; Knight, 1980). Despite reports appearing now and then in the newer literature
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(mostly as abstracts), it is our opinion that no clinically suitable method for the preservation of

granulocytes has been found. The huge variation of the in vitro
 results shows how cumbersome

the viability assays are and how unsuitable they will be to predict anything that is going to happen


in vivo
 . Membrane integrity tests (e.g., trypan blue exclusion, combined vital/dead staining with fluorescein diacetate/ethidium bromide; Dankberg and Persidsky, 1976) measure only a conditio



sine qua non
 (i.e., an intact cell membrane.) However, what is the meaning of these results if tests measuring typical granulocytic functions (e.g., chemotaxis, bactericidy) fail to detect any significant

activity? Numerical recovery and membrane integrity are necessary, but by no means sufficient,

criteria for viable cells.

Takahashi et al. (1985) have proposed some explanations as to why granulocytes are so

unrewarding regarding their cryopreservation. At temperatures below –5°C without the formation

of ice, a significant loss of function already can be observed. This loss could be prevented by the

addition of Me SO, whereas glycerol failed to show this effect. Because of the limited osmotic

2

tolerance (already a twofold increase compared with isotonicity causes a significant loss of func-

tion), granulocytes are highly susceptible to the electrolyte enrichment taking place during ice

formation. They also showed a limited tolerance to the hypotonic stress that may occur on thawing.


17.5 CRYOPRESERVATION OF LYMPHOCYTES AND MONOCYTES


In contrast to granulocytes, lymphocytes and monocytes (collectively known as mononuclear cells,

MNC) exhibit a high osmotic tolerance, and they are rewarding candidates for cryopreservation.

Lymphocytes can be cryopreserved successfully following the early descriptions in the 1960s

(Ashwood-Smith, 1964; Atkins, 1962; Pegg, 1965). Useful protocols especially for monocytes have

been described in the 1980s (e.g., De Boer et al., 1981; Van der Meulen et al., 1981). Most of the

literature relating to the freezing of lymphocytes up to 1979 has been reviewed elsewhere (Knight,

1980).


17.5.1 CLINICAL APPLICATIONS FOR FROZEN MONONUCLEAR CELLS


Recently, there has been a growing clinical interest in fresh or cryopreserved lymphocytes for the

supplemental treatment of patients after homologous blood stem cell transplantation. Donor lym-

phocyte infusions have shown to induce remissions in patients with chronic myelogeneous leukemia

with evidence of cytogenetic or hematologic relapse after blood stem cell transplantation (Soiffer,

1997). The mechanism that underlies the response to donor lymphocytes is not clear. On the one

hand, it has been discussed that effector cells recognize and react against specific cell-surface tumor

antigens. On the other hand, it is speculated that donor lymphocytes may induce a secondary

antitumor effect caused by an allogenic Graft versus Host reaction (GvH), characterized by an

increase of cytokines and cellular mediators. The opportunities of donor lymphocyte infusions are

enormous. There is already evidence that they are cytotoxic for cytomegalovirus, and Epstein-Barr

virus can be transferred from donor to host, restoring antiviral immunity and diminishing post-

transplant lymphoproliferative disease (Papadopoulos et al., 1994; Walter et al., 1995). The appli-

cation of donor lymphocytes will be greatly facilitated by having them “on stock” in the frozen

state for patients who are in danger of suffering from the above-mentioned diseases.


17.5.2 FROZEN MONONUCLEAR CELLS FOR LABORATORY TESTING


The use of cryopreserved lymphocytes and monocytes is well established as a routine procedure

for clinical laboratory testing. Frozen MNC are used for various diagnostic purposes; for example,

HLA typing, detection of HLA antibodies in patients on waiting lists for organ/bone marrow

transplantations, and mixed lymphocyte reactions/cultures. To the best of our knowledge, in 1966,

Cohen and Rowe (1968) were the first to use frozen leukocytes for the detection of cytotoxic human
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leukocyte antibodies as a precursor for their use in tissue typing. Frozen leukocytes are also of

interest with respect to look-back procedures in transfusion medicine or diagnosis in patients. For

example, no difference in isolation rates was found between fresh and frozen lymphocytes regarding

the human immunodeficiency virus (Gallo et al., 1987).

The sensitivity of rat lymphocytes and macrophages to freezing procedures designed for the

cryopreservation of pancreatic islets of Langerhans with Me SO was investigated by Taylor and

2

Bank (1988). With respect to cell number recovery and membrane integrity, they found that a

significant percentage survived freezing up to 20°C/min, whereas negligible levels were detected

at 75° and 200°C/min. The functional properties, however, were drastically reduced at 20°C/min,

reflected by the total inability of the lymphocytes and macrophages to respond to the mitogen by

Concanavalin A (Taylor et al., 1987). It hence seems possible to deplete donor tissues of functional

lymphocytes and macrophages if cooling is sufficiently rapid to destroy the MNC, thus reducing

the immunogenicity of cryopreserved grafts and GvH reaction for transplantation purposes.

Moreover, lymphocytes and monocytes have served as “model cells” for studying fundamental

cryobiological principles (see Körber, 1988; review in Sputtek and Körber, 1991). More recently,

lymphocytes and lymphoblasts were employed to study the effect of directional solidification; that

is, independent variation of the temperature gradient and ice front velocity during cooling (Beck-

mann et al., 1990; Hubel et al., 1992). To substantiate the visual observations of the morphological

changes associated with intracellular ice formation (IIF), Körber et al. (1991) performed studies

in human lymphocytes by cryomicroscopy and differential scanning calorimetry (DSC) under

comparable conditions to measure the quantity of water actually transformed into the crystalline

state because of the evolution of latent heat. In particular, it could be shown that the twitching type

of intracellular ice formation, which is evident but difficult to observe under the cryomicroscope,

can be attributed to a liquid–solid phase change within the cells as determined by DSC. The fraction

of cells exhibiting intracellular ice determined as a function of the cooling rate with both methods

showed a sharp demarcation zone with an increase from 0 to 100% at about the same threshold

cooling rate. In contrast, the temperatures at which intracellular ice formed were found to be only

weakly dependent on the cooling rate. The DSC results were hence regarded as a validation of the

microscopic observations. To better understand the mechanisms of IIF, Bryant performed a DSC

study using human lymphocytes in the presence of Me SO. Under conditions in which damage

2

caused by IIF on the initial cooling run was 40 to 60%, the samples were studied as a function of

multiple successive cooling runs. The temperature at which IIF occurred and the fraction of cell

volume that underwent IIF were analyzed as functions of successive cooling runs (Bryant, 1995).

The methods for freezing mononuclear cells reported in the literature vary from one author to

another (Sputtek and Körber, 1991). In general, the cell concentration ranges from 0.5 × 106 to

50 × 106/mL, the most frequently used medium is RPMI 1640 supplemented with human or fetal

calf serum or plasma, and the cryoprotectant of choice is 5 to 10% Me SO. Cooling is performed

2

in 1- or 2-mL vials at 1 to 2°C/min, down to a temperature of –30°C or less by means of a

programmable LN operated freezer, whereas thawing is usually performed in a water bath of 37°C.

2

Numerical recoveries reported vary from 60 to 90%. We believe that cooling rates at temperatures

below –40°C are not as critical as in the upper temperature region (above –40°C) and can be

increased up to 10°C/min to save time. In addition, we do not think that a programmable LN2

operated freezer is always required to generate the appropriate cooling rate: –80°C refrigerators

may be suitable as long as provision is taken (e.g., by using cardboard insulations) that the cooling

rates in the upper temperature region do not exceed 5°C/min. For long-term storage (e.g., months

or years), however, we recommend temperatures below –123°C, which is the glass transition

temperature of Me SO (e.g., Pegg et al., 1997). For storage of days or weeks, and up to months,

2

–80°C freezers may also be acceptable.

Numerous technique are used for assessing postthaw viability (Sputtek and Körber, 1991); for

example, staining methods for determining membrane integrity, visualization of surface receptor
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sites, determination of electrophoretic mobility, evaluation of surface membrane immunoglobulins,

3H-thymidine uptake after stimulation with various mitogens, determination of cell subsets in a

fluorescence-activated cell sorter, and mixed lymphocyte reaction or culture.


17.6 CRYOPRESERVATION OF HEMATOPOIETIC PROGENITOR CELLS



17.6.1 DEFINITION, PROPERTIES


Hematopoietic progenitor cells (HPC) are primitive pluripotent cells capable of self renewal as

well as of differentiation and maturation into all hematopoietic lineages. They can be found in bone

marrow, fetal liver, mononuclear cell fraction of circulating blood, and umbilical cord blood.

Preparations for clinical use are intended to provide a successful engraftment of hematopoietic

stem cells leading to a restoration of all types of blood cells to a normal level and function in the

recipient. They can originate from the recipient (autologous) or from another individual (homolo-

gous). The size and specific gravity of HPC from different sources are similar to those of MNC in

whole blood. They are characterized by their colony-forming capacities in different in vitro
 cell culture assays and by special surface antigen markers. The membrane marker CD34 is commonly

used for identification, isolation, and purification (Council of Europe, 2001).


17.6.2 HISTORICAL DEVELOPMENT


Barnes and Loutit (1955) performed the first transfusion of cryopreserved homologous bone marrow

stem cells in mice. Six years later, Ashwood-Smith (1961) replaced the cryoprotectant glycerol by

10% dimethyl sulfoxide (Me SO), which has remained the “golden standard” until today. In 1983,

2

Stiff et al. showed that for bone marrow freezing, Me SO could be replaced partially by 6% HES,

2

lowering the final Me SO concentration to 5%. Eight years earlier, HES had already been reported

2

by Schaefer and Bayer (1975) to be an effective cryoprotectant for human and mouse bone marrow.

In contrast to Me SO, HES is well tolerated by the human organism and has been used as a plasma

2

substitute for decades. This approach helps to reduce the side-effects of Me SO, some of them

2

being the result of its ability to induce a histamine release. Makino et al. (1991) used the combination

of the two additives (together with uncontrolled cooling by means of a –80°C freezer) for the first

time to freeze peripheral HPC. However, systematic clinical studies in patients comparing the two

cryopreservation methods (10% Me SO/controlled cooling and 5%Me SO + 6% HES, respectively)

2

2

are still missing, and very few in vitro
 investigations have been performed so far (e.g., Sputtek et al., 1997). The same holds for investigations on the storage temperatures applied in routine clinical

practice (–80°C and below –120°C, respectively). In 1986, Körbling et al. performed the first

treatment of a patient with a Burkitt lymphoma using frozen autologous peripheral HPC. Cryo-

preservation has become the method of choice when autologous peripheral HPC are needed to be

preserved for weeks or longer.

HPC show a high osmotic tolerance (Law et al., 1983), and consequently numerous successful

cryopreservation protocols using a broad range of cooling rates as well as various concentrations

of the cryoprotectant or cryoprotectants have been reported (reviews in Sputtek and Körber, 1991;

English, 2000; Hubel, 2000; Rowley, 1994, 1992a, 1992b; Slaper-Cortenbach et al., 1994; Stiff,

1995). Detailed descriptions of the procedures can be found elsewhere (e.g., Gorin, 1992; Warkentin

et al., 1993). In principle, the protocols being employed for peripheral HPC are the same as those

that have been used for bone marrow–derived HPC (Dicke et al., 1981). The two main differences

between peripheral HPC obtained from peripheral blood by apheresis after application of hemato-

poietic growth factors and those obtained from bone marrow aspirates are higher total cell numbers

(including granulocytes, thrombocytes, and erythrocytes) and lack of contamination with fat. The

use of cytapheresis machines for further processing of bone marrow–derived HPC may lead to a

considerable loss of cells during the concentration (Zingsem et al., 1992, 1993).
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Other sources for human hematopoietic progenitor cells are fetal liver (Tocci et al., 1994) and

umbilical cord blood (Bertoli et al., 1995; Broxmeyer et al., 1989; Gluckman, 1994; Gluckman et

al., 1992; McCullough et al., 1994; Newton et al., 1993; Rubinstein et al., 1993, 1994). However,

whereas successful treatment with cord blood–derived stem cells of patients up to 30 kg body

weight has been reported (Rubinstein et al., 1998), a more successful treatment of adults will need

an ex vivo
 expansion of the hematopoietic potential before the transplantation. All of these new technologies will require reliable cryopreservation protocols: The door is open to developing new

techniques or making the existing ones more effective.


17.6.3 PREPARATION, STORAGE, TRANSPORTATION, AND THAWING


If there is any positive marker for transfusion-transmitted diseases (which may happen in the case

of autologous preparations), all personnel involved in the testing, collection, processing, and storage

of HPC preparations should be informed to their involvement. All containers and material that have

been in direct contact with the biomaterial should then be labeled as a biohazard or disposed as

hazardous waste (Council of Europe, 2001).

One serious problem regarding peripheral HPC is the danger of clotting after thawing. Although

it is highly advisable to use as little anticoagulant (mostly ACD-A [acid-citrate-dextrose, formulation

A] or heparin) during the apheresis procedure from the patient’s/donor’s point of view, this may

lead to problems during the following processing and after thawing. If very low anticoagulant

concentrations have been used during the apheresis, it is recommended that some ACD-A or heparin

be added before freezing or after thawing into the collection bag or freeing bag, respectively. A

reduction of the formation of aggregates after thawing has been reported by Stiff et al. (1983; Stiff,

1995) by using 6% HES when Me SO concentrations of 5% are being used. According to Stiff et

2

al., the CPS containing 12% HES is prepared by dissolving 42 g of HES (dry substance) in 140

mL of a electrolyte carrier solution (e.g., Normosol). After sterilization and cooling, 100 mL of a

solution containing 25% of human albumin and 70 mL of a solution containing 50% of Me SO

2

are added.

There are several reports in the literature (e.g., Douay et al., 1982; Goldman et al., 1978) on

Me SO toxicity at room temperature. As a consequence of these and other reports, diluted and

2

precooled Me SO solutions are usually added at 0 to 4°C. In a later investigation with highly pure

2

Me SO (pharmaceutical grade), however, no impairment (colony assay) within the first hour was

2

found when 5 or 10% of Me SO were added at either 4 or 37°C (Rowley and Anderson, 1993).

2

However, cytoxicity was observed at 40%. Another group has partially confirmed these observations

(Branch et al., 1994): They did not find an impairment in terms of the colony-forming capacity

after exposure to 10% Me SO for 2 h, but they did find an impairment when employing a membrane

2

integrity test (Trypan blue exclusion). Other investigators have reported a correlation between

Me SO and some cell surface antigens as detected by flow cytometry: The proportions of certain

2

leukocyte subgroups and the intensity of some surface antigens were changed. Whether or not it

is really required, it has become general practice to add precooled CPS containing Me SO under

2

thorough mixing to an equal volume of the precooled cell suspension. However, we believe that a

lot of the so-called Me SO toxicity reported so far is a result of the osmotic activity of Me SO. If

2

2

the addition is performed too rapidly, the cells will shrink below a critical minimal volume. Another

reason may be the heat liberated (i.e., mixing enthalpy) during the mixing of aqueous solutions/sus-

pensions with undiluted (or not appropriately prediluted) Me SO, which may lead to considerable

2

(local) overheating and subsequent protein denaturation. As a consequence of the above-mentioned

effects, we recommend prediluting the Me SO with an electrolyte solution or autologous plasma,

2

then cooling the cell suspension and CPS down to 0 to 4°C before adding the CPS to the cell

suspension (and not the other way around). Afterward, the Me SO containing suspension should

2

be frozen as soon as possible.
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On occasion, after-transfusion side effects (e.g., flush, dyspnea, nausea, abdominal spasms,

vomiting, diarrhea, local vasospasm, hypo- and hypertension, and cardiac or anaphylactoid reac-

tions) have been reported (e.g., Davis et al., 1990, Kessinger et al., 1990). We believe that most of

them were caused by the histamine releasing effect of the Me SO. (For pharmacological properties

2

of Me SO, see Brayton [1986], Gerhards and Gibian [1968], Jacob and Herschler [1986], and

2

Willhite and Katz [1984].) As a consequence, any measure taken to minimize the exposure to

Me SO is a step in the right direction. This may either be achieved by reducing the total volume

2

of the preparations or by decreasing the Me SO concentration as much as possible. Investigations

2

concerning the LD (the dose of a toxic chemical or pathogen that will kill 50% of the test organisms

50

to which it is given) in humans do not exist. However, from investigations in animals, it may be

speculated that it is between 2.5 and 8.1 g/kg body weight (Rowley, 1992a). A washing procedure

for reducing the Me SO content after thawing using a solution containing HES and albumin was

2

described by Rosina et al. (1992). Beaujean et al. (1991) have described a postthaw washing method

with only minimal losses concerning the nucleated cells and clonogenicity, but reports on clinical

outcome (e.g., kinetics of engraftment) are missing. Cytotoxic effects of HES on HPC are not

known, but there is a clinical study on the frequency of anaphylactoid reactions after the application

of HES for volume replacement (Laxenaire et al., 1994). Adverse reactions were observed at a rate

of 0.058% (3 out of 5231 patients investigated). The highest degree of severity was III (broncho-

spasm, shock) and was been observed only once.

The cell suspensions to be frozen usually contain 2 to 4% proteins, carbohydrates, and elec-

trolytes of various compositions. It is known that proteins are able to increase the cryoprotective

effect of several cryoprotectants. Moreover, thawed plasma that was frozen without any cryopro-

tectant was reported to contain some viable HPC (Bernvil et al., 1994). Autologous plasma, albumin,

and fetal calf serum have been used frequently as protein compounds. However, the latter has

become obsolete because of the variant Creutzfed-Jakob disease. To our best knowledge, no

systematic investigation on the optimum protein content has been performed so far. The same holds

for the electrolyte and carbohydrate composition of the carrier solution (if being used instead of

autologous plasma). It is well known that some sugars (e.g., glucose, trehalose) are effective

cryoprotectants. Whether this is the result of a membrane-stabilizing or vitrification-inducing effect

(according to Carpenter and Crowe, 1988) or of lowering the Me SO “toxicity” (Clark and McCathy,

2

1991) remains unclear at present.

In an investigation based on 108 units transfused into patients, no dependence of the postthaw

MNC recovery from the original cell concentration (average nucleated cell concentration

3.7 ± 1.9 × 108/mL, range 0.4 to 0.8 × 108/mL; fraction of MNC 53% ± 27%, range 10 to 100%)

was found. This was also not the case with regard to clonogenicity and membrane integrity. Rowley

et al. (1994) concluded that even very high cell concentrations do not lead to a significant loss of

the hematopoietic potential after freezing.

As already mentioned above, optimal cooling rates vary considerably from 1° to 4°C/min

depending on the author. However, little attention has been paid to the temperature interval for its

interpolation. We believe that the most suitable interval is from the end of the plateau phase down

–30 or –40°C. Cooling is performed by means of computer-controlled, programmable apparatus

(coolant: liquid nitrogen), but there are numerous studies using either simply the vapor phase over

liquid nitrogen or –80°C refrigerators (e.g., Clark et al., 1991; Douay et al., 1982; Rowley, 1994).

Advantages of the “uncontrolled” cooling methods are cost saving and simplicity. The major

disadvantage is the missing possibility to compensate for varying sample thickness (i.e., volume

if only one type of freezing bag is used). If a thermocouple is being used to measure and register

the temperature–time-histories during cooling, we do not see why these methods should not be

used instead of the costly and more complicated computer-controlled apparatus. However, it has

to be evaluated beforehand that the “simple” cooling devices work reliably and reproducibly. The

cooling process seems to have little influence on the postthaw recovery, as long as at least 5%
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Me SO is being used (Makino et al., 1991) and the cooling rate does not exceed 5°C/min (Sputtek

2

et al., 1997). It should be mentioned that the cool-down kinetics depend on several parameters:

geometry (“undefined,” cylindrical, or plate shaped), sample thickness, composition (kind and

concentration of cryoprotectant or cryoprotectants), and thermal properties (heat capacity, heat

conductivity) of the freezing bag and (if used) the metal envelope. That is why temperature–time-

histories measured in small reference samples (e.g., tubes) may differ significantly from those

measured in the corresponding product bags (Douauy et al., 1986). However, despite this bias, we did not find a significant difference with regard to cell recovery and clonogenicity (Sputtek et al.,

1997), probably because of the broad range of optimal cooling rates for hematopoietic progenitor

cells (i.e., 1°–5°C/min). To make things even more complicated, however, the position of the

thermocouple plays also an important role (Hartmann et al., 1991; Heschel and Rau, 1993).

The temperature required for long-term storage of several is below –123°C, which is the glass

transition temperature of Me SO (e.g., Pegg et al., 1997). For short-term storage (weeks to months),

2

temperatures below –80°C may be sufficient. However, mechanical refrigerators are a problem in

the case of an electric power breakdown. To be prepared for such a power breakdown, supplemental

energy-supply systems or CO cooling should be available.

2

Virus transmission is possible in or above liquid nitrogen (Tedder et al., 1995). However,

transmission can only happen if the freezing bag in question is leaky and if the liquid nitrogen

tank has already been contaminated or the infective freezing bag is leaky, too. A contact in the

liquid phase is probably required, but a transmission via the vapor phase cannot be excluded. In

most cases the damage has already happened before freezing (mostly because of improperly sealed

freezing bags), but it becomes obvious on thawing. Freezing bags that can be filled using sterile

tube-docking devices are much safer with regard to leakage than those in which manual “spiking”

is being used. Sealing devices for sealing tubes work more reliably than those sealing off parts of

the bag, which was the case in the report cited above (Tedder et al., 1995). Because of security

reasons, possibly infected units should always be stored in the vapor phase over liquid nitrogen in

separate storage tanks (or for short-term storage in –80°C freezers). A procedure for checking the

viral safety of liquid nitrogen storage tanks has been described elsewhere (Shafer et al., 1976). (For

general issues concerning safety and organization of cryopreserved cell banks, see Chapter 15.)

During transportation of cryopreserved HPC preparations, the temperature should remain below

–120°C. Therefore, the units should be shock- and spill-proof and surrounded with absorbing

material soaked in sufficient liquid nitrogen (e.g., in so-called “dryshippers”). The primary container

should be wrapped into a leakproof secondary container not interfering with the cooling. The

container should bear the labels reading “Do not X-ray,” “Keep frozen,” “Labile unique human

transfusion material,” and “Rush” (Council of Europe, 2001). Appropriate filling of the dryshippers

before and after shipment can be checked by weighing.

Thawing usually takes place in a 37°–42°C water bath under continuous agitation immediately

before transfusion. In most centers, no postthaw washing step is performed to remove the cryopro-

tectant and debri, because of the cell loss and the danger of clotting. In some centers, ACD-A or

DNAse is added, but the risk of allergic or febrile reactions to DNAse is not known at present.

However, clots are safely kept back by using 170-µm filters. The many problems outlined here

may give a pessimistic viewpoint, but we can say that this is not a requiem for frozen blood (stem)

cells. Their potential applications extend beyond what has become routine clinical practice today,

and efforts will continue to enhance their recovery after cryopreservation.


17.7 GENERAL CONCLUSIONS


Cryopreservation methods have been developed for all different categories of blood cells (including

blood stem cells) and blood corpuscles. For granulocytes, however, no clinically applicable method

has been found until today. Frozen blood cells are being used for various diagnostic and clinical
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purposes, which has led to a variety of cell specific cryopreservation protocols. The methods differ

with regard to cell concentrations, protective solutions used (cryoprotectants and their concentra-

tions), temperature–time-histories during cooling and rewarming, and storage temperature.

Cryopreserved erythrocytes are of advantage in the case of rare blood groups, antibody prob-

lems, and civil as well as military disasters. In addition, they are recommended for immunization

purposes after frozen storage to allow retesting of donors (quarantine) and could be considered in

some cases for autologous transfusion.

Frozen platelets should be reserved for the provision of HLA- or HPA-compatible platelets in

the case of platelet refractoryness in which a compatible donor is not immediately available. Platelets

are also a focus of attention for renewed interest in freeze-drying as a storage technology (see

Chapter 21), but their effectiveness in clinical practice after this treatment remains to be established.

At present, there is a growing clinical interest in cryopreserved lymphocytes for the supple-

mental treatment of patients after blood stem cell transplantation. Donor lymphocyte infusions have

shown to induce remissions in patients with certain forms of leukemia with evidence of relapse

after blood stem cell transplantation.

Cryopreserving lymphocytes and monocytes is well established as a routine procedure for

clinical laboratory testing. Frozen mononuclear cells are used for various diagnostic purposes; for

example, tissue typing of patients on waiting lists for organ/bone marrow transplantations.

Cryopreserved hematopoietic stem cells for clinical use are intended to provide a successful

engraftment leading to a restoration of all types of blood cells to a normal level and function in the

recipient. They can originate either from the recipient or from another individual and are increasingly

applied successfully for the treatment of certain forms of leukemia and plasma-cell tumors.
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18.1 INTRODUCTION


The cryopreservation of reproductive cells and embryos has, in many ways, reflected the develop-

ment of the science of cryobiology as a whole. Many of the methods and analyses used to study

cryobiology in mammalian cells were developed from work on oocytes and embryos (see Chapter 11).

The groundbreaking work on cryopreservation of animal semen (Polge et al., 1949) focused attention

on the fundamental principles which underscore the survival of cells in the frozen state and fueled the

application of cryopreservation in animal reproductive technologies over the last three decades (see

Chapter 12). The parallel developments of techniques for in vitro
 manipulation of human reproductive cells for the treatment of infertility, over the same time period, have ensured that interest in their

cryopreservation has remained high. It is fair to say that the ability to store these cells in the frozen state has greatly facilitated the progression of clinical assisted reproduction from esoteric research into mainstream patient treatment. Across the spectrum of patient treatments now available, cryopreservation

has been attempted for most of the developmental stages of both male and female reproductive cells,

ranging from the immature gametes residing in ovarian or testicular tissues through to mature oocytes

and spermatozoa and various stages of pre-implantation embryos. However, each variant of the cohort

of reproductive cells required to be frozen has introduced their own problems in achieving high-yield

recoveries from the frozen state, and it has been realized that many aspects of the particular physiology of the cells will dictate how they respond to cryopreservation. More recent studies have been aimed

at establishing the fundamental cryobiological properties of human reproductive cells, to improve safety

and stability in the frozen state and recovery of high yields of fully functional cells, and these studies will be discussed in this chapter. Better success has been achieved with some reproductive stages (such

as early-cleavage embryos) than with others (such as the mature oocyte), and we are beginning to

understand why this happens, but even in the best cases, improvements are essential to achieve both a

fundamental appreciation of the underlying mechanisms and an enhanced clinical outcome.


18.2 THE NATURE OF THE PROBLEM


The established principles of cell injury or survival during the freezing process have been set out

in detail in previous chapters (see Chapters 1 and 2). However, there are additional complicating

factors resulting from the specialized nature of human reproductive cells that affect survival after

cryopreservation. These relate, in the main, to the fact that both male and female cells are designed

to deliver the haploid set of chromosomes at the point of fertilization, in the correct sequence of

events, to achieve normal embryo production and eventual normal birth. In both male and female,

the mature gametes develop from immature precursor cells in their respective sites (testicular tissue

or ovary). It is beyond the scope of the current chapter to describe in detail these developmental

processes, and they can be found elsewhere (Edwards and Brody, 1995; Jones, 1997). However, it

is worth pointing out some overriding principles that affect cryopreservation of the various stages.
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On achieving maturation, both male and female gametes have acquired highly specialized structural

components essential to normal fertilization (e.g., the sperm-tail contractile machinery, or the oocyte

protective coat of the zona pellucida) that may respond to the freezing process in ways different

from that of basic cell structures such as the plasma membrane. Also, the haploid state exists with

chromosomes devoid of a surrounding nuclear membrane. Earlier developmental stages of the

gametes exist as a less complex cell population, which superficially may be more attractive to

consider for cryopreservation. However, in the human patient, the question then becomes how to

access these primary-stage cells, and how to achieve their essential maturation after cryopreserva-

tion. In many ways, in the development of clinical reproductive technologies, progress in cryo-

preservation has gone hand in hand with that for in vitro
 maturation by cell culture methods. The comparative complexities of in vivo
 and in vitro
 maturation (of both male and female gametes) have been described in an excellent review by Leibfried-Rutledge et al. (1997).


18.3 CRYOPRESERVATION OF THE FEMALE GAMETE:



OVARIAN TISSUE TO OOCYTE


At birth, the ovaries contain the lifetime complement of primary oocytes, which have developed

from primordial germ cells during fetal development. The oocytes are arrested in the prophase

stage of meiosis 1 and are surrounded by a squamous, single-layered epithelium to form the

primordial follicles, which can be identified microscopically in the cortex of the tissue. With the

onset of reproductive maturity, individual oocytes enter the maturation cycle, during which the

oocyte increases in diameter, proceeds through the second meiotic division, and interacts with the

increasingly complex follicular cell layers, which develop into granulosa and thecal cells. The

whole process is under a multitiered control resulting from both systemic and local hormonal

production. The complex kinetic interaction of these components ensures that in a typical monthly

cycle, only one follicle reaches full maturation and a single oocyte is released during ovulation. It

is thus obvious that, to achieve successful cryopreservation of ovarian tissue, it is essential to

maintain the functional status of the whole mixture of different cell types.


18.3.1 HISTORICAL REVIEW OF OVARIAN TISSUE CRYOPRESERVATION


Much of the early work on ovarian tissue cryopreservation was performed in animal studies, and

these set the groundwork for investigations into human ovarian tissue during the last 5 years. In

fact, a rather comprehensive study on fundamental research on ovarian tissue cryopreservation was

conducted as long ago as the 1950s in London, under the direction of Sir Alan Parkes (Parkes,

1957, 1958; Parkes and Smith, 1953, 1954), on animal tissues. Many of the observations are

pertinent to the current interest in clinical application, and thus will be described in some detail.

This was the same team that had established the cryoprotective properties of glycerol for sperm

(Polge et al., 1949), and they applied the same technology to ovarian tissue. Before this, culturing

or implanting rat ovaries that had been frozen as small 1-mm3 pieces in liquid air without added

cryoprotective additive (CPA) had failed to detect any functional activity in the thawed tissues

(Payne and Meyer, 1942). The earliest positive results were obtained when glycerol was applied

as CPA (up to levels of 15%) for cryopreservation of rabbit granulosa cells (Smith, 1952). A slow-

cooling protocol was used, as was an end storage temperature of –79°C (liquid nitrogen was not

readily available at that time). A series of investigations was then undertaken on rat ovarian tissue

pieces exposed to 15% glycerol-saline for 1 to 2 h at room temperature before cooling at a slow

rate using the Lovelock apparatus (Polge and Lovelock, 1952) to –79°C, as it was established early

on that use of slow-cooling rates was more successful than of rapid rates (Parkes and Smith, 1953,

1954). In these early studies, the method of assessment of long-term function of the cryopreserved

grafts was microscopical investigation of the tissue after explant and vaginal cornification in animals

that had been previously oophorectomized—an indicator that estrogen production and reproductive
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cycling had been reestablished by the grafted tissue. These early studies established many important

principles concerning ovarian tissue cryopreservation, including the facts that the tissues could be

damaged by exposure to the CPA alone without freezing, particularly if the exposure time was

prolonged; that serum was an important secondary additive to the CPA mixture that improved

recovery; and that autografts (i.e., tissue that had been cryopreserved and returned to the same

individual after oophorectomy) were much more successful than allografts (tissue from a separate

donor animal grafted after cryopreservation into the oophorectomized recipient). The latter obser-

vation was made at a time when the immunology of tissue transplantation was just starting to be

understood, and it has remained an important consideration when moving toward a clinical appli-

cation of ovarian tissue cryopreservation.

Working in the same group, Deansly (1954) studied cryopreservation of bisected rat ovaries

using the glycerol–slow cooling protocol. Histological evaluation of the tissue immediately after

thawing demonstrated that healthy follicles were predominantly to be found in the exterior, whereas

those deeper in the tissue showed extensive damage. This was an early indication that permeation

of the CPA into all levels of the tissue was a necessary prerequisite for survival and that attention

would need to be paid to achieve sufficient CPA equilibration throughout the tissue. Nevertheless,

these thawed tissues were capable of reestablishing hormonal cycling in the oophorectomized

recipients. Further papers by Green et al. (1956), Deansly and Parkes (1956), and Parkes (1957,

1958) comprehensively reviewed the status of ovarian tissue cryopreservation at that time. The

problems of achieving CPA permeation throughout a large tissue specimen was solved in a prag-

matic fashion by moving toward smaller samples, and for the rat, quarter ovaries were used. Glycerol

at a concentration of 15% was found to be more protective than at 10 or 5%, as long as exposure

times were maintained at 1 to 2 h at room temperature. The slow-cooling protocol was retained,

and rapid rewarming by plunging the samples into a water bath at 40°C was the most effective

procedure. Other cryoprotective agents (diethylene glycol, methanol, monoethyl ether, and carba-

wax) were all found to be inferior to glycerol. Some success was achieved using a two-stage cooling

protocol that was not closely controlled but that had a holding period at –20°C.

A landmark paper was published by Parrott in 1960, in which a more detailed investigation

was made into the establishment of fertility in oophorectomized mice grafted with tissue cryopre-

served using slow cooling with 12% glycerol serum. Her criteria of success were the histological

assessment of the numbers of surviving oocytes in grafts taken at autopsy, the proportion of

recipients that became fertile, and the timescale of graft function in vivo
 . Some live births were recorded in animals receiving cryopreserved grafts, but the numbers of oocytes surviving in the

tissues were low, and the reproductive lifespan of the grafted recipients was curtailed compared

with those receiving unfrozen tissues.

It was some years before attempts were made to transfer the technology of ovarian tissue

cryopreservation to human tissue. In 1976, Stahler et al. reported studies on ovaries obtained during

the follicular phase from oophorectomy patients aged between 30 and 41 years. Intact ovaries were

flushed with ice-cold heparinized medium via the ovarian artery, and CPA solution was introduced

via the same route. The ovaries were cooled slowly to –18°C and then rapidly rewarmed by arterial

perfusion with a warm, colloid-supplemented diluent. Measurements of oxygen and glucose con-

sumption by the ovarian tissues showed that some degree of protection was obtained under these

conditions, but further deep cooling to liquid nitrogen temperatures proved lethal.

Over the next decades, additional progress was made in cryopreservation of animal ovarian

tissues (Candy et al., 1995; Harp et al., 1994), including a move toward using dimethyl sulfoxide

(Me SO) as CPA of choice. A significant stimulus of interest in potential clinical application

2

followed impressive studies in large-animal (sheep) ovarian tissue cryopreservation by Gosden et

al. (1994). These workers successfully demonstrated restoration of fertility and the birth of a lamb

after autografting ovarian tissue recovered from –196°C into the ovarian bursa of an oophorecto-

mized recipient. The cryopreservation protocol was now based on Me SO as CPA, and the treated

2

tissues were reduced in volume to thin slices of ovarian cortex. The slices were cooled at –2°C/min
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(A)

(B)


FIGURE 18.1


Bovine preantral follicles in tissue slices after cryopreservation using slow cooling with

Me SO as cryoprotectant. Some follicles presented a normal morphology with a central oocyte surrounded

2

by evenly distributed granulosa cells (A). In others, the oocytes were still centrally located, but there was evidence of destruction and displacement of the granulosa cell mass (B).

to –7°C, at which point ice crystallization was induced by manual seeding. A cooling rate of

–0.3°C/min was used to an end temperature of –40°C before increasing the rate to from –10° to

–140°C before plunging to –196°C. Samples were allowed to thaw initially at room temperature

before transfer to a warm water bath to complete the process. Histological investigations revealed

that follicles at all stages of development could be detected in cryopreserved grafts up to 9 months

after operation. However, these authors commented on an observation that has been consistently

reported since the earliest studies on ovarian tissue cryopreservation—if the grafts were examined

after only 1 week, all developing follicles were degenerating and only primordial follicles could

be detected. Thus, cryopreservation could only maintain viable immature follicles, which then

needed a supportive physiological environment to mature and grow to preantral and antral stages.


18.3.2 APPLICATION OF CRYOPRESERVATION TO HUMAN OVARIAN TISSUES


Cryopreservation and subsequent autografting has been suggested as an ideal solution to the problem

of restoring fertility in female patients who must undergo ablative chemo- or radiotherapy during

cancer therapy (Gosden and Aubard, 1996; Hovatta et al., 1997). However, the technique must still

be viewed as an experimental therapy until improvements and consistency of results can be achieved.

Most of the recent studies have employed cryopreservation regimes based around those used for

successful human embryo storage or ovarian tissue recovery in animal experiments. Both Me SO

2

and 1,2 propane diol were investigated by Hovatta et al. (1996), who used human ovarian cortical

tissue fragments (0.3 to 2 mm diameter). CPA concentrations were 1.5 M
 , and slow cooling

(–0.3°C/min to –30°C, then –50° to –150°C) was used, with subsequent rapid warming. Histological

appearance of primordial or primary follicles immediately after thawing was not different to that

in fresh cortical tissue. The same group went on to perform in vitro
 culture of the thawed tissues for up to 21 d (Hovatta et al., 1997). Two thirds of the population of early follicular stages were

viable on morphological grounds after 10 to 15 d in culture, and there were clear indications of

follicular growth as the proportion of secondary follicles increased. As discussed above, the process

of follicle development and oocyte maturation are interdependent and require concerted interaction

between follicular cell layers and the oocyte. There is evidence from animal studies that cryopreser-

vation of ovarian fragments (using slow cooling with Me SO) may lead to disruption of theca or

2

granulosa cells without overt destruction of the oocyte (Paynter et al., 1999a; see Figure 18.1). A

similar effect in human tissues has recently been reported after both slow and rapid cooling, where

survival of follicular oocytes was high but overall follicle structure was compromised (Seibzehnrubl

et al., 2000).
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The issues surrounding establishment of basic parameters of human ovarian tissue cryobiology

have begun to be addressed in recent years. The underlying problem of achieving sufficient CPA

permeation by surface diffusion into the entire tissue, composed as it is of densely distributed

cell/matrix components, has required the development of a sensitive chemical assay. Proton nuclear

magnetic resonance spectroscopy provides one way to investigate chemical composition, and it

was employed in studies of the penetration of Me SO into human ovarian tissue pieces at 4°C by

2

Thomas et al. (1997). These results demonstrated that, using exposure times up to 20 min, only

approximately 50% of the theoretically maximum volume of tissue water had reached equilibration.

A similar incomplete permeation of human tissue slices by Me SO at low temperatures was reported

2

by Newton et al. (1998), whereas increasing the exposure temperature to 37°C provided a more

complete equilibration with 1.5 M
 Me SO. The highest degree of equilibration was reported for

2

1,2 propane diol at 37°C, but it remains to be established whether chemical toxicity of the CPA

will follow from using higher exposure temperatures.

Propane diol was used by Gook et al. (1999) in human ovarian cortical slices where equilibration

of CPA was achieved at room temperature, and sucrose (0.1 M
 ) was used as a secondary CPA to

achieve a degree of tissue dehydration before freezing. In addition, the traditional slow cooling

(–0.3° to –30°C) was compared with faster rates, achieved by exposing the vials to either liquid

nitrogen vapor or directly plunging them into liquid nitrogen. After rapid warming and dilution of

the CPA, histological evaluations were performed. The highest survival of morphologically normal

follicles that contained oocytes was found when the CPA-dehydration step was extended to 90 min

at room temperature and the traditional slow cooling method was used. This longer CPA exposure

time would certainly increase the percentage of tissue water equilibrated with the propane diol,

and it fit with the observations on kinetics of CPA uptake discussed above.

The impressive results from histological studies on cryopreserved human ovarian tissue have

required confirmation using a more biologically relevant assay that could provide information about

potential folliculogensis and oocyte maturation. Unfortunately, current techniques of in vitro
 culture have not been adequately sophisticated to support ovarian tissues for sufficient periods to permit

this (it takes in the region of 3 months to achieve the development of human primordial follicles

to the level of the hormone-dependent growth phase). This has been circumvented by the use of a

xenografting technique, whereby human cortical fragments were implanted under the skin of

immunodeficient mice. Using this model, Weissman et al. (1999) have been able to demonstrate

follicle growth and antral follicle development under the control of exogenously delivered gona-

dotropin. It has been previously suggested that one of the reasons why small immature follicles

are the only ones that survive transplantation in ovarian cortical slices (either fresh or cryopreserved) might be the degree of hypoxia encountered in the grafted tissue until a new blood supply becomes

established, but this remains to be thoroughly investigated. Another way to assess follicle function

after recovery of cryopreserved ovarian tissue is to investigate growth of isolated follicles, and the

strengths and weaknesses of this approach will be discussed later.

Using the mouse xenograft model, Nisolle et al. (2000) showed that cryopreserved human

ovarian tissue implanted subcutaneously or intraperitoneally for 24 d showed clear immuno-

histochemical evidence of the development of a new blood supply, whereas the numbers of pri-

mordial and primary follicles were equal to those in fresh tissue grafts. Using the propane

diol–sucrose method with slow cooling, Gook et al. (2001) made further progress by showing

growth of antral follicles in human ovarian tissue implanted under the kidney capsule of immuno-

deficient mice (this site has been recognized for some time as providing good early blood supply

to grafted tissues). When grafts were examined after less than 20 weeks, only early stages of follicle

development were seen, but in longer-term grafts, antral follicles were seen in 75% of cases and

the structure of the developing oocyte within the follicular cavities was normal. Again, no difference

was detected between grafts from fresh or cryopreserved tissues.

The summation of all these experimental studies has led in the recent past to the establishment of

the first clinical applications of ovarian tissue cryopreservation. In one case, orthotopic reimplantation
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of cryopreserved strips of ovarian cortex was performed in a patient undergoing ablative chemo-

therapy for Hodgkin’s lymphoma (Radford et al., 2001). One ovary had been removed before the

start of the chemotherapy, and cortical slices had been cryopreserved using Me SO and slow cooling.

2

After 19 months, thawed tissues were reimplanted, and evidence of ovarian hormonal function,

absent before grafting, was seen over the next 9 months. Under similar circumstances in a second

study, ovarian hormonal function and ovulation were reported during 4 months after reimplanting

cryopreserved tissue to the ovarian fossa (Oktay et al., 2001). Again, the slow-cooling technique

with propane diol as CPA was used.

These reports herald an undoubted upswing in activity in the field of ovarian tissue cryopreser-

vation. Many questions remain to be answered as the technique becomes a more routine clinical

practice, including the true reproductive potential of oocytes reaching maturity and ovulation in

the cryopreserved tissues and the functional lifespan of such grafts. New ethical questions may be

posed, such as the possibility of using donor ovarian tissue to replenish hormonal functions in

patients with ovarian failure. Alternative cryopreservation techniques may be found to be more

successful—for example, vitrification methods may be applicable in the clinical situation (these

have already been investigated in limited animal experiments; Sugimoto et al., 1996, 2000; see

Chapter 12), but little information is available so far for human tissue.


18.3.3 CRYOPRESERVATION OF OVARIAN TISSUE AS A SOURCE OF OOCYTES


Although reimplantation of cryopreserved ovarian tissue is intuitively the most logical use of this

resource, a parallel interest has developed in the concept of using banked tissues as a source of

immature oocytes that could then be matured in vitro
 for fertility treatment, either for the same patient or as a source of donor oocytes. A question also remains over the reliability of tissue-grafting methods in the clinic, although these problems do seem to be soluble if the early successes

(Oktay et al., 2001; Radford et al., 2001) can be repeated. However, isolation and in vitro
 culture of immature oocytes from ovarian tissues trades one difficulty (expertise in tissue grafting) for

another (long-term in vitro
 culture to allow follicle growth and oocyte maturation). From the

discussions above, it will be recalled that long periods of time (in the human, several months) are

needed to achieve full development of primordial follicles and associated oocytes. Over the last

decade sophisticated culture methods have been devised that allow isolated immature follicles from

mouse ovarian tissue to grow and produce oocytes capable of fertilization (Spears et al., 1994) and

live birth (Eppig and O’Brien, 1996). It has proved possible to isolate immature follicles from

mouse ovarian tissue slices cryopreserved with Me SO, propane diol, or glycerol to and place them

2

in maturation culture (Newton and Illingworth, 2001). Glycerol was an ineffective CPA, but the

other agents provided sufficient protection during slow cooling to permit isolation of viable preantral

follicles, which yielded mature oocytes after culture.

Human ovarian tissue is more dense and fibrous than that of small mammals. Nevertheless,

Oktay et al. (1997) studied enzymatic digestion of human cortical tissue slices after cryopreservation

using propane diol and slow cooling. It was shown that similar numbers of primordial follicles

could be isolated from either fresh or cryopreserved tissues. Vital staining methods indicated that

the majority of the follicles were undamaged by cryopreservation, but future work will need to

demonstrate that their growth potential has been retained after thawing.

It is also possible to envisage isolation of immature follicles before cryopreservation. In this

way, the isolated follicles may, as small structures with relatively low numbers of cells, respond

to the biophysical changes during freezing in a way more in common with that of multicellular

embryos, rather than as part of a complex three-dimensional tissue structure in cortical slices. The

thawed immature follicles would still require a prolonged period of maturation culture to yield a

mature oocyte, but it has been known for some time, from studies in mice, that isolated primary

follicles could be cryopreserved using Me SO and slow cooling and be matured to yield mature

2

oocytes capable of fertilization and live birth (Carroll et al., 1990; see also Chapter 11). In this
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case, maturation was achieved by in vivo
 placement of the follicles in a gel structure under the

kidney capsule of a host animal, rather than by in vitro
 culture. For the future, follicle cryopreservation is another area of reproductive medicine in which advances in cryobiology will need to be

matched by progress in in vitro
 maturation techniques. Primordial follicles are the most numerous follicles in ovarian tissue and can be recovered by digestion or teasing apart of ovarian tissue, and

thus, cryopreservation of these would be an attractive option, but much progress needs to be made

both in their cryopreservation and maturation before it will be a useful clinical therapy (Oktay et

al., 1998). For later-stage follicles, a recent study of note was that undertaken on mouse ovarian

tissues, and in this, Sztein et al. (2000) recovered cryopreserved tissues, and immediately on

thawing, harvested oocytes from antral follicles. They were able to show that these oocytes had

survived and were capable of maturation and fertilization. The study goes some way to addressing

the question of why, in cryopreserved cortical slices, only the small primary follicles appear to

survive the freezing process and can be identified early postgrafting. Sztein’s study indicates that

it is not a result of freeze–thaw damage of the follicular oocyte, but must relate to other tissue

factors that ultimately lead to necrosis of the antral stages.

The relative explosion of interest in ovarian tissue cryopreservation and allied clinical technol-

ogies have increased options for treatment of infertility or associated hormonal pathologies and

have raised complex ethical issues about how the advances should be introduced. There is also an

ongoing debate about the safety of reintroducing cryopreserved tissues, taken from patients exhib-

iting overt malignant disease, after successful anticancer therapy—Will the grafted tissues harbor

cells that can lead to secondary malignancies? These issues are beyond the scope of this chapter,

but current opinions can be found in several recent papers and reviews (Kim et al., 2001a, 2001b;

Shaw et al., 1999).


18.4 CRYOPRESERVATION OF HUMAN OOCYTES


With the development of in vitro
 fertilization (IVF) techniques, it is possible to artificially stimulate women to produce several mature oocytes per cycle rather than the single oocyte usually produced.

These oocytes can be fertilized in vitro
 , but current U.K. legislation stipulates that a maximum of three, but preferably two, embryos be replaced in the uterus. Excess embryos can be cryopreserved;

such a technique now forms a routine part of the service offered by many fertility clinics, as will

be discussed later. However, embryo cryopreservation raises ethical dilemmas such as ownership

and fate of the embryos, and indeed, embryo storage is banned or strictly limited in some European

countries. Storage of unfertilized gametes raises fewer ethical concerns. Oocyte storage would also

allow women without a partner who object to using donor sperm the possibility of future pregnancy.

This issue is particularly relevant to young female cancer patients whose fertility is likely to be

undermined by cancer therapies (Apperley and Reddy, 1995). Storage of oocytes would also make

donation of oocytes more practicable, avoiding the need to synchronize donor and recipient cycles.


18.4.1 FEATURES OF THE HUMAN OOCYTE OF SIGNIFICANCE IN CRYOPRESERVATION


Oocytes retrieved following hormonal stimulation are mature, fertilizable metaphase II oocytes or

are, at most, a few hours of culture away from potentially becoming so. Hence they do not require

the extensive periods of culture in vitro
 that would be necessary with oocytes contained within

immature follicles.


18.4.1.1 Size


The diameter of mature oocytes is around 130 µm, and as such, they are the largest human cell

type. Their size has important consequences for successful cryopreservation. Large single cells

have a low surface-area-to-volume ratio, and hence they are less efficient at taking up CPAs and
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FIGURE 18.2
 Comparison of osmotic response of oocytes on exposure to 1.5 mol/L 1,2 propane diol at 23°C. Each point represents a mean of 10 oocytes. Each oocyte was held in position, within a 5-µL droplet of phosphate buffered medium, using negative pressure generated through a holding pipette. Each oocyte was flushed with 1 mL of cryoprotectant solution and the osmotic response recorded on videotape. Oocyte volume was calculated from diameter measurements taken from freeze-frame images.

at losing water. The overall effect is that oocytes are more likely to retain water during freezing

and thus be damaged by the formation and growth of intracellular ice. In addition, the integrity of

oocytes can be seriously undermined even before freezing begins if addition and dilution of

cryoprotectant results in excessive osmotic stress.


18.4.1.2 Membrane permeability


The permeability of a cell to water and solutes determines the extent of the shrink–swell response

on exposure to a given CPA. The more permeable the cell to the permeating solute, the less extensive

are the cell volume fluctuations during addition or removal of CPA. Water permeability also

determines the extent of cellular dehydration during freezing. For cells to survive freezing, they

must be sufficiently dehydrated, or contain sufficient CPA, that intracellular ice formation does not

occur. It is possible to measure the shrink–swell response of oocytes on exposure to a given

concentration of cryoprotectant and, from these measurements, to calculate theoretical values for

water permeability and cryoprotectant permeability of the cell. Such data have been collected, and

permeability coefficients calculated, for murine oocytes in the presence of the CPAs Me SO, 1,2

2

propane diol (Paynter et al., 1997b), ethylene glycol, and glycerol (Paynter et al., 1999c, 1999d).

Murine oocytes are often used as model systems for designing cryopreservation protocols for human

oocytes. However, murine oocytes are considerably smaller (with a diameter of 80 µm) than human

oocytes and hence could be expected to react differently in the presence of cryoprotectant. Both

murine and human oocytes have a low permeability to water compared with other cell types.

However, human oocytes tend to shrink more than murine oocytes (Figure 18.2) and exhibit higher

values per unit volume under similar conditions for permeabilities to both water and cryoprotectant

(Paynter et al., 1999b, 2001). Interestingly, human oocytes are also more permeable to propane-

1,2-diol than to Me SO, whereas for murine oocytes, the response is almost identical for the two

2

CPAs (Paynter et al., 1997b). Permeability characteristics also change during maturation of the

oocyte, with immature germinal-vesicle-stage oocytes reacting in a different manner than mature

oocytes of the same species (Le Gal et al., 1994; Younis et al., 1996).



TF1231_C18.fm Page 514 Monday, March 22, 2004 1:33 PM


514


Life in the Frozen State

Clearly, to optimize survival following cryopreservation, the protocols used need to be designed

specifically for the particular cell type to be stored, rather than simply adopting protocols that have

been successfully used for other systems. Over the last two decades, the majority of studies involving

cryopreservation of human oocytes have applied the cryopreservation techniques found to be

successful for the storage of human embryos. More recently, methods have begun to be proposed

from information derived from experimental studies on both human and animal oocytes.


18.4.1.3 Cytoskeleton


The mature human oocyte contains condensed chromosomes arranged on a microtubular spindle,

the appropriate organization of which is essential for the correct alignment and segregation of

chromosomes. Microtubules and microfilaments within the cell are also involved in such events as

spindle rotation, polar body formation, and pronuclear formation, which are all crucial steps in the

process of meiosis. Studies using murine oocytes revealed the spindle to be sensitive to cooling

(Pickering and Johnson, 1987; Sathananthan et al., 1992) although capable of repair if incubated

at 37ºC for sufficient time. However, the spindle of the human oocyte has shown irreversible

disruption following exposure to room temperature for 10 or 30 min (Pickering et al., 1990). Less

than half of the oocytes displayed normal spindle morphology after incubation at 37ºC for 4 h.

Dispersal of chromosomes was evident after a 30-min incubation at room temperature. Human

oocytes contain less foci of pericentriolar material, which form sites of tubulin organization, than

do murine oocytes, which may explain their reduced ability to undergo spindle reformation. Similar

disruption of the spindle was reported by Almeida and Bolton (1995), although returning oocytes

to 37°C for 1 or 4 h after a 2-min incubation at room temperature did allow restoration of normal

spindle structure. The authors reported the presence of normal spindle structure with dispersed

chromosomes as well as abnormal spindle structure with compact chromosomes. However, the

oocytes used in the study were those that had failed to fertilize 18 to 20 h postinsemination and

hence may have been compromised. A study using freshly collected immature human oocytes that

were matured in vitro
 to the metaphase II stage looked at the effect of cooling to 0°C for 1 to 10

min (Zenzes et al., 2001). After 1 min at 0°C, spindle damage was negligible, but in oocytes cooled

for 2 to 3 min the spindle was shortened. At 4 to 9 min, disruption was increasingly severe, and

by 10 min, the spindles had completely disappeared. Despite this depolymerization of the micro-

tubular spindle at 0°C, the chromosomes did not become dispersed. The chromosomes remained

anchored even in the absence of the spindle. The authors concluded that the microtubules associated

with the kinetochores of chromosomes react differently to chilling than do the microtubules that

pass among the chromosomes through the metaphase plate.

Exposure to cryoprotectants has also been shown to result in disruption of the microtubular

spindle (Johnson and Pickering, 1987), but the effect has been reduced by performing exposure at

4°C rather than at 37°C in human oocytes exposed to Me SO (Pickering et al., 1991). Cooling to

2

0°C for 20 or 60 min has been shown to result in disorganized spindles in human oocytes in the

presence or absence of Me SO (Sathananthan et al., 1988), although widespread scattering of the

2

chromosomes was not observed. Human oocytes exposed to 1,2-propanediol, either with or without

freezing, displayed no stray chromosomes despite absence or abnormality of the spindle (Gook et

al., 1993).

One way of avoiding any danger of disruption to the sensitive microtubular spindle is to

cryopreserve immature germinal-vesicle oocytes, at which stage the spindle is not present and the

chromosomes are decondensed. Immature oocytes are often collected during conventional IVF, or

oocyte collection techniques can be modified to allow retrieval of fully grown germinal-vesicle

oocytes (Trounson et al., 1994). Immature oocytes can also be collected without hormonal stimu-

lation, conferring an additional advantage of this technique on women in danger of ovarian hyper-

stimulation syndrome. A live birth has been reported following cryopreservation of a human

immature oocyte after hormonal stimulation (Tucker et al., 1998a,1998b), and a pregnancy has
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been reported from oocytes retrieved from isolated, unstimulated ovarian tissue (Wu et al., 2001).

However, there is evidence of spindle abnormality and abnormal chromosome arrangements in

cryopreserved immature oocytes from stimulated and unstimulated ovaries following maturation

(Baka et al., 1995; Park et al., 1997). In general, development of embryos resulting from cryopre-

served immature oocytes is impaired (Toth et al., 1994a; Son et al., 1996). Results are generally

better with oocytes from patients receiving ovarian stimulation than with those from unstimulated

ovaries (Toth et al., 1994a, 1994b; Salha et al., 2001). This may be a reflection of the quality of

the oocytes, with greater variability being evident in unstimulated ovaries. For all immature oocytes,

it seems likely that maturation has been undermined such that subsequent embryo development is

affected. The cumulus cells, which surround the oocyte prior to fertilization, provide nourishment

via gap-junction communication during the growth phase and are also likely to be necessary for

the final stages of maturation. Cumulus cells are often lost during cryopreservation (Cooper et al.,

1998; Goud et al., 2000), and hence cryopreservation protocols need to be designed to allow survival

of these two different cell types as well as preserving communication pathways between the two.


18.4.1.4 Zona pellucida


The zona pellucida is a glycoprotein coat that surrounds the oocyte. In the mature oocyte, cortical

granules lie around the periphery of the oocyte, which if caused to release their contents, induce

changes, known as ”zona hardening,” in the zona pellucida that prevent the penetration of sperma-

tozoa into the oocyte. During the course of fertilization the zona is rendered impenetrable to

spermatozoa once one spermatozoon has entered. However, if the cortical granules are damaged

before fertilization, such that their contents are released, fertilization is effectively blocked. Con-

versely, the zona pellucida may be damaged or the cortical granules caused to migrate to the center

of the oocyte, resulting in multiple sperm entry. Cryopreservation has been shown to induce cracks

in the zona pellucida of human oocytes (Sathananthan et al., 1987). Ultrastructural evidence of

premature cortical granule release has been found in oocytes exposed to 1.5 mol/L Me SO or 1,2-

2

propanediol at room temperature. Conversely, in another study, cortical granules were identified

and their abundance reported after thawing and dilution of 1.5 mol/L 1,2-propanediol in 15 human

oocytes (Gook et al., 1993). Whether or not zona hardening occurs following cryopreservation has

less significance now that intracytoplasmic sperm injection (ICSI) can be used to bypass the zona

pellucida and inject a single spermatozoon. Studies comparing conventional IVF with ICSI-fertil-

ized oocytes that have been cryopreserved showed comparable or better fertilization and cleavage

with ICSI (Gook et al., 1995b; Kazem et al., 1995). However, zona hardening may have consequences for the ability of the embryo to hatch from the zona pellucida before implantation in the

uterus.


18.4.2 EARLY CLINICAL EXPERIENCE IN CRYOPRESERVATION OF HUMAN OOCYTES


Despite the potential problems associated with the cryopreservation of oocytes, several live births

have resulted from frozen human eggs (for a review, see Paynter, 2000). The first birth was reported

in 1986. Fifty oocytes were cryopreserved by slow cooling in 1.5 mol/L Me SO. Of these, 38 were

2

intact following thawing, at least 75% were fertilized when exposed to spermatozoa, and embryo

transfers were performed in seven patients. Two pregnancies culminated in one twin (Chen, 1986)

and one singleton (Chen, 1988) birth. A further birth quickly followed (van Uem et al., 1987) using

a similar technique, but only one quarter of the oocytes survived the freeze/thaw. Poor results then

followed in studies using a variety of techniques (Al Hasani et al., 1987; Diedrich et al., 1987;

Hunter et al., 1991, 1995; Pensis et al., 1989; Todorow et al., 1989). The poor results of these

studies may well reflect the quality of the oocytes cryopreserved. Often the best-quality oocytes

were inseminated as fresh oocytes, and none of the studies used as high a quality oocyte as those

selected for the original study by Chen.
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In 1993, considerably better survival of human oocytes (64%) was reported following cryo-

preservation by a slow-freeze, rapid-thaw method in the presence of 1,2-propanediol and sucrose

(Gook et al., 1993). The method was one that had been successfully applied to the cryopreservation of human embryos (Lassalle et al., 1985). The karyotypes of four human oocytes cryopreserved

using the same technique were found to be normal following fertilization (Gook et al., 1994),

although a later study showed 27% of thawed oocytes to be parthenogenetically activated, whereas

none of the control untreated oocytes, nor the oocytes exposed to CPA without freezing, were

activated (Gook et al., 1995a). A number of live births have now been reported using this cryo-

preservation method and fertilization by ICSI (Polak de Fried et al., 1998; Porcu et al., 1997; Tucker et al., 1998a, 1998b,) with the percentage of live births from thawed oocytes varying from 1 to 10.

The largest study performed to date included 1769 frozen oocytes, with 1502 having been thawed

(Porcu et al., 2000). The survival rate was 54%, with 58% fertilization and 91% cleavage. Sixteen pregnancies resulted in 11 births (seven singleton and two twin deliveries). All patients included

in the study were under 38 years of age, had tubal infertility, had no previous IVF failure, and had

at least 10 retrieved oocytes, all of which were cryopreserved.

Recently, modifications of the 1,2-propanediol/sucrose slow-freeze, rapid-thaw protocol have

been tried. Increasing the temperature of exposure to CPA has shown some improvements. The

temperature of exposure to the cryoprotectant before freezing has been increased from room

temperature to 37°C with a concomitantly reduced exposure time (Yang et al., 1998). The births

of two sets of twins and four ongoing pregnancies have since been reported (Yang et al., 1999).

Optimizing the time of exposure to CPA such that sufficient CPA enters the cell but the time of

exposure to suboptimal temperatures is minimized has also been beneficial. An increase in survival

of oocytes exposed to 1.5 mol/L propane diol for 10 min (65%) rather than 15 min (53%) at room

temperature before cryopreservation has been documented (Fabbri et al., 2000). However, in a later study (Fabbri et al., 2001), it was shown that exposure at room temperature to 1.5 mol/L propane

diol plus 0.2 mol/L sucrose for 10.5 to 15 min gave greater survival post cryopreservation than

exposure for shorter times (5.5 to 10 min, or 1 to 5 min) (70, 56, and 55%, respectively; Fabbri et

al., 2001). More significantly, these authors reported higher survival when the sucrose concentration

was doubled to 0.2 mol/L (60%), and it was even higher (80%) when the sucrose concentration

was 0.3 mol/L. The increased survival may be a result of greater dehydration of the oocyte leading

to a lower incidence of intracellular ice formation.

A number of studies have investigated whether cryopreservation of oocytes with attached cumulus

cells affords any protection during freezing. One study reported better results with cumulus intact than

with denuded oocytes (Imoedemhe and Sigue, 1992), whereas Mandelbaum et al. (1988) and a large

study performed by Fabbri et al. (2001) suggested that there was no difference between the two.

Replacement of sodium with choline in the cryoprotectant vehicle solution has been found

beneficial for mature murine oocytes (Stachecki et al., 1998) and for immature and in vitro
 matured human oocytes (Goud et al., 2000) after slow cooling in 1,2-propanediol. Another area in which

an improvement in survival has been seen is in increasing the temperature at which ice formation

was induced before cooling. An increase from –8° to –6° to –4.5°C improved survival of immature

and failed-to-fertilized human oocytes from 32 to 56 to 95%, respectively (Trad et al., 1999).

Success has also been reported recently following cryopreservation by a completely different

technique—that of vitrification (see also Chapter 22). These studies have used ethylene glycol, a

cryoprotectant found to be well tolerated by oocytes at the high concentrations required for

vitrification. A live birth has been achieved from a batch of 17 oocytes vitrified in ethylene glycol

plus sucrose in open pulled straws (Kuleshova et al., 1999), whereas two births and an ongoing

pregnancy have been achieved using the same CPAs but vitrified on electron microscope (EM)

grids (Yoon et al., 2000). The rapid cooling rates used to achieve vitrification mean that the oocytes

quickly traverse the potentially damaging temperature range, whereas both EM grids and open

pulled straws allow faster cooling rates than conventional straws, and hence, less time for ice crystal

formation. Vitrification has also been applied to immature oocytes (Chung et al., 2000; Wu et al.,
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2001) and to oocytes matured in vitro
 (Chen et al., 2000). In the latter case, survival rates were high (65 to 100%) depending on the length of exposure to CPA and the dilution techniques. No

blastocysts were found in culture, although blastocyst formation for control oocytes was also low (8%).

Cryopreserved oocytes have been used in conjunction with cryopreserved spermatozoa, as well

as with epididimal and testicular sperm to produce live births (Porcu et al., 2000). However, a

pregnancy using cryopreserved testicular sperm and thawed oocytes resulted in abortion and an

XXY karyotype that was probably the result of fertilization of a digynic egg (i.e., one in which

the second polar body or its chromosomes had been retained; Chia et al., 2000). The oocytes had

been cultured for 12 h before cryopreservation, which may have contributed to the result. Also, an

abnormal three-pronuclear zygote resulted after ICSI of fresh eggs from the same patient, indicating

that the quality of the eggs was a major cause of triploidy resulting from the frozen oocyte. Another

study looking at chromosomal abnormalities in embryos used probes for chromosomes 13, 18, 21

X and Y, and found no increase in chromosomal abnormalities between fresh and cryopreserved

oocytes (Cobo et al., 2001).


18.4.3 CURRENT STATUS OF OOCYTE CRYOPRESERVATION


The recent live births are very encouraging, but results from cryopreserved human oocytes remain

variable. Although fertilization, cleavage, and implantation rates approach those of fresh oocytes

in some studies (Cobo et al., 2001; Porcu et al., 2000), the survival of the oocytes is still a problem.

One of the main determining factors in survival is oocyte quality. It is understandable that the

poorest-quality oocytes are the ones donated for research, but this unfortunately affects the results.

Because studies seem to indicate that cumulus cell attachment to mature oocytes confers no

advantage during cryopreservation, it may be best to denude oocytes so that assessment of their

quality and maturity can be performed before freezing.

A major breakthrough in the use of cryopreserved oocytes has been the application of ICSI to

achieve fertilization. However, once fertilized, the embryo still has to divide and retain a normal

complement of chromosomes. Despite reports of spindle disruption, scattering of chromosomes is

less common, but few studies have looked at chromosomal abnormalities in resulting embryos.

Encouragingly, no abnormalities have been reported in the births resulting from cryopreserved

oocytes.

Success, in terms of live births, has now been achieved using a variety of cryopreservation

techniques. However, the overall success rates are still poor and need to be improved, particularly

in view of the fact that, even with hormonal stimulation, relatively few oocytes (usually <20) are

retrieved. This number is likely to be less for cancer patients (Posada et al., 2001). New protocols,

such as the replacement of sodium chloride with choline to obviate salt-induced damage during

slow cooling (see also Chapter 1) are being tested in a clinical setting (Quintans et al., 2002), but they remain to be fully evaluated. Despite this, cryopreservation of mature oocytes is currently the

best option for preserving fertility for patients unable to preserve embryos. Before embarking on

such a program, patients should be informed of the risks involved with oocyte cryopreservation

and of the currently poor success rates. Clearly, further work is needed to improve survival rates.


18.5 CRYOPRESERVATION OF THE MALE GAMETE



18.5.1 HISTORICAL REVIEW


The first reported success of human sperm cryopreservation (Bunge et al., 1954) came at a time

when sperm freezing was in its relative infancy. Glycerol had recently been discovered as a suitable

cryoprotectant for spermatozoa, and successes had been reported in cattle and in several other

species as diverse as fish and fowl (see also Chapter 11). Nevertheless, it was a bold step to attempt

to produce human babies at that stage. Throughout the next few years there were a few pioneers
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FIGURE 18.3
 Cumulative theoretical pregnancy with donor insemination using fresh and frozen semen

calculated from relative fecundity studies using the patient as her own control and life table analysis methods.

Redrawn from Richter et al. (1984). Fresh semen, solid line; frozen semen, dotted line.

who championed the cryostorage of human spermatozoa, but there was little general enthusiasm

because of the difficulty of storage of glass vials in dry ice (solid CO ). It was only the availability

2

of liquid nitrogen and the advent of the plastic straw that generated more enthusiasm for cryo-

preservation. In the 1980s, several studies showed that cryopreserved spermatozoa were less suc-

cessful at achieving a pregnancy. Indeed, using the patient as her own control, Richter et al. (1984)

found that frozen semen was three times less likely to achieve a pregnancy, which translated into

a theoretical 12-month cumulative pregnancy rate of 93% for fresh semen and 45% for cryopre-

served semen (Figure 18.3). A substantial reduction in fertility is still generally acknowledged.

The most important stimulus for cryopreservation of spermatozoa was the realization that HIV

could be transmitted via semen (Stewart et al., 1985). It is now mandatory that semen samples for

donor insemination be cryopreserved for a minimum of 6 months while the donor is tested before

semen collection and 6 months later for absence of seroconversion.

Following on from cattle artificial insemination (AI) and the animal studies that showed that

cryopreserved spermatozoa were more likely to achieve a pregnancy if they were inseminated

deeper in the female tract, a number of studies have shown that intrauterine insemination (IUI) was

preferable with cryopreserved human semen. However, because of the high concentration of Pros-

taglandin E in human semen, there is a need to wash the cells free of seminal plasma before

insemination to avoid painful uterine contractions following the process. A recent meta-analysis

confirmed the advantage of IUI (O’Brien and Vandekerckhove, 2002).

Alongside these developments the treatment of human infertility has embraced IVF, a technique

that allows relatively few spermatozoa to achieve fertilization. The control of the interaction of

spermatozoa and oocyte has resulted in many subfertile couples being enabled to conceive a child.

This itself becomes a driving force for sperm cryopreservation, as many who were incapable of

conceiving with natural fertilization or AI are now interested in storing sperm for IVF attempts.

Perhaps the most far-reaching development has been the widespread use of intra-cytoplasmic

sperm injection (ICSI). This has meant that semen samples that are oligospermic can now be

considered for cryopreservation, opening up the possibility of fathering a child for individuals who

are effectively infertile by natural means. Moreover, the survival of cancer patients is increasing

very dramatically, and there is considerable interest in cryopreservation of semen to retain the

possibility of future paternity when they must undergo radiation treatment that will render them
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infertile. ICSI also opens the possibility that immature cells even as primitive as spermatids can

be used to create a pregnancy, although it is not yet a widespread procedure. The procedure has

encouraged attempts to recover and cryopreserve germ cells from infertile individuals even if they

can only be recovered in very small numbers.


18.5.2 FEATURES OF THE SPERM OF SIGNIFICANCE IN CRYOPRESERVATION


The spermatozoon is a highly differentiated cell with a single ultimate purpose. To achieve this, it

must display a number of unique activities given the appropriate environmental stimuli, and it must

interact physically and metabolically with cellular structures of the female tract. Thus, it must

display motility and be capable of hyperactivated motility given the right capacitating environment.

It must undergo capacitating changes in the female tract, possibly binding to the isthmus cells of

the Fallopian tube before being unbound at ovulation. It must reach a state of responsiveness to

the oocyte and its vestments in the ampulla of the Fallopian tube with receptor proteins exposed on

the cell surface. It must bind to the zona surface and be capable of the acrosome reaction on a

progesterone or zona glycoprotein stimulus, and it must penetrate the zona and fuse with the oolemma.

It must activate the oocyte and achieve fertilization and embryonic development, implantation, and

fetal growth to term. Faults in any of these vital stages result in failure of conception or pregnancy.

Cryopreservation interferes with several cell organelles including the plasma membrane,

acrosome, mitochondria, and nucleus, and can thus have an effect on many aspects of cell function.

The phospholipid bilayer of the plasma membrane is subjected to phase changes as cells are cooled

and rewarmed. This can result in phase separation with clustering of functional protein, and there

is evidence that the changes are not all simply reversed on rewarming. Permeability changes also

occur with ion imbalance, with a potential effect on intracellular signaling. Cooled spermatozoa

display capacitation-like changes as a result of cryopreservation and will prematurely undergo an

acrosome reaction. The acrosome may be damaged during cryopreservation and be incapable of a

physiological acrosome reaction. Mitochondria show signs of damage in cryopreserved semen,

indicating that their energy production may be compromised. Motility is often depressed, although

the quality of motility displayed even in a normal ejaculate is quite variable. Finally, recent evidence

indicates that there is an increased nuclear alteration as a result of cryopreservation, which may

affect subsequent chromosomal function. All these changes add up to a proportion of lethal cell

injuries, reducing the number of live cells present, and to further sub-lethal injuries compromising

the fertilization potential of the live subpopulation. Although IVF and ICSI remove many of the

functional requirements of the mature spermatozoon, cryopreserved spermatozoa are inevitably less

likely to achieve fertilization.


18.5.3 CRYOPRESERVATION OF IMMATURE FORMS


In contrast to the oocyte, the difficulties encountered with preserving mature spermatozoa were not

the reason for searches to find alternative, more primitive, cells to store. Instead, it is the problems

created by the infertile individual that has driven this research. Oligozoospermia and obstructive

aspermia, resulting in insufficient or no spermatozoa in the ejaculate to cryopreserve in conventional

ways, led to trials to recover spermatozoa from more proximal positions in the reproductive tract.

Attempts have then been made to store these cells to build up sufficient numbers for IVF or ICSI.

There can be no doubt that the advent of ICSI as a common procedure in the treatment of infertility

has revolutionized the approach to treatment of conditions such as oligospermia and azoospermia.

No longer is it necessary to preserve spermatozoa in six-figure numbers; even individual sperma-

tozoa are considered worthy of cryopreservation (Borini et al., 2000). Thus, methods that permit

recovery of even a few competent germ cells now provide a stimulus for the development of

cryopreservation techniques. Storage of these cells until a stimulated female cycle has produced

suitable oocytes for fertilization avoids wasted attempts, with their attendant health risks, and
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provides opportunity to improve the chances of conception by stockpiling samples of germ cells

before attempted fertilization.

In the testis, the germ cells go through a complex series of divisions as they undergo meiosis

from the primitive diploid spermatogonium through the primary and secondary spermatocyte stages

to the spermatid. This latter, now haploid, cell undergoes a remarkable restructuring and elongation

to form the familiar spermatozoon with head and tail components. Recovery of primitive cells with

a view to in vitro
 maturation is currently under investigation; harvesting of spermatids as immature round cells or as differentiating forms provides a source of potentially fertile male gametes without

further maturation (although it is not permissible to transfer embryos created using round cells in

the United Kingdom at present). Testicular and epididymal spermatozoa are recovered by a range

of puncture and aspiration or biopsy techniques for use in ICSI procedures, these spermatozoa can

be cryopreserved. Providing the haploid nucleus is present, the developmental status is of apparently

relatively little significance, but concerns have been expressed regarding early spermatids lacking

either appropriate genomic imprinting or oocyte activating factors (Tesarik et al., 1998).


18.5.3.1 Testicular Germ Cell Cryopreservation


Studies in rodents indicate that spermatogonia can be harvested and cryopreserved and subsequently

are capable of colonizing the spermatogenic tubule and reestablishing spermatogenesis (Avarbock

et al., 1996). The expectation is that such technology might permit young men with cancer requiring

radiation therapy that causes sterility, to recover their fertility and subsequently be able to impreg-

nate their partners. Initial trials with human spermatogonial cells have not been encouraging (Reis

et al., 2000), but cryopreservation of these primitive cells is relatively easy (Brook et al., 2001).

Postcryopreservation maturation of in vitro
 –cultured germ cells was limited to the first 24 h of

culture of testicular biopsy samples, perhaps related to the DNA injury sustained by Sertoli cells

during cryopreservation (Tesarik et al., 2000), raising the distant possibility of in vitro
 production of spermatozoa.

Spermatids can be recovered by testicular sperm aspiration or extraction (biopsy). In a com-

parison of developmental stages of cryopreserved germ cells, Trombetta et al. (2000) achieved 64%

fertilization rate in IVF with testicular spermatozoa and a lower rate with cryopreserved round

spermatids. Results with elongated spermatids were no different from those with spermatozoa, but

the number of spermatids involved was very small. Nevertheless, cryopreservation does not totally

destroy fertilizing ability. Cryopreservation significantly reduced the fertilization rate of human

spermatids microinjected into hamster oocytes, and more primitive stages of spermatid were less

fertile (Aslam and Fishel, 1999).

By far the most effort is directed toward cryopreservation of testicular spermatozoa, partly

because it is currently permitted to transfer an embryo derived from these germ cells. Recent clinical

studies obtained very successful pregnancy results by ICSI with cryopreserved testicular sperma-

tozoa and found no adverse consequences of cryopreservation (Habermann et al., 2000; Huang et

al., 2000). These results were confirmed in an experimental study showing that testicular sperma-

tozoa survived cryopreservation as well as vasal spermatozoa, although their motility was under-

standably much poorer (Bachtell et al., 1999). Injury to plasma and acrosomal membranes was

detected by EM in testicular spermatozoa and late spermatid stages (Nogueira et al., 1999); this

was similar to injury seen in cryopreserved ejaculated spermatozoa. In earlier stages, particularly,

the primary spermatocytes were vulnerable. This technology is being considered for those aspermic

men who have a chromosomal abnormality. Successful testicular sperm cryopreservation was

recently reported in a 15-year-old individual with Klinefelter‘s syndrome, offering him the potential

of future biological paternity (Damani et al., 2001).

Many people recognize the importance of confining the few cells for cryopreservation into

empty zonae to aid retrieval (Borini et al., 2000); a standard TEST(Tes/Tris)-egg yolk–glycerol

buffer was used. Others have used a Hepes-buffered human tubal fluid with glycerol as the
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TABLE 18.1



Donor Insemination Clinical Pregnancy and Live Birthrates per treatment cycle



August 1, 1991 to March 31, 1999 (Data Include GIFT Using Donor Gametes



and Intrauterine Insemination)



Number of



Clinical pregnancy rate per



Live birthrate per



Reporting period



treatment cycles



treatment cycle (%)



treatment cycle (%)


08/01/91 to 03/31/92a

16,299

6.6

5.0

04/01/92 to 03/31/93

25,623

6.9

5.4

04/01/93 to 03/31/94

23,869

8.6

7.0

04/01/94 to 03/31/95

20,604

9.7

7.9

04/01/95 to 03/31/96

16,874

11.2

9.3

04/01/96 to 03/31/97

14,333

11.6

9.6

04/01/97 to 03/31/98

12,753

11.6

9.6

04/01/98 to 03/31/99

11,035

12.1

9.9


Note:
 All percentages are expressed per treatment cycle. Taken from Ninth Annual Report,
 Human Fertilisation and Embryology Authority (2000), with permission.

a Data for 8 months only.

cryopreservative; no advantage was seen for culture for 3 d before cryopreservation (Liu et al.,

2000). A significant gain in survival of germ cells was observed when the testicular tissue was

shredded before cryopreservation, presumably allowing better access of the cryoprotectant to the

cell membranes (Crabbe et al., 1999).


18.5.3.2 Epididymal Spermatozoa


From animal studies it was expected that spermatozoa recovered from the caudal epididymis could

be cryopreserved. Unlike that in other mammals, the human epididymis seems to be less clearly

segmented, and thus spermatozoa from quite high in the caput epididymis can be capable of

fertilization. More proximal spermatozoa from the caput or corpus epididymis can be recovered

and preserved as well as, or better than, ejaculated spermatozoa. In two recent studies, cryopreser-

vation of epididymal spermatozoa did not adversely influence the outcome of ICSI procedures

(Patrizio, 2000; Tournaye et al., 1999). However, a much smaller study found that cryopreservation

significantly reduced ICSI outcome (Shibahara et al., 1999). Although not all authors would agree,

there is considerable evidence that good fertility results can be expected from ICSI using cryopre-

served epididymal spermatozoa.


18.5.4 THE CURRENT STATUS OF MATURE (EJACULATED) SPERM PRESERVATION


The fertility results in the United Kingdom following AI with donor cryopreserved semen have

almost doubled over the past 8 years, indicating an improvement in techniques (Table 18.1);

interestingly, in the same period the number of treatment cycles has declined by over 50% (Human

Fertilisation and Embryology Authority, 2000). In a survey of results over the past 18 years, Botchan

et al. (2001) found an average fertility of 12.6% per cycle and a 12-month cumulative rate of 75%

with no change over time. Centers differ considerably in their success rates because of variations

in patient group and clinical conditions. Age of women patients is a most important determinant

of success; because the average age has increased, Botchan et al. (2001) concluded that this is the

most likely cause of failure to increase fertility rates with improved methods. Alternatively, it may

be that their sample of earlier studies was already at the high end of the range.
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Of particular interest at the present is the prospect of successful preservation of semen from

individuals with compromised fertility. Among this group, the most pressing are those diagnosed

with cancer whose treatment will render them infertile; with the increased expectation of life given

with these cancer treatments, this possibility becomes important. Two recent studies obtained similar

results; namely, that semen quality in these cancer patients was generally poorer than that of normal

donors, but that cryodamage was similar to that in normal population (Agarwa, 2000; Hallak et al.,

1999); neither study found any relationship with the stage of the cancer. The relatively poor quality of

the cryopreserved semen need not be a disincentive because ICSI now offers good prospects.


18.5.4.1 Novel Diluents and Cryopreservation Methods


There has been very little novel development in suitable buffers to cryopreserve human semen. Recent

studies have compared two common diluents, HPSM (Mahadevan and Trounson, 1983) and TEST-egg

yolk buffer (TEST-EY), and concluded that TEST-EY was significantly the better medium in preserving

acrosomal morphology (Stanic et al., 2000) and motility (Hammadeh et al., 2001).

The benefits of seminal plasma as a component of the cryopreservation medium are being

rediscovered. Seminal plasma offers a slight but consistent advantage for both normal and low-

quality semen. Moreover, a definite advantage to recovery of optimal motility and DNA integrity

was also seen in the presence of seminal plasma (Donnelly et al., 2001a).

The use of swim-up selection of normal motile spermatozoa improved the overall quality and

resulted in better motility, proportion of intact acrosomes, and spermatozoa able to undergo the

acrosome reaction in response to Ca2+ ionophore postfreeze (Esteves et al., 2000). The continual

search for methods to improve the recognized poorer quality of oligospermic samples has led to

the discovery of some possible beneficial additives. Amann et al. (1999b) reported that, for more

than 30% of samples, the addition of a synthetic peptide fragment of prosaposin (FertPlus®, BioPore,

Inc, State College, PA, U.S.A.) to cryopreserved semen improved the binding of spermatozoa in

an in vitro
 assay for zona binding ability; they propose that this is a benefit in those individuals who have subfertility related to zona binding deficiency. Briton-Jones et al. (2001) claim that

platelet-activating factor improved the motility of cryopreserved oligospermic samples, aiding the

identification of suitable live spermatozoa for ICSI. Wolf et al. (2001) have devised a preparative

method for cryopreservation that obviates the need for postthaw preparation for IUI; they show

that this method yields as good or better pregnancy rates per cycle than conventionally frozen

samples.


18.5.4.2 Permeation Concepts


It has long been a hope that studies of permeability of the sperm plasma membrane to water and

cryoprotectants at various temperatures would allow the cryopreservation process to be modeled

and a protocol for optimum survival devised. Previous results have indicated optimum cooling at

vary fast rates, well exceeding those that were known empirically to be appropriate (Curry et al.,

1994). This discrepancy now appears to be receding, as recent studies indicate that the earlier results

were inaccurate in that the assumptions were erroneous. Gilmore et al. (2000) presented data,

collected in the presence of several different cryoprotectants, that indicate that the increased

activation energy ( E
 ) of hydraulic conductivity at low temperatures in the presence of cryopro-

a

tectant is the main reason why previous studies overestimated optimum cooling rates; the method

was based on the volume change measured by means of a Coulter particle counter of cells exposed

to water and cryoprotectant solutions. Devireddy et al. (2000) used a cell shape–independent

differential scanning calorimeter to estimate volume change throughout the freezing process and

concluded that the cooling rates estimated from their model accord with known empirical rates.

There is, therefore, a realistic possibility that the cryopreservation process can be modeled in such

a way to design the optimum protocol for maximal survival.

TF1231_C18.fm Page 523 Monday, March 22, 2004 1:33 PM

Cryopreservation of Human Gametes and Embryos


523


The standard approach in these studies is to assume a linear cooling rate. This has been criticized

in a recent study as being inappropriate, as it takes no account of the water fluxes at different

temperatures (Morris et al., 1999). In this study, the authors found that curvilinear cooling rates

giving a chosen nonlinear concentration profile achieved almost complete recovery of all cells

motile before freezing. Using a cryomicroscope and freeze substitution, they demonstrated that

these optimal cooling protocols resulted in spermatozoa that were neither severely dehydrated nor

contained any visible intracellular ice.


18.5.4.3 Membrane Studies


Giraud et al. (2000) demonstrated that cryopreservation resulted in membranes that were less

pliable. They found that the higher the membrane fluidity was before freezing, the better was the

response of spermatozoa to cryopreservation. In relation to plasma membrane fluidity, James et al.

(1999) have shown that fluidity varies between regions of the sperm cell, being most fluid over the

acrosome. Cryopreservation resulted in a reduction in lateral lipid movement, indicating a decreas-

ing fluidity. Lipid analyses suggested that the lipids most likely to be targeted by the changes are

sphingomyelin and phosphatidylcholine composed of unsaturated fatty acids, especially docosa-

hexanoic acid. After cryopreservation there was an increase in lysophospholipids and ceramide,

indicating the activation of phospholipase A2 and sphingomyelinase (Schiller et al., 2000).

The presence of lysophospholipids is also known to be associated with the development of

reactive oxygen species, which have been shown to result from cryopreservation (Mazilli et al.,

1995). However, not all studies confirm this view, as poor survival seems to be associated with a

reduction in reactive oxygen species production (Duru et al., 2001; Wang et al., 1997). Lipid

peroxidation, a consequence of the activity of reactive oxygen species, was increased by dilution

and cryopreservation, although this was not simply associated with the freeze–thaw process but,

rather, with exposure to the cryoprotectant diluent (Schuffner et al., 2001). Translocation of phos-

phatidylserine to the outer leaflet of the plasma membrane was also a consistent observation in

cryopreserved spermatozoa (Duru et al., 2001; Schuffner et al., 2001). These lipid studies all indicate

profound changes to the plasma membrane as a result of cryopreservation, which may have serious

consequences for fertilizing potential.


18.5.4.4 Nuclear Damage and Cryopreservation


In recent years, as techniques have become available to examine the condition of the nucleus, attention

has been devoted to consideration of the effect of cryopreservation (Donnelly et al., 2001a). Duru et

al. (2001) could find no evidence of DNA deterioration using terminal deoxynucleotidyl transferase-

mediated dUTP nick end labeling assay, although they did detect phospholipid translocation. In contrast,

using a flow cytometric acridine orange-labeled chromatin assay, Spano et al. (1999) found that the

proportion of cells with no detectable chromatin deterioration was consistently lower after cryopreser-

vation, a conclusion supported by an aniline blue staining method to detect chromatin decondensation

(Hammadeh et al., 1999). Further confusion is created by the observation that sperm DNA studied by

single cell gel electrophoresis (comet) assay was unaffected in semen from normal individuals, but that

of infertile individuals was significantly damaged by cryopreservation (Donnelly et al., 2001b).

At present, one may conclude that there are aspects of sperm nuclear structure that are affected

by cryopreservation, and these may be detectable or not depending on the particular assay methods

used. There is no clear evidence as yet that they contribute to the lower fertility seen with

cryopreserved semen.


18.5.4.5 Capacitation-Like Changes


One aspect of semen cryopreservation that has received recognition in the past few years is the

increased readiness to undergo the acrosome reaction (Critser et al., 1987; Drobnis et al., 1993)
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caused by a capacitation-like change to the plasma membrane (Watson, 1995). Our own evidence

from pig spermatozoa is that the induced change is primarily an increased permeability to calcium

ions that then has attendant intracellular consequences resembling but not identical with capacitation

(Green and Watson, 2001). The loss of selective barrier function of the plasma membrane is most

likely a correlate of the known lipid changes induced by temperature reduction.


18.5.4.6 Vitrification


Vitrification has been considered the obvious step to avoid the rigors of ice crystal formation and

dissolution. However, the response of spermatozoa to large concentrations of cryoprotectants has

been a significant problem to realizing this goal. Nonetheless, Nawroth et al. (2002) have shown

that it is conceptually possible; they have frozen human spermatozoa in liquid nitrogen slush

(~10,000°C/min) without cryoprotectants and have achieved motile and fertile cells in IVF exper-

iments.


18.5.4.7 Advances in Sperm Assessment


Over the last few years there has been a move to develop more in vitro
 tests of sperm function to assess the action of cryopreservation. Those used regularly continue to be motility assessment by

either subjective or CASA methodology, the hyposmotic swelling test, which indicates functional

plasma membranes, or viability by fluorescent markers such as propidium iodide, ethidium

homodimer, or SYBR14.

Membrane function postcryopreservation may well be impaired, although the cells remain

viable. Glander and Schaller (1999) showed that Annexin V conjugated to a fluorescent marker

would distinguish cells with increased phosphatidyl serine in the outer leaflet of the plasma

membrane, although still excluding propidium iodide. This change is recognized as an early stage

of apoptosis. After cryopreservation, a number of spermatozoa fell into the category of Annexin V

positive, propidium iodide negative, and the proportion correlated with a change in motility pattern.

This test may well provide a more sensitive assay of normal sperm membrane function postcryo-

preservation.

Tests associated with sperm in the oviduct assess functions related to fertilizing ability. The

proportion of spermatozoa attaching to monolayers derived from bovine oviductal epithelium

proved to have the sensitivity to distinguish poorer binding ability of frozen-thawed spermatozoa

compared with fresh (Ellington et al., 1999). More recently, other tests have been proposed, such

as binding to a substrate derived from hen’s eggs that reflects zona binding ability (Amann et al.,

1999a). This test was able to distinguish between fresh and frozen spermatozoa, but it has yet to

be correlated with fertilizing ability. A sperm penetration assay, in which cryopreserved spermatozoa

are exposed to oocytes in vitro
 and numbers penetrating over time are counted, was found to be

potentially useful in screening fertilizing ability at donor insemination in 11 fertile donors; the

authors concluded that it might enable screening out of poor-quality samples (Navarrete et al., 2000).


18.5.4.8 Conclusions


With substantial loss of function in many spermatozoa in the ejaculate as a result of cryopreserva-

tion, there is a continual hope for a technical breakthrough. So far, many aspects of methodology

have been improved to optimize the situation. ICSI has reduced the need for so many functional

spermatozoa. Vitrification, to avoid the consequences of ice crystal formation and dissolution, shows

some future promise, but perhaps the most important discovery recently published (Kusakabe et

al., 2001) is that lyophilized mouse spermatozoa retain the ability to fertilize when microinjected

into oocytes. (Discussion on freeze-drying in mammalian cells can be found in Chapters 20 and

21.) The cells were stored at ambient temperature for many days. The possibility of avoiding frozen
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storage altogether, albeit combined with ICSI, offers alternative, cheaper ways to store germplasm

in the future.


18.6 EMBRYO CRYOPRESERVATION



18.6.1 THE NATURE OF THE EMBRYO


The process of fertilization brings about profound changes that have a significant effect on the

success of cryopreservation. At a prosaic level, the combination of changes following sperm fusion,

the reformation of a nuclear envelope, and onward development of two pronuclei, enhances survival

after thawing in a fashion that is not completely understood. There is evidence that membrane

permeability to CPA is increased in the one-cell zygote (Jackowski et al., 1980), whereas the other

structural changes may go some way to avoiding chilling damage—for example, the meiotic spindle

predominant in oocytes is now no longer an issue. Fertilization is also a self-defining step—whereas

it is difficult to predict the functional normality of a particular oocyte on morphological grounds

within a cohort of aspirated cells, fertilization by normal fusion processes is to some degree selective

for normal cells. This is not necessarily true if fertilization by ICSI is undertaken, but this will be

discussed later. Fertilization also raises important ethical and logistical questions about the fate of

the resulting embryos: If there are numbers in excess of those required for immediate transfer, then

cryopreservation offers a potential option and safeguard against failure of the first treatment cycle.

The progressive development of the fertilized oocyte proceeds by a series of divisions at

intervals of 16 to 24 h in the early stages, leading to preimplantation embryos with increasing

blastomere numbers and a parallel reduction in size (Figure 18.4). Eventually, blastocysts are formed

with an inner fluid space or blastocoel and 64 blastomeres on days 5 to 6 of culture. Finally, the

blastocyst hatches from the surrounding remnant of zona pellucida as an essential step toward

implantation in the uterine wall (Figure 18.4). More detailed explanations can be found in other

texts (Brinsden, 1999; Edwards and Brody, 1995). The stage of embryo development selected for

cryopreservation depends on a complex mixture of clinical and pragmatic factors—progressive cell

divisions provide indicators that particular embryos have the potential to yield a successful outcome,

but culture of human embryos to the blastocyst stage is difficult and time-consuming (Alper et al.,

2001), whereas good pregnancy rates have been achieved in some centers when cryopreserving

early-stage embryos (Nikolettos and Al-Hasani, 2000; Testart et al., 1986).


18.6.2 THE HISTORY OF CLINICAL EMBRYO CRYOPRESERVATION


As with other cryobiological developments in fertility treatment, many of the techniques have been

transferred from studies in animals, particularly those in mice. Early studies on mouse embryos at

the eight-cell stage demonstrated that is was possible to achieve success using Me SO (1.5 mol/L)

2

as CPA as long as cooling rates were slow (–0.3°C/min to –80°C before transfer to liquid nitrogen)

and warming rates were also slow (Whittingham et al., 1972; see also Chapter 11). The protocol

was based on the assumption that slow cooling rates would be required to achieve dehydration

during cooling and thus avoid intracellular ice formation—a viewpoint largely supported by sub-

sequent work (Leibo et al., 1974). It was also established that addition, and particularly washing

out, of the Me SO should be performed in a stepwise manner to avoid osmotic damage. The earliest

2

attempts to cryopreserve human embryos used a similar protocol, with some success (Trounson

and Mohr, 1983). Other studies used slightly modified procedures, in which slow cooling was

interrupted at –40°C before rapid transfer to liquid nitrogen and thereafter rapid warming. It

gradually became apparent that such protocols were equally successful with a range of embryo

stages (Gelety and Surrey, 1993).

A major step forward was made when it was demonstrated that 1,2-propanediol was an effective

cryoprotectant for human pronuclear (single-cell) embryos (Testart et al., 1986). The medium also
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FIGURE 18.4
 A comparison of the cellular changes with embryo development in the mouse. The mature

unfertilized oocytes are seen as large cells filling the zona pellucida, after removal of the cumulus cells by hyaluronidase treatment (A); original magnification ×200. After fertilization and culture for 1 d, the two-cell embryos present two equal blastomeres of half size and the much smaller, extruded polar bodies (B); original magnification ×200. By day 5 of culture, the embryos have developed to blastocysts, with many small

blastomeres surrounding the fluid-filled cavity (blastoceol). Some of the blastocysts show evidence of “hatching” or breaking through the zona pellucida (C); original magnification ×320.

contained sucrose (0.1 mol/L) to act as an osmotic buffer, and slow cooling was interrupted at –30°C,

with subsequent rapid rewarming. This has generally become accepted in IVF centers across the world

as the method of choice for pronuclear embryos (Garrisi and Navot, 1992; Byrd, 2002).

There were fewer earlier studies on cryopreservation of late-stage human embryos, in part

because few centers were prepared to undertake culture to this stage in a clinical setting. Propanediol

was not found to be a useful CPA for slow cooling of late-stage embryos (Friedler et al., 1988).

In contrast, glycerol (at concentrations of 8 to 10% v/v) was used most successfully with slow

cooling (Fehilly et al., 1985), and again stepwise addition and removal of the CPA were essential

to avoid osmotic stress to the embryos.


18.6.3 RECENT DEVELOPMENTS IN HUMAN EMBRYO BANKING



18.6.3.1 The Debate about the Developmental Stage for Embryo



Cryopreservation


Mixed in with the biophysical changes that affect survival of different-stage preimplantation

embryos are other, more philosophical, factors. One reason why single-cell pronuclear embryos
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have been chosen for cryopreservation in some countries is an ethical issue—in countries such as

Germany, it is outside the law to culture more than three embryos in a treatment cycle, whereas

single-cell fertilized oocytes are not accorded the definition of embryo, and in this situation,

cryopreservation of any excess pronuclear stages is of obvious advantage (Nikolettos and Al-Hasani,

2000). After thawing, pronuclear oocytes can be cultured for a relatively short period (overnight)

and allow selection for transfer of only those which have cleaved, a type of selective viability assay.

However, other studies have reported that embryos cryopreserved and thawed at the four-cell stage

have better implantation rates than thawed two-cell embryos, even if subsequently cultured on to

four cells, indicating that longer periods of in vitro
 culture may not be beneficial for thawed embryos or that embryos of different growth rates have different potential outcome (Edgar et al., 2000). For

later-stage embryos, it may be possible to achieve further embryonic development in culture

(although at a reduced rate) in thawed embryos in which some of the individual blastomeres have

been damaged (van den Abbeel and van Steirteghem, 2000), whereas for single-cell pronuclear

embryos, cryosurvival will be an “all or nothing” event. In those groups skilled in blastocyst culture

techniques, cryopreservation at the blastocyst stage can result in good rates of implantation and

ongoing pregnancies (Kaufman et al., 1995). More recently, the value of cryopreservation at the

late compact stage (morula, day 4 embryo) has been discussed (Tao et al., 2001) on the basis that

this combines the advantage of longer culture to select viable embryos and that of being safer to

undertake the “assisted hatching” in vitro
 at this stage (because the cell mass is still compacted away from the zona pellucida that is to be breached; see Section 6.3.5).


18.6.3.2 Practical Embryo Cryopreservation—Slow or Rapid Cooling?


The slow-cooling protocols described above are now in routine use in infertility clinics. However,

there are documented limitations to the current methods. Damage to the zona pellucida (ranging

from small splits to complete destruction) may result from the biophysical changes and has been

noted in clinical embryo cryopreservation programs and correlated with poor outcome (van Steir-

teghem et al., 1987). Improvements can be gained by modifying the cryopreservation protocols to

stabilize the transition between different states during freezing or thawing by inclusion of polymers

(Dumoulin et al., 1994) or by modifying the type of container used for cryopreservation (van den

Abbeel and van Steirteghem, 2000). The propanediol/sucrose protocol is widespread in its appli-

cation, but some centers continue to use slow cooling with Me SO with better results in selected

2

clinical trials (van der Elst et al., 1995). Other practical considerations include the length of time

required for slow cooling methods (several hours), which dictates the number of freezing runs that

can be completed in normal working hours. Nevertheless, traditional embryo cryopreservation can

be seen as a highly positive contribution to overall patient treatment.

The explosion of interest in the use of vitrification for cryoconservation of animal embryos

(Paynter et al., 1997a) and human oocytes (see above) is beginning to affect clinical embryo storage.

Feichtinger et al. (1991) reported normal live births following ultra-rapid cooling of early stage

embryos, and this has been confirmed by other recent studies in which CPA concentrations high

enough to achieve vitrification have been used (Mukaida et al., 1998; for discussions on vitrification,

see Chapters 10 and 22) The effectiveness of “ultra-rapid” cooling (in which intermediate–high

CPA concentrations have been used but are still insufficient to prevent all formation of ice crystals)

in human embryo cryopreservation remains in question. In studies on animal embryos, some groups

have achieved high success rates (Shaw et al., 1991), whereas others reported that slow-cooling

protocols still gave better success than ultra-rapid cooling in comparative studies (Liu et al., 1993).

This same group undertook a randomized clinical trial, which again showed that slow cooling was

more effective than ultra-rapid methods (van den Abbeel et al., 1997). The problems may lie in the

many small interactive conditions (times and temperatures of embryo exposure to CPA, related

osmotic and chemical toxicity, method of transfer to containers, types of containers, and more) that

need to combine optimally to achieve successful outcomes from ultra-rapid methods but that are
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difficult to reproduce on a daily basis in the clinic. As more has been understood about these factors,

success with vitrification techniques has improved. The study by Mukaida et al. (1998) used 40%

ethylene glycol, 30% Ficoll, and 0.5 M
 sucrose to vitrify multicellular human embryos, and a

successful twin delivery was reported. The successful application of vitrification to clinical blas-

tocyst-stage embryos was described by Choi et al. (2000), with some pregnancies to term. Following

this, a case report of successful pregnancy after blastocyst vitrification using a mixture of ethylene

glycol and Me SO has been made (Yokota et al., 2000). There is still much to learn about the

2

reproducibility, efficacy, and long-term stability of embryo vitrification, but if these are eventually

elucidated, the technology may be seen as a way to simplify and speed up the cryobanking

procedure.


18.6.3.3 The Place of Embryo Cryopreservation in Infertility Treatment


As pointed out already, embryo cryopreservation is a routine practice within assisted reproduction

technologies, with many healthy deliveries. However, it has been realized that it is difficult to

quantify the exact contribution of embryo cryopreservation across centers because of differences

in reporting, in patient populations, and indeed in populations of embryos selected for fresh transfer

or for cryopreservation. One way of assessing the effect of embryo cryopreservation has been to

investigate patient-specific pregnancy as a way of identifying those additional patients pregnant

from use of cryopreserved embryos (Schnorr et al., 2000) who did not achieve pregnancies from

the same fresh transfer or from previous attempts. Recipient factors affected the outcome, but in

the best-case cohort of patients, transfer of cryopreserved embryos was able to raise pregnancy

rates from 40 (after fresh transfer only) to 57% after use of cryopreserved resources, which is

obviously a significant increase. Of paramount importance is the health of children born from

transfer of cryopreserved embryos. Suttcliffe (2000) reviewed the current evidence and concluded

that these children had an overall satisfactory well-being, but cautioned that consistent and con-

tinuing follow-up is required.


18.6.3.4 Current Clinical Perspectives of Embryo Cryobanking


The benefits of using cryopreservation to bank embryos in excess of those required for the current

treatment cycle, and thus enhance the chances of overcoming an unsuccessful outcome or additional

deliveries at a later date, are self-evident. However, there are also more subtle reasons for using

cryopreservation. One of these is to deal with ovarian hyperstimulation, which is a condition

experienced by some patients in response to the hormonal treatments and that carries significant

risks of morbidity and mortality. The condition can be relieved by canceling the treatment cycle,

but this can be costly and frustrating for the patient. In such circumstances, some centers have

promoted cryopreservation of all embryos obtained during the original terminated cycle and then

offering frozen embryo transfer at a later date (Amso et al., 1990), when a more sparing use of

hormonal therapy can avoid the complications. The outcome in terms of pregnancy rates can be as

good as, or in some cases, better than, those in matched groups of patients receiving fresh embryo

transfer (Queenan, 2000).

As infertility treatments have become more successful, the question of the number of embryos

that should be transferred has been raised. In early reports, multiple-embryo transfers were under-

taken to enhance the likelihood of achieving pregnancy, but the incidence of multiple births (triplets

or more) forced a reappraisal. Some centers are now advocating single-embryo transfer in selected

groups of patients and where good-quality embryos have been produced. In such situations, cryo-

preservation of the remaining embryos for later transfer if pregnancy is not achieved has been

recommended. Such a policy has been found to enhance eventual cumulative pregnancy rates by

approximately one third (Tiitinen et al., 2001).

TF1231_C18.fm Page 529 Monday, March 22, 2004 1:33 PM

Cryopreservation of Human Gametes and Embryos


529



18.6.4.5 Cryopreservation of Embryos after Micromanipulation


The increased sophistication of manipulations employed in infertility treatment has led to the

provision of embryos in which the zona pellucida has been breached for a variety of reasons. There

is a growing use of ICSI to achieve fertilization, whereas issues of prenatal diagnosis, in which

individual blastomeres may be removed for genetic analysis before cryoconservation of the embryo,

is another potential reason. Alternatively, the zona may be mechanically/chemically disrupted (zona

“drilling” or “slitting”) to try and enhance implantation. In animal experiments, both slow cooling

with propanediol (Sandalinas et al., 1994) and rapid cooling with high concentrations of Me SO

2

(Wilton et al., 1989) have been successfully used in embryos in which the zonae have been breached.

In human embryos, breaching the zona pellucida by a variety of methods was found to result in

lower survival after cooling with the propane diol protocol (Ciotti et al., 2000), even if blastomeres

were not removed from the embryo. These results confirm earlier reports where in the mouse, the

larger the breach in the zonae, the greater the degree of damage (Thompson et al., 1995). In contrast,

successful pregnancies have been reported using human embryos subjected to blastomere biopsy

after thawing (Magli et al., 2000).

In comparison with the size of breach needed for embryo biopsy, needle puncture of the zona

pellucida to achieve fertilization by ICSI is quite small. Van den Abbeel et al. (2000; van den

Abbeel and van Steiteghem, 2000) reported that ICSI embryos cryopreserved at early cleavage

stages (two to eight cells) showed morphological survival at rates similar to cryopreserved embryos

achieved by conventional IVF, using a slow-cooling protocol and Me SO as CPA. However, this

2

study commented on a trend toward slightly increased pregnancy loss from the cryopreserved ICSI

embryos; whether this resulted from the ICSI procedure coupled with cryopreservation or from

other factors such as male-factor poor-semen quality (which was the reason for many of the ICSI

cycles) remains to be clarified. Other groups (Hu et al., 1999) found that ICSI embryos could be

cryopreserved and achieve similar pregnancy outcomes as IVF embryos. Thus, in the clinical

situation, cryopreservation of micromanipulated embryos will need considerable and ongoing

further evaluation.


18.6.4 CRYOPRESERVATION OF EMBRYONIC STEM CELLS


One area of embryo manipulation in which interest is expected to increase over the next decade is

that of production of embryonic stem cells. These are the pluripotent cells of the inner cell mass

in blastocysts, which have the potential for indefinite in vitro
 propagation and differentiation into a variety of different somatic tissues, with far-reaching applications in medicine and biotechnology.

Thus, an effective cryopreservation protocol for these important cells will be an essential develop-

ment. Reubinoff et al. (2001) have reported one of the first such studies, comparing slow cooling

using Me SO and vitrification in mixtures of ethylene glycol and Me SO. Recovery after slow

2

2

cooling was relatively low, but vitrification yielded improved results. Alterations in the background,

unstimulated, levels of differentiation of the stem cells after vitrification were highlighted as one

area in which further investigations will be required.


18.7 SAFETY ISSUES IN CRYOBANKING HUMAN



REPRODUCTIVE MATERIALS


As with banking of all biomaterials (see Chapter 15), there are recognized issues concerning the

low-temperature storage of human reproductive tissues (Clarke, 1999). Unwitting recent viral

contamination of samples when stored in liquid nitrogen in proximity to samples from another

patient in a bone marrow cryobank has highlighted the issue for reproductive clinics (Tomlinson

and Sakkas, 2000). There are measures, such as storage of samples only in the vapor phase,
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manufacture of vials or straws of materials that will not shatter at ultra-low temperatures, or use

of a sterile sleeve to enclose straws or vials, which can reduce the risk of cross-contamination and

that are likely to be seen as essential good laboratory practice.


18.8 DISCUSSION


Cryopreservation techniques remain one of the key pieces in the overall picture of clincial infertility

treament in the twenty-first century. An improved understanding of cryobiological principles is

rapidly being transferred into practice; for example, vitrification methods are being used for

blastocyst preservation (Reed et al., 2002; Son et al., 2002), whilst there is a widening appreciation

of the value of cryopreservation for ovarian tissues or immature gametes (Gosden, 2002; Gosden

et al., 2002). However, there still remain many areas in which our full appreciation of fundamental

low-temperature principles has not yet been achieved and that need to be addressed before consis-

tently high success rates can be guaranteed. There are also equally important areas of ethics and

education about the use of cryopreservation in reproductive medicine in general, the role of

cryobiology in therapuetic cloning, and the moral position on reproductive cloning, which form

part of an ongoing debate in society at large. In the 50 years since the initial freezing of bull

spermatozoa, the application of cryobiology and society’s expectations have expanded at an amazing

pace; the next 50 years are likely to be equally amazing from a cryobiologist’s standpoint.
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19.1 INTRODUCTION


Clinical demand for human tissue grafts continues to grow both in volume and in the range of

tissues required for transplantation. At present, however, banking is limited to tissues that either

do not require live cells for optimum function (e.g., bone, tendon) or that are sufficiently simple

in structure to survive rudimentary freezing techniques. These methods frequently consist of either

uncontrolled freezing in a –80°C freezer or use protocols adapted from those developed for use

with suspensions of cells of a type often unconnected with the tissues themselves. In fact, it can

be said that, with little exception, the introduction of new tissue products has progressed with little


a priori
 research or understanding of the effects of freezing on tissue structure and function and in ignorance of a growing body of research into the cryobiology of freezing injury in multicellular

systems.

The overriding objective of tissue banking is to preserve the tissue in such a state as to enable

it to perform its function to a clinically acceptable level on transplantation. The presence of living

cells is only required for some tissues. If live cells are required, methods have to be devised by
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which the cellular function, or viability, of the stored tissue can be assessed. These methods are

required to optimize methods of preservation and for the purposes of quality control. Briefly, to be

of value, the assay chosen should reflect some active function of the tissue in vivo
 (e.g., muscle contraction, active membrane ion transport, hormone release) rather than a single process (e.g.,

respiratory activity), which may not reflect damage to other cellular functions. Aspects of structural

integrity (e.g., exclusion of vital stains by the cell membrane) are also very limited in usefulness

for anything other than preliminary experimental observations. The more complex the process

identified by the assay, the more likely it is to be capable of revealing incipient cell or tissue

damage. Viability assays based on the ability of the stored cells to divide (Wusteman and Pegg,

2001) will therefore provide a rigorous test of cell function in vivo
 . Discussion of the definition of tissue viability, and the nature of appropriate assays to determine it, are beyond the scope of this

review. A symposium on the subject was published in 1989 that addressed the problem of identifying

suitable assays for a whole range of banked cells and tissues (Pegg, 1989; Southard, 1989). Although

this symposium took place more than 14 years ago, the requirements have not changed and the

problems addressed still remain today.


19.2 BANKING OF TISSUES WHERE CELLULAR VIABILITY



IS NOT A PREREQUISITE



19.2.1 BONE AND TENDON


It has been estimated that some 150,000 bone allografts are used currently in the United States

each year, making allograft bone by far the most implanted tissue (Tomford and Mankin, 1999).

Tendons (usually Achilles and patella) are also banked and used most often for anterior and posterior

cruciate ligament repair. Experimental studies have confirmed an immune reaction to allograft bone,

the clinical significance of which is not clear. However, both freezing and freeze-drying have been

shown to reduced immunogenicity (Stevenson, 1999). The methods used to process and store bone

allografts and tendon—freezing (in an uncontrolled manner, in the absence of a cryoprotectant with

storage at –80°C) and freeze-drying, as well as the common methods of sterilization (gamma

irradiation, ethylene oxide)—render the cells within the graft nonviable. This has consequences for

the ultimate performance of the graft (Boyce et al., 1999).

Allograft bone, processed by the methods routinely used in the bone bank, is not osteogenic,

as living cells do not reside in the graft after processing. Both cortical bone, used to provide

structural support, and morcellized cancellous bone, used for impaction grafting in hip revision

surgery and elsewhere to fill bone defects, are osteoconductive but not osteoinductive, as the bone

matrix remains mineralized. The graft provides a three-dimensional trellis, permitting vascular

ingrowth and penetration of osteoprogenitor cells from the host site. Demineralized bone produced

by methods that involve acid treatments is both osteoconductive and osteoinductive: Bone mor-

phogenic proteins stimulate recruitment and differentiation of pluripotent cells from the host bed.

Although small amounts of cancellous allograft are usually completely remodeled and incorporated

into the host site, large cortical allografts are incorporated generally only at the junction with the

host site, and the remaining bone may never be remodeled, with consequent weakening of the graft

over time.

Methods to improve osteogenesis by cryopreservation may not be beneficial. One recent study

has indicated that the use of cryoprotectants may be detrimental to the long-term integrity of the

implant (Wohl et al., 1998).


19.2.2 AMNIOTIC MEMBRANE


Both frozen and glycerolized amniotic membrane have been used as a temporary biological dressing

in the treatment of burns and in reconstructive surgery (Chang and Yang, 1994; Maral et al., 1999).
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However, its ineffectiveness in reducing fluid loss caused by a lack of a multilayer epithelium has

seen it largely superseded in Western Europe and the USA by allogeneic skin grafts (see following).

Its use in the treatment of a wide variety of ocular surface defects, particularly in conjunction with

limbal stem cell transplantation, is growing (Sippel et al., 2001). Optimal preservation and storage

conditions are unknown. At present, the grafts are frozen in a 50% glycerol, balanced salts solution

according to the protocol outlined by Kim and Tseng (1995). The grafts frozen by this protocol

are nonviable (Adds et al., 2001), and their effectiveness in stimulating reepithelialization of the

ocular surface appears, at least in part, to be the result of the preservation of the amniotic subep-

ithelial basement membrane (Koizumi et al., 2000).


19.3 BANKING OF TISSUES WHERE CELLULAR VIABILITY IS OR



IS PRESUMED TO BE AN ESSENTIAL REQUIREMENT



FOR OPTIMUM FUNCTION



19.3.1 CORNEAS


Corneal grafting is one of the most frequent and successful of all allograft procedures. It is carried

out for a whole range of conditions in which the cornea has been damaged by either trauma or

disease. The immune response generated by this tissue is only significant in a minority of clinical

cases, and over 90% of procedures are successful in restoring sight. As a consequence, the banking

of corneas is a relatively well-regulated and well-organized process both in Europe and the United

States. Collection and transplant data can be found at http://www.restoresight.org (United States),

http://www.eeba.net (Europe), and http://www.uktransplant.org.uk (United Kingdom).

The cornea is a relatively simple but highly specialized tissue consisting of an outer epithelial

and an inner endothelial layer separated by the stroma, which occupies 90% of the thickness of

the tissue (~550 µm for human cornea). The stroma consists of sheets of collagenous fibrils, or

lamellae, embedded in a ground substance of glycosaminoglycans. Scattered amongst the lamellae

are flattened modified fibroblasts, the keratocytes. The endothelium, which sits on the structureless

Descemets’ membrane, maintains the degree of stromal hydration. Acting not only as a physical

barrier to the passive diffusion of water and solutes but also as an active metabolic bicarbonate

pump driven by Na+/K+ ATPase, the endothelium maintains the transparency of the cornea, which

is essential for normal vision. Damage to the endothelium leads to stromal swelling and corneal

opacity. A corneal graft, therefore, needs an intact and functional endothelial layer. The human

corneal endothelium does not possess any measurable mitotic activity, and damage is repaired by

cell enlargement rather than division. Moreover, endothelial cells continue to be lost from grafts

after transplantation at a faster rate than that associated with ageing (Bourne et al., 1994). Main-

tenance of endothelial cell density during storage is therefore vital.

Storage of the intact eye within a moist chamber at 4°C limits preservation to less than 48 h.

Alternatively, storage of excised corneas either at 4°C or by organ culture at 31 to 37°C in media

adapted to optimize endothelial integrity can extend storage time substantially (Chu, 2000; Moller

Pedersen et al., 2001). At present, 4°C storage, the method used by eye banks in the United States,

permits storage for up to 2 weeks (Chu, 2000), whereas organ culture, the technique used by the

majority of eye banks in Europe, allows storage for 1 month or even longer (Armitage and Easty,

1997; Ehlers et al., 1999). This method also permits increased microbiological safety compared

with hypothermic storage. Storage at 4°C has been shown to cause disruption of the f-actin

cytoskeleton and apical junctional complex, which may contribute to corneal swelling during storage

(Hsu et al., 1999). Organ culture, in contrast, maintains the integrity of tight junctions and the actin

cytoskeleton in both endothelial and epithelial cell layers (Crewe and Armitage, 2001). Nevertheless,

for the majority of U.S. eye banks, the advantages of organ culture are considered to be outweighed

by what are believed to be greater technical demands and costs. To date, there have not been any
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differences reported between the two techniques with respect to clinical outcome (Frueh and

Böhnke, 2000; Rijneveld et al., 1992).

The role of apoptosis in cell loss during storage has recently attracted some attention. It has

been reported in both the epithelium and endothelium of organ-cultured corneas (Crewe and

Armitage, 2001) as well as in corneas stored at 4°C (Komuro et al., 1999). Results for organ-

cultured endothelium, however, remain contradictory (Albon et al., 2000). Further studies are needed

to determine the role that this mechanism plays in cell survival during storage.

For almost a decade, the medium of choice for 4°C storage of corneas in the U.S. has been Optisol™

(Bausch and Lomb Surgical, San Dimas, CA). This is a HEPES buffered solution based on TC 199

tissue culture medium, which is supplemented with antibiotics and with dextran and chondroitin

sulphate (Chu, 2000). A modification of this has become available (Chen and Chen, 1994). The most

significant change has been the supplementation with the ketone body, β-hydroxybutyrate, to reduce

lactate formation and maintain ATP levels and metabolic activity during cold storage. The limited trials

carried out to date with Chen medium have not shown any benefit in either indices of preservation

(Nelson et al., 2000; Yap et al., 2001) or in clinical outcome (Bourne et al., 2001).

Cryopreservation is currently the only technique that would permit the longer periods of storage

necessary to make optimal use of the limited number of available grafts and to allow for tissue

typing. Early reports in the 1960s of successful transplantation of cryopreserved grafts were soon

followed by laboratory and clinical studies showing an unacceptable degree of endothelial injury

following freezing (Taylor, 1986). Therefore, at present, cryopreserved corneas are used only rarely,

and then only in emergencies when fresh tissue is unavailable (Brunette et al., 2001). Despite a

substantial body of experimental work carried out over recent years aimed at avoidance of freezing

injury in corneas (see Taylor, 1986; Wusteman et al., 1997; Bourne et al., 1999), the most successful

method for cryopreservation (cooling at 1°C/min in 20% w/w dimethyl sulphoxide, added and

removed in stages to limit osmotic stress, and rapid thawing; see Wusteman et al., 1997) does not

retain sufficient endothelial integrity to justify its clinical use. Freeze substitution of corneas

cryopreserved with dimethyl sulphoxide as detailed above has revealed the presence of ice through-

out the tissue (see Figure 19.1), although not in the zone immediately under the endothelium, which

remained physically intact and attached. The reason for the irregular pattern of ice crystal size

throughout the stroma is not understood but is likely to be related, at least in part, to the ante-

rior–posterior variation in stromal hydration. The consequences for graft function of this disruption

of the stroma by ice have not been evaluated. It is reasonable to assume that repair to the stroma

can occur through the action of surviving keratocytes, although infiltration of keratocytes from host

tissue is also a possibility (Jakobiec et al., 1981). Again, little research has been carried out into

the optimum conditions for keratocyte preservation, which may differ significantly from those of

the endothelium (Cheng et al., 1996; Borderie et al., 1998).

At present, the avoidance of ice altogether by vitrification is being investigated as a means of

corneal cryopreservation and some promising results have been achieved. Corneal endothelium can

withstand exposure to vitrifiable concentrations of propane-1,2-diol (Rich and Armitage, 1991) and

shows some signs of recovered function after vitrification in this medium (Armitage et al., 2002).

This approach, whereby a single vitrifying solute is used in preference to complex mixtures of

solutes, is relatively novel and is also being pursued in other studies on larger tissues and organs

(Wusteman et al., 2002). The use of electromagnetic fields for the rewarming of bulky tissues is

also applicable to small tissues like the cornea for uniform rewarming of the tissue at rates

sufficiently rapid to avoid devitrification (Armitage et al., 2002). The results using this approach

indicate that long-term storage of corneas at low temperatures may yet be a possibility.


19.3.2 VASCULAR GRAFTS


In recent years there has been an increased demand for small-diameter vascular grafts for use in cardiac

bypass and lower limb salvage procedures when the preferred material, autologous saphenous vein or
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FIGURE 19.1
 Ice in a cryopreserved cornea. A rabbit cornea, freeze substituted at –80°C after cryopreservation in 2 M
 dimethyl sulphoxide with cooling at 1°C/min to –196°C in air (without bulk medium). Note uneven pattern of ice formation (white spaces) with crystal size increasing from the epithelium toward the inner endothelial layer, which is intact and fully attached. Bar = 50 µM. (Micrograph prepared by C.J. Hunt.) the internal mammary (internal thoracic) artery, is not available. Cryopreservation is the only

prospect for their long-term storage. To date, the use of these grafts is limited to mainland European

centers, from which clinical results are becoming available. Blood vessel allografts are therefore

the most complex tissue currently being banked. Exceptionally, there is also a substantial body of

data from experimental animal research into the nature of freezing injury in vascular tissue, on its

prevention, and on the function of these cryopreserved grafts after transplantation. This has been

studied extensively using both in vitro
 and in vivo
 techniques for viability testing. In vitro
 techniques (smooth muscle contractility, endothelial-dependant smooth muscle relaxation), though providing

no insight into the degree of function that the tissue can exhibit after transplantation, have been of

substantial value in the optimization of the cryopreservation processes in studies with animal tissue.

Using these techniques, it has been possible to optimize a number of the parameters in the

cryopreservation process, such as extraction and handling of the tissue, choice of cryoprotectant

and its concentration, vehicle solution, cooling and rewarming protocols, and so forth (for review,

see Wusteman et al., 2000), to maintain optimum postthaw function and to avoid the development

of the fractures that otherwise frequently develop during thawing in cryopreserved vascular conduits

(Hunt et al., 1994; Pegg et al., 1997; Wassenaar et al., 1995). Thus, it is now possible to devise a

clinically practical method for the banking of vascular grafts for clinical transplantation (Wusteman

et al., 2000). Studies with human blood vessels have confirmed that the presence of serum in the

cryopreservation medium is unnecessary (Müller-Schweinitzer et al., 1997; Schilling et al., 1995),

a fact that has important implications for the avoidance of disease transmission in the banking of
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vascular grafts. Recently, significant success has been achieved in attempts to cryopreserve small

sections of blood vessel by an ice-free method, or vitrification. Early graft results are encouraging

and the details of the approach are discussed in Chapter 22. However, it remains to be seen whether

this method would offer any advantage over the current conventional approach to the banking of

vascular conduits for clinical transplantation.


In vitro
 testing of arteries and veins from several species including human confirm that, even

when controlled cryopreservation techniques are used, significant loss of smooth muscle contrac-

tility occurs following cryopreservation. The extent of the loss depends on species, vessel, and the

agonist used to elicit the contraction, but it can be up to 50%. The degree of retention of endothelium-

dependant vasodilatory responses also varies (see Wusteman et al., 2000). Such effects may or may

not be reversible. Pharmacological studies in human internal mammary artery (IMA) indicate that

activation of protein kinase C and a resulting increase in calcium channel influx could be responsible

for some of these changes in pharmacological responsiveness of vessels after cryopreservation

(Müller-Schweinitzer et al., 1998, 2000). Such an understanding of the molecular mechanisms

involved could lead to the development of therapeutic interventions to improve posttransplantation

graft function (Müller-Schweinitzer et al., 1998). Good preservation of mechanical properties of

frozen vessels has been reported (Adham et al., 1996; Rosset et al., 1996).

Cryoinjury is only one of the many factors that will determine the patency of cryopreserved

allografts. The anatomical origin of the graft is also of primary importance because it will determine

both physical characteristics (diameter, medial thickness, compliance) and the pharmacological

receptor profile of the smooth muscle and of the endothelium, the integrity of which plays such a

vital role in the regulation of vascular tone (Dzimiri et al., 1996). For example, when saphenous

vein is grafted into the arterial circulation, major morphological changes occur in the graft, leading

to thickening and eventual fibrosis of the arterial wall (Davies and Hagen, 1994). This, together

with changes in endothelial responsiveness and smooth muscle contractility, has been implicated

in the inferior long-term patency of fresh veins compared with arterial grafts (Loop et al., 1986).

Internal mammary artery has proven to be the most effective source of autograft to date.

All living vascularized allografts, whether fresh or cryopreserved, will inevitably stimulate an

immunological response. Clinical results are complicated by factors such as variation in the clinical

status of the recipients, drug regime, surgical methods, and so forth, and therefore they give limited

insight in to the causes of graft failure. Animal experiments allow these factors to be controlled.

A comparison of the fate of allograft and autograft veins in a variety of experimental models

indicates a major role for immunological factors in the failure of vessel allografts (Neves et al.,

1997; Miller et al., 1993; Vischjager et al., 1996; Wusteman et al., 2000). Little is known about

the interaction of cryopreservation with the systems involved in the immune response in any tissue.

These are likely to be complex, and therefore, any meaningful experimental investigation into these

interactions is going to be very difficult to devise.

Cryopreserved allogenic saphenous veins, and aortic allografts, are commercially available in

the United States from CryoLife Cardiovascular. The cryopreservation process resembles the

method described earlier in several important aspects and produces a comparable degree of post-

thaw function. Early clinical experience with these vessels in both coronary and peripheral grafting

procedures appeared promising (Brockbank et al., 1992), but other centers have since reported

unsatisfactory clinical results in both coronary bypass and limb salvage procedures, particularly

after long-term follow up (Harris et al., 2001). Comparisons with the results with prosthetic grafts

are ambiguous, as is the role of rejection in the clinical outcome. Some centers have report a high

incidence of signs of rejection in failed grafts, whereas others have found signs in as little as 30%

of cases. Elsewhere, matching for ABO blood group and immunosuppression has also failed to

improve graft survival rates. For a review of the data on clinical transplantation of cryopreserved

veins, see Wusteman et al. (2000).

Cryopreserved arterial allografts are currently being evaluated in a range of vascular recon-

structive procedures in a number of European centers. In general, the clinical experience to date
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is more promising, although the small number of patients in many of the studies limits their

interpretation. In one study of 100 patients receiving large, cryopreserved arteries in reconstructive

surgery for the treatment of a number of conditions, the cryopreserved arterial grafts were found

to provide a better outcome than prosthetic grafts in nonimmunosuppressed patients with vascular

infections (Goffin et al., 1998). The authors indicate that either the reduced immunogenicity of the

cryopreserved grafts or their reduced resistance to bacterial infection was responsible for their

relative success. The maintenance of patency is more difficult for small-diameter vascular grafts,

in particular those needed for below-the-knee revascularization for limb salvage. Early clinical

results in patients with severe distal arterial occlusive disease indicate that cryopreserved allografts

are a valuable alternative to prosthetic grafts when autologous material is not available. These grafts

appear to be particularly effective in immunosuppressed patients and when ABO matching is carried

out. (Gournier et al., 1995; da Gama et al., 1994). One application of cryopreserved vessels in

which rejection is probably less relevant is the use of cryopreserved conduits for vascular access

for hemodialysis in patients in whom access has been lost because of infection. Early results with

these grafts give promising results, in particular with avoidance of infection (Matsuura et al., 2000).

The present failure rate of cryopreserved allograft vessels appears to be immunological rather

than cryobiological in origin, and in most cases arteries appear to be preferable to veins. However,

more controlled data are urgently required before any firm conclusions can be drawn. If current

trials confirm these initial conclusions, and the surgical community requires them, there will be a

need for the tissue banking community to provide these tissues on a regular basis.


19.3.3 ARTICULAR CARTILAGE AND OSTEOCHONDRAL ALLOGRAFTS


Joint defects requiring cartilage repair are increasingly common conditions, and considerable effort

is now being directed toward the improvement of methods of grafting this tissue. The clinical

importance of the immune response to cartilage allografts is not understood, but there is no evidence

yet to indicate that it plays a major role in graft failure (Czitrom et al., 1986), whereas allograft

meniscal transplantation is a procedure that has already been shown to have significant short-term

clinical benefits (Rodeo, 2001). A bank of allograft cartilage, or tissue-engineered equivalents,

would therefore be of tremendous benefit for a range of orthopedic procedures. The use of cryo-

preserved cartilage is, however, not routine, because there is not yet a method for cryopreservation

that maintains adequate cell viability throughout the tissue. Cartilage is a very atypical tissue, with

no blood vessels or nerve supply. The cells in cartilage (chondrocytes) only occupy 5% of its total

volume, but they are responsible for the maintenance of the extensive surrounding matrix, which

comprises a highly complex network of collagen fibrils, associated proteoglycans, and other non-

collagenous proteins. Because these give the tissue its unique mechanical properties, and little or

no cell division is seen in mature cartilage, it is assumed that viable cells are necessary for optimum

graft function. Support for this assumption is to be found in results of experimental transplantation

in which the long-term function of transplanted cartilage has been was found to be proportional to

number of living chondrocytes in the graft (Malinin et al., 1985; Schachar et al., 1999; Tomford

et al., 1992).

Attempts have been made to cryopreserve cartilage for almost 50 years. Chondrocytes, isolated

from the matrix by enzyme digestion, survive cryopreservation by a number of different procedures

(Smith, 1965; Schachar et al., 1989; Tomford et al., 1984), but the same techniques produce

unsatisfactory cell survival in the intact tissue (Schachar and McGann, 1986). This problem may

be related to differences in cell morphology, matrix composition, or the confinement of the chon-

drocytes inside rigid capsules, or lacunae. For example, it has been calculated that cells frozen to

–50°C in 10% Me SO will shrink by approximately 50% in volume (Pegg et al., 1987). The results

2

of freeze-substitution studies at –80°C with cartilage after cryopreservation in 10% Me SO indicate

2

that chondrocytes appear to remain tethered to parts of the capsule during freeze-induced shrinkage,

thereby producing additional stresses on the cells (Figure 19.2). Furthermore, excessive swelling
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FIGURE 19.2
 Cryopreserved ovine cartilage. Freeze-substituted chondrocyte and surrounding matrix following freezing to –80°C in 10% dimethyl sulphoxide. Note shrunken cell, which remains tethered to the

surrounding capsule. The large spaces were formerly occupied by ice. Bar = 2 µM. (Micrograph prepared by

C.J. Hunt.)

during removal of the cryoprotectant after preservation could also induce damaging hydrostatic

pressures within the cell. Either—or both—of these factors may well be responsible for the excessive

damage to chondrocytes found after cryopreservation of intact cartilage. Strategies to avoid exces-

sive excursions in cell volume during addition and removal of cryoprotectant have already been

devised for other cells (Wusteman and Pegg, 2001). If applied to cartilage, such an approach may

produce a substantial improvement in survival of the chondrocytes in intact cartilage.

Experiments with animal tissue have established that Me SO is the least toxic cryoprotectant

2

for chondrocytes, both in suspension and in intact tissue. (Schachar and McGann, 1986; Yang and

Zhang, 1991). Chondrocytes in intact cartilage respond to variations in cooling rate in the same

manner as other cell types, with an optimum cooling rate of between 1° and 4°C/min. This permits

maximum dehydration while at the same time minimizing the time and temperature of exposure

to hypertonic conditions. Several studies have shown what appear to be regional differences in

survival of chondrocytes in intact cartilage, the cells of the intermediate layer being more susceptible

to crypreservation injury than the cells of the superficial or deep zones (Muldrew et al., 1994;

Ohlendorf et al., 1996). Permeation of the Me SO through the matrix is too rapid to provide an

2

explanation for this phenomenon (Pegg, 1998), but regional differences in water, collagen, and

proteoglycan content (Mow et al., 1992) or regional differences in chondrocyte susceptibility to

freezing injury may be responsible. Certainly, chondrocytes differ in their ultrastructural appearance

in the three zones (Tavakol et al., 1993). It has also been proposed that the damage to the intermediate

layer of cryopreserved cartilage is the result of high solute concentrations caused by the advance
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of planar ice fronts from the surfaces of the tissue (Muldrew et al., 2000), but this hypothesis has

not yet been tested in other studies. There is the possibility that cell damage is secondary to damage

to the pericellular matrix, which controls chondrocyte metabolic activity. The degenerative changes

of osteoarthritis are initiated by changes in the interaction between the cell and the pericellular

matrix, leading to matrix degradation and eventually to the appearance of chondrocyte clusters

resulting from chondrocyte proliferation. Similar clusters have been observed in cryopreserved

ovine cartilage 12 months after transplantation (Muldrew et al., 2001).

Most experimental studies rely on in vitro
 assessments of functionality. Clearly, transplantation is the ultimate surgical test. However, the technical problems associated with whole-tissue allografting (mismatches in graft size, surgical and immunological variables, postoperative immobilization)

are numerous and lead to difficulties in interpretation of the results of animal studies (Hurtig et al.,

1998; Schachar et al., 1992). The additional problem of wide variability of ovine articular cartilage

has been noted when metabolic indicators of cell recovery are used (D.E. Pegg, personal commu-

nication). Similar problems associated with experimental studies are well illustrated in a recent

transplantation study with osteochondral dowels carried out in crossbred ewes (Muldrew et al.,

2001).

Not withstanding the poor cryopreservation of chondrocytes in vivo
 , however, the banking and

implantation of osteochondral allografts has been carried out for many years for the repair of larger

defects, which involve more extensive damage to the articular surface, particularly those to the

subchondral bone (Gross et al., 1983; Aho et al., 1997). Massive allografts, both with and without

an articular surface, have been shown to be effective in the repair of large skeletal defects produced

during the resection of a range of bone and connective tissue tumors as well as other conditions

affecting the skeleton (Mankin et al., 1996).

The success of “fresh” allografts for osteochondral transplantation has been well documented

(Aubin et al., 2001). Chondrocyte viability is maintained in these grafts during the storage period

(generally no longer than 72 h at 4°C) and persists for many years postimplantation. Two recent

follow-up studies of transplanted osteochondral shell allografts demonstrate that the repair of even

larger articular surface defects is possible (Chu et al., 1999; Salai et al., 1997). However, the use

of “fresh” allografts poses a number of problems: coordination of donor and recipient operations,

the nonelective nature of the surgery, and the risk of disease transmission. Although the transplan-

tation of articular cartilage allografts does not appear to elicit a damaging immunogenic response,

so long as the articular cartilage remains intact, transplantation of large osteochondral grafts, as

with other bone grafts, invokes an immune response that is variable and that is believed to be

responsible for major complications such as nonunion at host–donor junction, allograft fracture,

and high infection rates (Mankin et al., 1998). Both freezing and freeze-drying appear to reduce

the immune response invoked by implantation of allograft bone (Friedlaender et al., 1976). Unfor-

tunately, data from clinical studies, which include reliable outcome measures, are sparse.

Given the large size of these grafts, methods used within the tissue bank for cryopreservation

are relatively crude, involving exposure of the articular surface to Me SO followed by uncontrolled

2

slow cooling (Mankin et al., 1998; Tomford, 1983). Despite this, cryopreserved osteochondral

allografts have been shown in a number of studies to provide an effective alternative to metallic

prostheses or amputation. Clinical, radiographic, and other functional criteria reflect success rates

of 60 to 90% (Friedlaender et al., 1999). In the largest study to date, 450 patients receiving a

cryopreserved osteoarticular allograft were followed intermittently over a period of 26 years (Man-

kin et al., 1998). The functional capacity of the body part requiring grafting and disease recurrence

was evaluated. Seventy percent of those who were followed for 2 or more years showed no evidence

of disease, pain, or major disability. In this and other studies, chondrocytes have not been reported

to survive in any numbers (Campanacci et al., 1999), but the effects that a nonviable articular

surface has on the long-term function of the joint is unclear. Though these studies report osteoar-

thritic changes and degeneration of the articular surface in many of the patients receiving allografts,

only a small number were reported as requiring resurfacing or joint replacement. Nevertheless, the
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need for improved chondrocyte viability in vivo
 is held to be one of the goals for improved clinical efficacy of this procedure.


19.3.4 HEART VALVES


Allograft aortic and pulmonary valves have been used clinically since the early 1960s for both left

and right ventricular outflow tract reconstruction (Goffin et al., 2000), as well as in the repair or

replacement of damaged mitral and tricuspid valves (Angell et al., 1968). More recently, replace-

ment or repair of these latter valves has been reported using cryopreserved mitral valves (Acar,

1997; Miyagishima et al., 2000; Reardon and Oury, 1998).

Allograft cardiac valves offer an alternative to mechanical and bioprosthetic valves and are

considered the valve of choice where long-term postoperative anticoagulation therapy is contrain-

dicated. Because allograft valves are also more resistant to bacterial growth than other valve

prostheses (Staab, 1998), this also holds true in the case of valve replacement for endocarditis of

either a native or a prosthetic valve.

Initially, valves were harvested under sterile conditions and implanted either immediately or

following a brief period of storage in tissue culture medium at +4°C. Such valves have shown good

durability in at least one long-term follow-up study (Yacoub et al., 1995). As the clinical use of

allograft heart valves increased, the need for some method of storage became necessary to permit

routine surgery. Because sterile harvesting had already been abandoned, an effective sterilization

method was also required. Early methods (using ethylene oxide, β-propiolactone, gamma radiation)

and attempts at preservation and storage by flash freezing or freeze-drying were found to damage

the valve matrix and biomechanical properties. Such treatments led to a high incidence of early

failure after implantation (Brock, 1968; Missen and Roberts, 1970) and, in a separate study,

calcification of a substantial proportion of those still functioning after 3 years (Moore et al., 1975).

These studies also reported the loss of the cells from such valves. As a consequence, the belief

grew that viability of aortic valve fibroblasts and endothelium was a prerequisite for long-term

function of transplanted valves and that this was related to the methods used for sterilization and

storage. Viable fibroblasts were thought to be required within the matrix of the valve to continue

to synthesize collagen and glycosaminoglycans and to remodel and repair the implanted valve

(Angell et al., 1973, 1989). This led to the use of serum-supplemented tissue culture medium for

4°C storage, often for some weeks. Such storage conditions were incapable of maintaining cell

viability for this length of time, and cryopreservation techniques were reintroduced (O’Brien et al.,

1987). Further clinical studies with cryopreserved valves have demonstrated improved long-term

durability compared with antibiotic-treated 4°C-stored valves (Kirklin et al., 1993; O’Brien et al.,

2001; Tweddell et al., 2000; Yankah et al., 1996). On the basis of such studies, most heart valve

banks and clinicians worldwide have adopted the antibiotic-treated, cryopreserved valve as the

allograft of choice.

Unlike vascular grafts, current methods for the cryopreservation of heart valves do not rest on

a substantial body of experimental data but have been derived generally from protocols used for

the preservation of single-cell suspensions. In most tissue banks, valves are cooled slowly in 10%

dimethyl sulphoxide and stored in the vapor phase above liquid nitrogen. Though there has been

inconclusive debate over the years on conditions for optimum storage and transportation (Feng et

al., 1996), on the effect of cryopreservation on early calcification (Brockbank et al., 2000; Yankah

et al., 1995), and on the immunological status of the implanted cryopreserved valve (Ketheesan et

al., 1996), maintenance of cellular viability has been an a priori
 assumption. Yet the very need for cellular preservation to provide long-term durability of the graft is still open to question.

Viability is as poorly defined a concept with heart valves as it is with other tissues. Many different

assays have been applied to heart valve tissue ex vivo
 , including incorporation of radioactive proline, electron microscopic and histologic studies, vital dye staining, and in situ
 hybridization techniques.
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FIGURE 19.3
 Cryopreserved heart valve. Freeze-substituted human heart valve leaflet cooled in 10% DMSO

at 1°C/min, freeze substituted at –80°C. Note extensive ice (white spaces) throughout. Bar = 200 µM.

(Micrograph prepared by C.J. Hunt.)

For the unimplanted, cryopreserved heart valve, successful preservation of both endothelium and

leaflet fibroblasts has been reported in a number of studies (Crescenzo et al., 1993; Gall et al.,

1998; Niwaya et al., 1995), though by no means in all (Armiger, 1995). On the basis of such assays,

long-term storage at –180°C would appear more effective in comparison to storage at –80°C

(Brockbank et al., 1992; Feng et al., 1996), though care is required when rewarming from this

temperature to avoid the cracking phenomenon also seen with other vascular tissue (Hunt et al.,

1994; Wassenaar et al., 1995). There is little evidence that short periods of storage at –80°C, such

as those required for transportation, are detrimental to the valve (Brockbank et al., 1992). Freeze-

substitution studies (Figure 19.3) indicate that ice formation occurs throughout the valve. Quanti-

tative assessment indicated that periods of storage of up to 1 month at –80°C did not affect the

amount or distribution of ice in the valve compared with storage at –180°C (Hunt et al., 1991).

Viability as a prerequisite for valve durability has not gone unquestioned. As early as 1977,

Wheatley and McGregor concluded from a comparative study of viable and nonviable canine

pulmonary allografts that viability was disadvantageous, as it increased the possibility of early

tissue degradation (Wheatley and McGregor, 1977). Accelerated calcifying degeneration of

allografts in young children is well documented (Yankah et al., 1995), and though the effect of

immunological factors on the durability of cryopreserved allografts is still uncertain (Dignan et al.,

2000), at least one group has suggested the avoidance of allografts with a high degree of cellular

viability in an effort to reduce early valve failure in children (Bodnar and Ross, 1991). Although

general cellular preservation in the unimplanted cryopreserved valves is good (particularly when
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considering leaflet fibroblasts), explanted valves tend to show a much reduced and variable degree

of cellularity largely independent of the period of implantation. Though the valves are largely

devoid of endothelium, the presence of fibroblasts within otherwise acellular leaflets has often been

reported (Lupinetti et al., 1993; O’Brien et al., 1987). The origin of such cells has been hotly

debated. Donor cells were identified in early studies in which there were sex mismatches between

donor an recipient (Gonzalez-Lavin et al., 1990; O’Brien et al., 1988), but more recently, DNA in



situ
 hybridization on 22 explanted allograft valves with a donor sex mismatch found that donor

cells survived in the graft no longer than several weeks (Hazekamp et al., 2003). Further studies

of human and animal explanted valves have shown that the residual fibroblast population residing

in the valve leaflet is of both donor and recipient origin (Braun et al., 1997; Koolbergen et al., 1998).

It has been argued that, even if isolated cells persist, whether they are of donor or recipient

origin, this will not materially contribute to matrix remodeling. Schoen, in a study comparing

explanted cryopreserved valves with valves from transplanted hearts, concluded that the well-

preserved collagen fibers and matrix glycoproteins found in the acellular leaflets of long-term-

implanted cryopreserved valves was the structural basis for their continued function (Schoen et al.,

1995). Goffin has reported similar findings (Goffin et al., 1994).

In a recent study, sheep aortic valves were subjected to novel sterilization and preservation

methods that devitalized the tissue grafts, which were then compared with cryopreserved valves

(Aidulis et al., 2002; Farrington et al., 2002; Neves et al., 2002). Mechanical, microscopic, and

functional assays, as well as implantation studies, all indicated that provided the tissue matrix was

well preserved, the presence of leaflet fibroblasts did not materially improve the performance of

the valve. These and others studies argue that within a short time following implantation, the

cryopreserved valve becomes essentially acellular, and thus no growth or remodeling of the extra-

cellular matrix takes place. Durability of cryopreserved valves must be attributed mainly to the

preservation of the collagen matrix and leaflet ground substance, with cellular viability acting as

an index for the integrity of such structures.


19.3.5 SKIN


Skin, the largest organ in the body, is a two-layered structure comprising an outer stratified epithelial layer of keratinocytes and an inner matrix, the dermis. The epidermis provides a barrier function

and is capable of rapid regeneration. The underlying dermis, composed of collagen, elastin, and

glycosaminoglycans laid down by dermal fibroblasts, provides strength and elasticity. This complex,

highly organized layer has some regenerative powers after injury, but the inelastic scar tissue

eventually formed results in functional impairment. Skin defects requiring grafting arise from a

variety of insults including chronic ulceration, acute injury, and burns. The driving force for the

clinical use of allograft skin has been its use in the treatment of burns. In the case of full-thickness

burns, allograft skin restores barrier function (reducing fluid loss and infection), helps to reduce

pain and heat loss, and mitigates the hypermetabolic stress response to thermal injury. Skin grafts

may be autologous or allogeneic. They may be partial or split-thickness grafts (i.e., epidermis and

some dermis) or full-thickness grafts (i.e., epidermis, dermis, and subcutaneous tissue), or they

may be composed solely from autologous or allogeneic keratinocytes grown in culture and applied

directly to the wound bed or onto allogeneic dermis or bioengineered substrates to form composite

grafts (Balasubramani et al., 2001; Wood and Harris, 1995).

In the case of full-thickness burns, split-thickness autologous grafts provide permanent wound

closure and restoration of the barrier function as well as providing a dermal component that will

reduce or prevent scarring. However, in the case of extensive burns, there is often insufficient body

surface remaining to provide sufficient material for autologous grafting. Allograft split-thickness

skin is rejected within a few weeks and so provides only temporary wound closure that allows the

maximum use of limited autograft donor sites and permitting reharvesting of healed sites and culture

of autologous keratinocyte sheets (Hickerson et al., 1994).
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19.3.6 PRESERVATION OF SPLIT-THICKNESS SKIN GRAFTS


The maintenance of both cell viability and structural integrity is viewed as the key to successful

engraftment and revascularization of allograft skin (Kagan, 1998). “Fresh” allogeneic skin is

therefore generally the preferred biological dressing over cryopreserved allograft because of its

perceived superior cellular viability. Unused “fresh” autologous skin is often stored at 4°C in saline

or nutrient media and may used by the clinician after anything up to 7 d storage. Studies using a

variety of viability assays have reported survival of keratinocytes reducing at variable rates for up

to 2 weeks, depending on storage conditions (Robb et al., 2001; Sterne et al., 2000). Common

practice dictates that unused allograft skin stored at 4°C for longer than about a week is subsequently

cryopreserved; this is a practice that was recently advocated for autologous skin as well (Sheridan

et al., 1998). Thus, the perceived superiority of fresh skin over cryopreserved may in part be a

result of this practice of preserving suboptimally viable grafts. One recent study has concluded that

cryopreserved skin is no more or less “viable” than skin stored at 4°C for 72 h (Bravo et al., 2000).

In another recent study, paired comparison between fresh and cryopreserved allograft indicated

that there was no significant difference in graft performance with up to 5 years storage at vapor-

phase nitrogen temperatures (Ben-Basset et al., 2001). Thus, the perception that any graft labeled

as “fresh allograft” can provide a highly viable biological dressing superior to that of cryopreserved

tissue should be viewed with caution.

In most cryopreservation studies, the focus of attention has been maintenance of cellular

viability. Over the years, a large number of cryopreservation protocols have been developed largely

empirically and have been advocated for improving viability and the quality of banked skin. These

have been the subject of a number of comprehensive reviews (Baxter et al., 1985). Where studies

have been carried out using prognostic indicators of engraftment (Kearney et al., 1990; Villalba et

al., 1996), dimethyl sulphoxide was found to be marginally the better cryoprotectant (cf. glycerol,

ethanediol, or propanediol), and slow cooling (–1°C/min) was shown to be preferable to rapid

cooling (by direct immersion in liquid nitrogen). This parallels the experience in most tissue banks.

Recently, very rapid cooling has been advocated as a means of improving the recovery of split-

thickness skin (Zeiger et al., 1996). Design of optimum cryopreservation protocols must await more

information on cell permeability and the kinetics of cryoprotectant diffusion into skin (Aggarwal et

al., 1988; Zeiger et al., 1997), as well as on studies on reducing postthaw deterioration (Kearney, 1998a).

As with other tissues, cellular viability of allograft skin as a prerequisite for efficacy remains

an area of controversy. In addition to cryopreserved skin, nonviable (freeze-dried and glycerolized

skin) has been used to treat burns (de Backere, 1994). Viable grafts stimulate revascularization of

the wound bed, and dermal elements may become incorporated into the wound site (so call graft

“take”). The viable epidermis maintains a barrier function, which is lost or reduced, in nonviable

grafts. Immunogenicity has been reported to be reduced in grafts cryopreserved at intermediate

cooling rates (Ingham et al., 1993) but not at cooling rates currently used for the banking of skin

(Tomita et al., 1998). Both freeze-drying and glycerolization have been reported to reduce antige-

nicity clinically, though in the case of glycerol this has not been supported by in vitro
 studies (Hettich et al., 1994). The clinical situation is clouded by the use of allograft in combination with

meshed autograft, cultured autologous keratinocyte sheets, and other composite grafting techniques

(Valencia et al., 2000).

It has been speculated (Greenleaf and Livesey, 1999) that the characteristics attributed to

viability may be surrogate indicators of the preservation of the extracellular matrix of the graft.

Thus, conventional methods that attempt to preserve cells paradoxically may do so at the expense

of the dermal matrix (damaged through ice formation and solute denaturation of proteins), accel-

erating the immune response through a nonspecific inflammatory reaction to the damaged matrix.

As such, the desirable attributes of “fresh” skin may relate more to an undamaged matrix than to

cellular viability. The successful use of glycerolized skin has been cited as evidence for this point

of view (Richters et al., 1996).



TF1231_C19.fm Page 554 Monday, March 22, 2004 1:32 PM


554


Life in the Frozen State


19.3.7 PRESERVATION OF CULTURED KERATINOCYTES AND ALLOGENEIC DERMIS


The use of allogeneic cultured keratinocyte sheets as an alternative to allogeneic split skin is another

treatment available for use in partial and full-thickness burns (Valencia et al., 2000). Such grafts

have been shown to improve wound healing in a number of studies. Cultured keratinocytes are not

rejected; nevertheless, they do not persist on the wound bed but are progressively replaced by

recipient epithelium, and as such, the grafts act as a biological dressing. The use of keratinocyte

sheets is problematic, as the sheets are fragile and the grafts lack long-term stability because of

the absence of a dermal component. This can be overcome by the use of allogeneic dermis in

conjunction with the cultured keratinocyte sheets (Wood and Harris, 1995). The dermal component

may be supplied either by grafting allogeneic split-thickness skin, permitting the graft to “take”

and subsequently removing the epithelial layers by dermabrasion, or through the application of

cryopreserved or glycerolized dermis from which the immunogenic epithelium has been removed

(McKay et al., 1994). Recently, decellularized, freeze-dried allogeneic dermis has become com-

mercially available (Greenleaf and Livesey, 1999). Though cryopreservation studies of cultured

keratinocytes have been reported, the conditions for optimal preservation of keratinocyte sheets

attached to dermis or dermal equivalents are still being determined (Harringer et al., 1997).


19.4 ETHICAL AND SAFETY CONSIDERATIONS


As the clinical demand for banked tissues grows, so does the need for effective regulation of tissue

banking activities. The ethical demands of donor, recipient, and society have all to be met as well

as the provision of safeguards to minimize the transmission of disease from donor to recipient.

Discussion of these issues is well beyond the scope of this chapter, and the reader is referred to

the following articles: Womack and Gray (2000), Kearney (1998b), and Warwick et al. (1996), and

the following Web sites: The Medical Research Council (http://www.mrc.ac.uk), Royal College of

Pathologists (http://www.rcpath.org), Joint UK Blood Transfusion Services/National Institute for

Biological Standards and Control (http://www.transfusionguidelines.org.uk), American Association

of Tissue Banks (http://www.aatb.org), British Association for Tissue Banking

(http://www.batb.org.uk), The UK Department of Health (http://www.doh.gov.uk), and the Amer-

ican Food and Drug Administration (http://www.fda.gov) for further information.


19.5 FUTURE PROSPECTS FOR TISSUE BANKING



19.5.1 PANCREATIC ISLET CELL TRANSPLANTATION


One prospect for the expansion of tissue banking in the near future is in the use of pancreatic islet

cell transplantation for the treatment of diabetes mellitus. This has been an alternative to whole-

pancreas transplantation for the past decade or more (Hering et al., 1988). To date, despite the

demonstration of the successful return to normoglycemia in both large and small animal models,

its clinical potential remains largely unrealized (White et al., 2001). A recent review of results

reported to the International Islet Transplant Registry between 1990 and 1998 found that only 12%

of those receiving islet allografts for type I diabetes achieved insulin independence for more than

7 d, with only 8% remaining independent at 1 year (White et al., 2001). The reasons for this lack

of success are varied and well beyond the scope of this chapter, but they are the subject of two

recent reviews (Shapiro et al., 2001; White et al., 2001). However, recent advances in the clinical

protocol for islet transplantation have led to an apparent dramatic improvement in insulin indepen-

dence (Shapiro et al., 2000). Using this protocol, a cohort of patients experiencing type I diabetes

underwent allografting with “fresh” islets. All were reported insulin independent after a mean

follow-up period of 12 months. Further data on 12 patients reported recently by this same Edmonton

group have shown insulin independence ranging out to almost 2 years (Ryan et al., 2001). This
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has led to a considerable renewal of interest in islet transplantation and has focused attention once

again on the need for effective methods of preservation.

Among the major changes introduced in the Edmonton protocol was the use of “double-donor”

transplantation to provide a sufficient islet cell mass to ensure that the majority of recipients

remained insulin-free. An obvious solution to the logistical problems associated with finding

multiple donors would be the provision of banks of cryopreserved islets. The provision of a sufficient

islet mass for long-term insulin independence is not the only advantage: It would also provide for

the matching of human lymphocyte antigen (HLA)-typed islets between donor and recipient (Rajotte

et al., 1990), ease logistical problems, permit proper quality control and sterility testing (Bretzel

et al., 1994), and may, as a number of studies have indicated, improve the purity of the islets and

modulate immunogenicity (Catrall et al., 1993; Evans et al., 1987; Taylor et al. 1992).

Many studies have been undertaken to define optimum conditions for cryopreservation (Pie-

monti et al., 1999), but the protocol that has so far gained widest acceptance is that devised by

Rajotte and coworkers, which has been used to successfully preserve both animal and human islets

(Rajotte, 1999). However, the development of cryopreservation procedures for islets has been largely

empirical, and the assays used to assess viability are disparate. Furthermore, the cryopreservation

protocols so far developed are not easily translated into the tissue bank, nor have they been

successful in achieving insulin independence in the limited clinical experience of transplanting

cryopreserved islets alone (Hering et al., 1995).

Recently, the biophysical parameters necessary to define optimum cryoprotectant addition and

elution protocols have been described (Woods et al., 1999a, 1999b; Zeiger et al., 1999). When an

understanding has been reached about other important criteria, such as the probability of intracel-

lular ice formation and its relation to cooling rate, it is probable that an effective cryopreservation

protocol will be developed. This should eventually permit the pancreatic islet to be added to the

list of tissues banked for clinical use.


19.5.2 OTHER FUTURE PROSPECTS FOR EXPANSION IN TISSUE BANKING


As the understanding of the nature of cryoinjury and its avoidance in tissues increases, so will the

availability of a wider range of allograft tissues for transplantation. The advances with the use of

vitrification as an alternative method of storing blood vessels and corneas may well increase the

range of bankable tissues, particularly in the direction of large vascularized tissues and organs. In

the longer term, however, the increased understanding of the molecular mechanisms involved in

cell differentiation and tissue development will inevitably make engineered tissue constructs avail-

able as an alternative to allograft tissue. This development will ultimately have a profound effect

on tissue banking. Although large elements of tissue processing and storage will no longer be

required, the safe procurement and handling of tissues, and the extraction and storage of the

component cells, will still provide a crucial role for tissue banks. Tissue engineered constructs will

be designed to mimic the natural tissue as closely as possible and will also require preservation to

maintain operational stocks for distribution and use. The role of cryobiology in the field of tissue

repair and transplantation will therefore remain a crucial one for the foreseeable future.
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20.1 INTRODUCTION


Advances in tissue engineering, cell transplantation, and genetic technologies have created intense

interest in the use of living cells as therapeutic tools in clinical care. The field of tissue engineering has already developed several commercial products used to temporarily or permanently replace

organ functions, with the promise of many more to come. Cell transplantation is being used for

many clinical indications to replace or enhance certain organ functions. Gene therapy is based on
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FIGURE 20.1
 Long-term storage of cells is central to the successful application of cellular therapies in clinical medicine. Effective preservation techniques ensure that a readily available supply of biological material is available at the various steps in the development and transplantation of engineered cells and tissues.

the overexpression or downregulation of one or several cellular processes to provide enhanced

functions to cells for various therapeutic end goals, such as wound healing, and tissue repair. Recent

advances in stem cell biology further fuel the excitement for these burgeoning approaches by

providing a potentially unlimited source of cells for reparative medicine.

As several living cell–based therapies are approaching clinical utility, emphasis must now be

placed on the fundamental and practical issues associated with the translation of these new tech-

nologies from bench-to-bedside (Langer and Vacanti, 1993). Some of the important translational

technologies include cell isolation, cell and tissue culture and differentiation, scale-up of bioreactors, advances in biomaterials and scaffolds, development of long-term storage strategies, and implementation of safety and regulatory policies. Although there have been significant advances both at

the fundamental and practical levels for most of these technologies, the tools and understanding

needed for the storage of living cells and complex tissue constructs lags significantly behind.


20.2 APPROACHES TO LONG-TERM STORAGE


Long-term storage of living cells or tissues is needed to provide a readily available supply of cells

and engineered tissue constructs to end-users at medical centers, hospitals, clinics, and physician

offices (Figure 20.1). Effective preservation procedures are required at various steps in the produc-

tion of engineered cells and tissues, including screening of source cells, cell banking, inventory

control, quality control, product distribution, and tissue banking (Karlsson and Toner, 2000).

Cryopreservation is the established modality for long-term storage of living cellular systems and

can be subdivided into two approaches based on overall methodology: standard freeze-thawing and

vitrification. Although both approaches use cryogenic temperatures (typically below -80°C), there

are important fundamental differences (Karlsson and Toner, 1996; Song et al., 2000), which are

discussed in Chapters 7 and 20.

A more recent approach for cryopreservation involves the use of low concentrations of intra-

cellular sugars to stabilize cells. Trehalose is loaded into cells at about 0.1 to 0.2 M
 using several different approaches. In the absence of conventional cryoprotectants such as dimethyl sulfoxide
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(DMSO), results using intracellular trehalose show that fibroblasts, keratinocytes, and oocytes

survive cryopreservation (Eroglu et al .
 , 2000, 2002). The major advantage of nontoxic sugars is

the potential to infuse freeze-thawed cells directly into patients without the cumbersome steps

involved in the removal of traditional cryoprotectants.

Another recent development involves increasing the desiccation tolerance of mammalian cells

and the development of novel strategies to store living cells at ambient temperatures. In nature,

many organisms can survive in a dry, glassy state for extended times in a phenomenon called

“anhydrobiosis” (Crowe et al .
 , 1998; Potts, 1994). Anhydrobiosis is found in a variety of organisms including plant seeds, bacteria, yeast, brine shrimp, fungi and fungal spores, and cysts of certain

crustaceans. Extensive studies using these organisms revealed that there is a series of complex

molecular and physiological adaptations that permit these organisms to survive drying stress. Among

these adaptations is the accumulation of internal sugars or mixtures of sugars, such as trehalose,

sucrose, and raffinose. Sugars are believed to play a major role in the stabilization of membranes,

proteins, and other key cellular structures in the dry state. The mechanism of sugar protection is

an active area of research that includes the role of the glassy state in long-term stabilization of

living cells and the interaction of sugars with biological molecules and supramolecular structures

to afford stabilization. This is covered in detail in other chapters.

In desiccated (or dry) storage, living cells are put into a stasis state at ambient temperatures

by dehydrating the cells using either freeze-drying or convective drying techniques. This approach

is based on removing water to achieve a glassy (i.e., amorphous or vitrified) state in and around

cells at ambient temperatures. The glassy state is known to have an exceedingly high viscosity

(>1012 Pa) that may inhibit the chemical, biological, and physical processes that lead to cell

deterioration (Buitink et al .
 , 1998, 2000; Sun and Leopold, 1997).

Dry storage provides a long-term preservation strategy that alleviates many of the problems

associated with other preservation technologies. First, dried storage is the only preservation method

that permits the ambient-temperature, long-term storage of biological molecules. This simplifies

the distribution of the therapeutic product and reduces the need for stringent storage requirements

at the manufacturing site and end user’s facility. Second, as the process of drying removes a

substantial proportion of the sample water, the resultant product is much smaller and lighter than

conventionally preserved products. This can significantly increase the storage capacity of a facility,

with a resulting increase in inventory levels. Third, the general acceptance of drying as a suitable

method for the manufacturing of therapeutic products by regulatory authorities (Franks, 1998)

makes this technology an appealing option for biopreservation. Finally, the significantly lower

concentrations of stabilizers used in dry storage compared to standard freeze–thaw or vitrification

protocols reduces the need for the careful and skilled removal of these agents before injection,

transfusion, or transplantation.

Interest in engineering desiccation tolerance in mammalian cells is growing because the ability to

store mammalian cells in the dry state has many advantages over the current low-temperature-based

methods used for long-term storage. Recent work has focused on the role that intracellular sugars have

in protecting cells from the effects of excessive dehydration (Bieganski et al., 1998; Chen et al .
 , 2001; Garcia de Castro and Tunnacliffe, 2000; Guo et al .
 , 2000; Puhlev et al .
 , 2001; Wolkers et al .
 , 2001).

In the process of examining the effects of intracellular sugars, a number of technologies have been

developed to incorporate protectants into cells, to control the drying and storage of cells, and to rehydrate the cells following drying. In this chapter we will discuss current techniques and technologies that are

being developed for the desiccation and storage of mammalian cells in the dry state. More details of

this new approach to living cell storage and mechanisms of sugar stabilization are covered in Chapter 5.


20.3 LOADING OF PROTECTANTS INTO MAMMALIAN CELLS


There is strong evidence that sugars need to be present on both sides of the membrane to afford

maximum protection against the damaging effects of freezing and dehydration (Chen et al .
 , 2001;



















TF1231_C20.fm Page 566 Monday, March 22, 2004 1:31 PM


566


Life in the Frozen State

Switchable

Thermal

Electroporation

membrane pores

poration

Microinjection

Genetic

modification


FIGURE 20.2
 Schematic representation of the approaches currently being developed to overcome the impermeability of cell membranes to sugars and other compounds.

Crowe et al., 1985; Eleutherio et al., 1993; Eroglu et al., 2000, 2002; Womersley et al., 1986).

Among the key impediments to using sugars such as trehalose during the desiccation of mammalian

cells has been the impermeability of the plasma membrane to these molecules. A number of

approaches have been used to overcome the impermeability of cell membranes to sugars and other

compounds (Figure 20.2). Many of these techniques have been recently used to load protectants

into mammalian cells to improve their desiccation tolerance. These methods are discussed below.


20.3.1 SWITCHABLE MEMBRANE PORES


One approach that has been recently used to load trehalose and other sugars into mammalian cells

involves the use of a genetically engineered mutant of Staphylococcus aureus
 α-hemolysin to

reversibly permeabilize the plasma membrane (Bayley, 1997; Russo et al. 1997). Monomers of this

protein, on introduction into lipid bilayers, form uniform 2-nm-diameter transmembrane pores that

can be closed using divalent cations. Previous studies on the self-assembly of α-hemolysin protein

(Walker et al .
 , 1994) and on the structure of α-hemolysin (Song et al .
 , 1996) have resulted in a detailed understanding of the mechanism by which this protein functions to porate mammalian

cells. As a monomer, this 293–amino acid polypeptide spontaneously binds to the plasma membrane

and forms a heptameric prepore complex with other bound monomers (Bayley, 1997). Membrane

insertion follows oligomerization and results in the formation of a functional pore (Walker and

Bayley, 1995). Using genetic engineering to replace five sequential native residues with histidines

allows the heptameric pore to be toggled between an open and closed state by the removal or

addition of micromolar concentrations of divalent cations (Bayley, 1997; Russo et al .
 , 1997; Walker et al .
 , 1994).

Genetically engineered α-hemolysin has been used in the development of techniques for the

cryopreservation of mammalian cells (Eroglu et al., 2000). Eroglu and coworkers have shown that

the introduction of low concentrations of trehalose (0.2 M
 ) using H5 α-hemolysin resulted in a

significant improvement in the postthaw recovery of rapidly frozen fibroblasts and keratinocytes

(Eroglu et al .
 , 2000). Critical to the survival of the porated and frozen cells was the ability to selectively close the pores following the loading of intracellular trehalose (Figure 20.3).
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FIGURE 20.3
 The permeability of mammalian cells to small molecules can be modulated using the switchable membrane pore H5 α-hemolysin. The addition of Zn2+ blocks the pore and prevents the uptake of carboxy-calcein blue and sucrose in NIH/3T3 fibroblasts. Permeability values for and sucrose were obtained by applying a simple transport model to data from fluorescence intensity and radiolabeled sucrose uptake assays, respectively. Figure reproduced from Russo et al. (1997).

Using α-hemolysin to permeabilize mammalian cells has permitted the detailed examination

of the effect that intracellular trehalose has in protecting mammalian cells from dessication injury

(Chen et al., 2001). Studies have shown a beneficial effect of intracellular trehalose on the membrane

integrity of dried fibroblasts (Chen et al., 2001). Fibroblasts were loaded with increasing concen-

trations of trehalose, using the H5 α-hemolysin pore, and then dried using natural convection.

Examination of the postrehydration membrane integrity revealed not only that intracellular trehalose

was necessary for the stabilization of the plasma membrane during drying and rehydration but that

there was a minimal amount of intracellular trehalose required for protection (0.2 M
 ). Furthermore, the postrehydration membrane integrity was found to be a function of the residual moisture content

of the cells following drying, with a threshold for survival at around 15%. Using this information,

Chen and coworkers were able to recover a high percentage (>75%) of cells with intact membranes

following dehydration and storage for up to 90 d at –20°C.

Quantitative measurement of the intracellular trehalose concentration using gas chromatogra-

phy/mass spectroscopy (GC-MS) has further demonstrated the advantage of using switchable

membrane pore technology for the controlled loading of protectants (Acker et al., 2003). Using

the GC-MS method, Acker and coworkers have shown that the switchable characteristics of H5 α-

hemolysin provide an excellent means to regulate the permeabilization of cells and control the

accumulation and removal of intracellular trehalose. By coupling GC-MS with the H5 α-hemolysin

technology, verification of the loading of the high concentrations of intracellular trehalose necessary

for engineering desiccation tolerance in mammalian cells was demonstrated.

Whereas the α-hemolysin equipped with a metal-actuated switch has been exceedingly bene-

ficial in reversible, controlled permeabilization and loading of sugars into mammalian cells, recent

advances in engineering membrane pores indicates that it may be possible to further improve this

technology. Using genetic engineering to modify the structure of α-hemolysin, novel mutants of

this membrane pore have been developed that are highly selective, thus permitting the stochastic
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sensing of single molecules (Bayley and Cremer, 2001). Following this trend, it may become

possible to engineer specific membrane pores that are more selective to sugars, resulting in much

greater control over the movement of these molecules across the plasma membrane. As further

advances are made in understanding the specific requirements for mammalian dessication tolerance,

concurrent improvements in the engineering of switchable pores will ensure that this technology

remains a powerful method to overcome the permeability barrier of mammalian cells.


20.3.2 THERMAL PORATION


When phospholipid bilayers and biological membranes are cooled, they undergo a liquid crystalline-

to-gel phase transition at a defined temperature. This thermotropic phase transition has been shown

to result in a transient increase in the permeability of the plasma membrane (Crowe et al .
 , 1989).

Also referred to as thermal shock, this phenomenon has been widely studied as it relates to the

transient permeabilization of cells during cryopreservation, which often results in the colloidal

osmotic lysis of sensitive cells (Lovelock, 1955; Daw et al .
 , 1973). Using the thermotropic phase transition, Beattie and coworkers where able to load trehalose into pancreatic islet cells and show

that a combination of DMSO and trehalose was effective at maintaining β-cell function following

cryopreservation (Beattie et al .
 , 1997). Recent efforts to permeabilize human fibroblasts to trehalose before the desiccation of these cells resulted in a measureable uptake of the disaccharide (Puhlev

et al .
 , 2001).

In another example of thermal poration, human platelets were successfully freeze-dried fol-

lowing permeabilization and loading of intracellular trehalose (Wolkers et al .
 , 2001). Contrary to the standard treatment, whereby cells are permeabilized by cooling to 0° or 4°C, trehalose uptake

in platelets was shown to occur following incubation at 37°C for extended times in trehalose-

containing solutions. It has been suggested that a thermotropic transition in platelet membranes

occurs at this physiologic temperature (Wolkers et al .
 , 2001). On stimulation with thrombin,

collagen, and ADP, rehydrated trehalose-loaded platelets responded by forming clots in a manner

similar to untreated controls. Efforts to scale-up the freeze-drying process to permit the preparation

of clinically relevant numbers of platelets are underway (Wolkers et al., 2002).

Using the thermotropic phase change represents a unique approach to loading sugars and other

nonpermeable chemicals into mammalian cells. However, further work is required to determine the

suitability of using this technique for the desiccation of mammalian cells. As it has been shown

that not all mammalian cells undergo a distinct thermotropic phase transition (Drobnis et al .
 , 1993; Watson, 1981), using this loading procedure may not be appropriate for certain cell types. In

addition, the size range and specificity of the membrane pores to a variety of desiccation-important

molecules needs to be resolved. Although further work is required to characterize and optimize

this loading technique, recent successes using thermal poration to load sugars into mammalian cells

have demonstrated the utility of this permeabilization strategy.


20.3.3 GENETIC MODIFICATION


Genetically engineering mammalian cells to express foreign genes has been proposed as a method

of overcoming the permeability barrier of the plasma membrane to protectants. Initially developing

this method as a technique to introduce intracellular sugars into Escherichia coli
 (Billi et al .
 2000; Kaasen et al .
 , 1994), researchers have recently transfected mammalian cells with the genes responsible for the coding of sucrose-6-phosphate synthase (Potts, 2000) and trehalose-6-phosphate

synthase (Garcia de Castro and Tunnacliffe, 2000; Guo et al., 2000; Lao et al .
 , 2001; Puhlev et al .
 , 2001). These gene products, when expressed in conjunction with a respective phosphatase, function

to convert uridine diphosphate glucose (UDP-Glc) into sucrose and trehalose. Accumulation of

millimolar concentrations of intracellular sucrose (Billi et al .
 , 2000) and trehalose (Garcia de Castro and Tunnacliffe, 2000) have been reported using this genetic engineering approach.
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Although expression of intracellular trehalose in mammalian cells has been demonstrated, it is

unclear whether desiccation tolerance is conferred by the intracellular concentrations being achieved

using genetic engineering (Garcia de Castro et al .
 , 2000; Levine, 2000). It has been reported that 0.3 to 0.5 pg of trehalose per cell is sufficient to maintain human primary skin fibroblasts in a dried

state (Guo et al .
 , 2000). This is in direct conflict with the work of Garcia de Castro and Tunnacliffe, who demonstrated that genetically engineered mouse fibroblasts, which accumulated 40 pg/cell

trehalose, were unable to survive complete desiccation (Garcia de Castro and Tunnacliffe, 2000).

Recent work by Levine and coworkers further complicates the issue, as they have concluded that

the concentrations of intracellular trehalose produced using genetic expression are insufficient for

the stable storage of mammalian cells in a desiccated state (Puhlev et al .
 , 2001). As studies of other biological systems have indicated that a minimum concentration of ~0.1 M
 trehalose may be needed

for protection during drying (Cerrutti et al., 2000; Chen et al., 2001; Israeli et al., 1993; Tunnacliffe et al .
 , 2001), further improvements in the efficiency of the transfection and expression of bacterial sucrose and trehalose synthase genes in mammalian cells are necessary before this can become an

effective technique to promote desiccation tolerance.


20.3.4 MICROINJECTION


Recent efforts to overcome the permeability barrier of oocytes (Eroglu et al .
 , 2002; Kubisch et al .
 , 1995) and embryos (Janik et al .
 , 2000) to cryoprotectants have involved the microinjection of these molecules directly into the cell. Microinjection is the process whereby micrometer-size glass

micropipettes are used to inject molecules directly into individual cells. This technique is well

suited for the loading of high concentrations of large molecules into individual cells. By carefully

controlling the injection conditions, accurate loading of precise amounts of sugars into human

oocytes has been demonstrated (Eroglu et al .
 , 2002), which permits the careful examination of the effect of intracellular sugar concentration on cell survival. The microinjection of small amounts of

intracellular trehalose (0.15 M
 ), in the absence of any other cryoprotectant, was shown to afford significant protection to cryopreserved human oocytes (Eroglu et al .
 , 2002). Although microinjection is inherently a very tedious procedure that is not well suited for use on large populations of

cells, for specific applications it is a useful method by which the permeability barrier of cells can

be overcome.


20.3.5 ELECTROPORATION


Applying a transmembrane electric potential can alter the permeability of cell membranes. Elec-

troporation (also known as electropermeabilization, -injection, or -transfection) is based on the

temporary increase in membrane permeability caused by the reversible electric breakdown of the

plasma membrane on application of external high-intensity field pulses of very short duration

(pulsed electric field). When an electric pulse is applied to a plasma membrane, it has been proposed

that formation of hydrophilic pores occurs when the dipoles of the phospholipid molecules are

reoriented within the electric field (Tsong, 1987). Local Joule heating caused by the movement of

ions across the membrane further enhances the formation of pores resulting from thermal phase

transitions. This technique has been used successfully for gene transfer (Wong and Neumann, 1982;

Kirchmaier, 2001), cell fusion (Senda et al., 1979), and the loading of molecules intracellularly

(Kinosita and Tsong, 1978; Tsong, 1987; Mir, 2001).

As membrane pore formation is a highly dynamic process, with the pore size and transient

stability of the pores being strongly dependent on characteristics of the cell, the shape characteristics of the pulse, and the composition of the intra- and extracellular media (Tsong, 1991; Djuzenova

et al., 1996), developing optimal conditions for the electroporation and loading of high concentra-

tions of large molecules can be difficult. New techniques to study the structure and dynamics of

pore formation, using flow cytometry (Bartoletti et al., 1989; Prausnitz et al., 1993) and fluorescent
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microscopy (Sowers and Lieber, 1986), have allowed researchers to examine molecular transport

in detail and to deduce the effectiveness of different electroporation parameters on the uptake of

extracellular molecules. As this work develops, a better understanding of the intricate relationships

between the many variables involved in electroporation will allow one to more effectively perme-

abilize and load protectants into mammalian cells.

Although electroporation has been successfully used to load extracellular agents into cells,

much work remains to be done to understand the biological effects of the pulsed electric fields.

Preventing irreversible cell damage such as membrane bleb formation (Gass and Chernomordik,

1990), disruptions in biochemical pathways (Vernhes et al .
 , 1999), DNA denaturation (Lips and

Kaina, 2001), and cell lysis (Kinosita and Tsong, 1977) will all be required before electroporation

will find widespread use in the loading of protectants into mammalian cells.


20.3.6 INTRACELLULAR PROTECTANTS—SUMMARY


Enhancing the desiccation tolerance of mammalian cells by engineering the accumulation of

intracellular sugars is one method that is currently being rigorously explored. The techniques

discussed above use physical, chemical, or molecular methods to promote the accumulation of

intracellular sugars by overcoming the inherent impermeability of mammalian cells to these mol-

ecules. Although each method suffers from one or more practical limitations, each technique has

been successfully shown to enhance the intracellular concentration of sugars. These initial successes

would strongly suggest that continued efforts to characterize and understand these technologies

would improve the utility of these strategies for the intracellular accumulation of protectants.

As the role that intracellular sugars will play in the final engineering of desiccation tolerance

in mammalian cells is still uncertain (Oliver et al .
 , 2001; Tunnacliffe et al .
 , 2001), additional strategies are being investigated. For example, other protective mechanisms used by natural systems

that undergo seasonal exposure to environmental stresses include downregulation of metabolism

to enter a hypometabolic state (diapause), scavenging of reactive oxygen species, and the intrac-

ellular accumulation of proteins and amphiphilic solutes (reviewed in Oliver et al .
 , 2001). Researchers are studying these adaptations with the aim of metabolically and genetically engineering

mammalian cells to more effectively mimic the complex response of these natural systems to

desiccation. As access to the intracellular environment will likely be a necessary element in this

process, expanding and improving current techniques for the expression or permeation of endog-

enous protectants into mammalian cells will be critical.


20.4 DRYING TECHNIQUES


Sugars have been shown to stabilize biomolecules through the formation of stable amorphous glassy

states during drying (Crowe et al., 1992; Franks, 1999; Hirsh, 1987). The formation of a glass

caused by the removal of water can be achieved through two general paths (Figure 20.4). The

simplest path constitutes drying at ambient temperature (Figure 20.4, path AD). In contrast, freeze-

drying or lyophilization consists of three distinct phases: freezing, where water is separated from

the solution as pure water (ice) phase, with the concomitant concentration of solutes in the residual

liquid (freeze concentration) as shown by path AB; the removal of the ice (usually 80% of the

water in the original solution) by sublimation (primary drying), as depicted by path BC; and finally,

the removal of most of the residual unfrozen water from the freeze-concentrated sample by diffu-

sion/desorption from the sample (secondary drying) as in path CD.

As the formation of a glass caused by the removal of water can be achieved through at least

two distinct paths, there exist a number of ways by which biological systems can be stabilized in

a desiccated state using amorphous glasses. As these processes are analogous to conditions observed

in nature, where anhydrobiotic organisms can experience air- and flow-drying conditions as well

as drying at subzero temperatures in Artic regions, there has been much interest in their application
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FIGURE 20.4
 Representative supplemented phase diagram for a trehalose/water system. Path AD indicates removal of water from a 15% trehalose solution at ambient temperatures (A) and the formation of an amorphous glassy state (D). Path AöBöCöD depicts a hypothetical optimal freeze-drying pathway.

to biopreservation. However, during desiccation, extreme stresses are placed on cells, such as liquid-

to-glass transitions or hyperosmolarity resulting from supersaturation or precipitation. These

stresses, and how cells can survive these stresses, are a function of the drying conditions as well

as the internal composition of the cells. Understanding these drying processes is vital when

designing methods to engineer dessication tolerance in cells and tissues.


20.4.1 DRYING AT AMBIENT TEMPERATURE


Natural convection drying is one of the simplest methods to dry cells and tissues. The sample of

cells or tissue is placed into a closed environment, or is just left out in the open. If the air or other gas in the environment of the sample has a lower water vapor pressure than that at the sample

surface, then drying will occur. If the air is completely quiescent, then the drying will occur by

simple diffusion through the surrounding gas; but in practice this does not occur. As long as gravity

is present, a natural circulation of the environmental gases will occur as a result of the drying itself.

The nature of this circulation is complex because there are two competing effects that influence

the flow. The increase in water molecules in the gas near the sample surface usually decreases the

density of the gas because water molecules have a lower molecular weight than nitrogen, which is

the most commonly used gas for drying environments as well as the principal component of air.

The evaporation of water from the surface, however, also leads to surface cooling, which causes

an increase in the density of the gas near the sample. Depending on the drying rate, temperature,

and local humidity, either of these effects can be dominant; but they are virtually never in perfect

balance, so a gas flow will result. This naturally occurring gas flow, natural convection, will increase

the drying rate relative to that of pure diffusion through still air, but the drying rate will still tend to be relatively slow compared to other drying techniques. Drying a small sample of aqueous sugar

solution to a low moisture content using natural convection takes hours or even days, depending

on sample geometry and temperature and, most important, on the humidity of the drying environ-

ment. In nature, many organisms enter the anhydrobiotic state through a process of slow water

loss, as rapid drying will kill these organisms (Aguilera and Karel, 1997). Exploration of natural

convection drying, therefore, is important insofar as it mimics nature.

The major concern when using natural convection drying is that it is not currently possible to

predict the final moisture content in the sample that can be achieved even when drying for extremely
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long times. As mentioned earlier, drying will only occur if the water vapor pressure at the sample

surface is greater than that in the environment. This is true for all drying protocols. One impediment

to predicting final moisture contents and drying rates for the drying of aqueous sugar solutions is

that the water vapor pressure as a function of concentration has not been determined for many

sugars. Although there are idealizations such as Raoult’s law that can be used to predict vapor

pressure at high moisture contents, the vapor pressure at low moisture contents needs to be

determined empirically. Whereas some of this data has been collected in the food processing industry

for fructose and sucrose (Norrish, 1966; Venegas and Marinos-Kouris, 1992), the data are incom-

plete and do not exist at all for many of the proposed protectants for mammalian cells.

The inability to predict water vapor pressure for high-concentration sugar solutions is an

impediment to understanding and predicting drying in all protocols, but it is of particular concern

in natural convection drying because, in general, the drying environment has some humidity. This

is obviously true for experiments that rely on room conditions, but it is also true for closed

environments because even if those closed environments start out completely dry, the evaporation

of water from the sample itself quickly raises the environmental humidity. For a room-temperature

cubic chamber with a 10-cm side length, the internal environment will reach 100% relative humidity

after 23 mg of water have evaporated. After that, even pure water will no longer dry. Because one

does not know the water vapor pressure at the surface of a concentrated sugar solution, one cannot

know how much drying will occur before no more drying is possible. In the above-mentioned

chamber, it would certainly be less than 23 mg, as the presence of sugar will reduce the water

vapor pressure at the surface. This difficulty can be partially overcome by the addition of desiccants

or saturated salt solutions (Winston and Bates, 1960; Young, 1967) to the closed environment.

Using these, the relative humidity can be held at known levels within the chamber. This will decrease

the effect that evaporation from the sample has on the internal humidity of the chamber. The final

moisture of the sample, even after extremely long drying times, cannot be predicted without more

complete vapor pressure data for concentrated sugar solutions.

More rapid drying can be accomplished using forced convection. This technique relies on gas

flow forced over the sample to cause drying. The gases used are typically either desiccated air or

nitrogen gas. The rate of drying depends on the temperature of the sample and gas, the velocity of

the forced gas, and the geometry of the chamber. When using desiccated air or nitrogen with very

low humidity, one can be sure the sample will ultimately become extremely dry, as the moisture

from the sample is carried downstream and out of the system. Lack of knowledge about vapor

pressure at the surface of highly concentrated solutions still makes modeling and predicting the

drying rates difficult, as the solution becomes very low in moisture; but the sample will continue

to dry as long as the gas is dry and there is water left in the sample.

The difficulty with forced convection drying is that it usually results in nonuniform drying rates

within a chamber. Drying rates at the entrance of the flow chamber will be greater than drying

rates at the back. Many simple chamber designs will result in flow recirculation zones where the

same gas passes repeatedly over the sample and becomes progressively more humid, rather than

being purged out of the chamber so that new, dry gas can pass over the sample. Increasing the gas

flow rates and shortening the channel length can minimize these problems. However, high gas flow

rates are not practical for all samples, such as in the case of cells suspended in liquid droplets.

These samples may be simply blown away. Design of a good forced-convection drying environment

requires a fairly detailed understanding of fluid mechanics and mass transfer. In general, nonuni-

formities in the drying rate will exist inside the chamber, and this consequently makes it difficult

to dry biological samples.

More uniform rapid drying can be achieved using vacuum drying of liquid. When the vacuum

is pulled, the liquid will begin to evaporate very rapidly, and the sample will cool because of the

fact that the phase change from liquid to gas requires energy. Liquid droplets can actually freeze

during a fast evaporative process if there is no additional source of energy provided. In general,

samples dried in this manner are placed in good thermal contact with a large warm surface, or
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active heating is provided. The drying rate depends strongly on the temperature of the sample. The

sample temperature is strongly influenced by radiative heat transfer, as there is very little gas to

conduct heat to the sample. If the radiative transfer to different areas of the chamber is uniform,

then the drying rate will be uniform. Vacuum drying works very well for drying small samples,

provided freezing can be avoided. For larger samples, vacuum drying requires some method for

removing the water vapor as drying progresses. Although a standard vacuum pump will maintain

fairly low overall pressures within the chamber, that pressure will be made up entirely of water

vapor as drying progresses. The small water vapor pressure in the “evacuated” chamber can be

enough to inhibit further drying. In freeze-drying, the water vapor is removed by collection on the

condenser; but in simple vacuum drying, the water vapor is not removed. A system for purging the

water vapor could be incorporated by repeated introduction of gas into the chamber or by adding

a cold condenser. For simple vacuum systems, vacuum drying will provide rapid uniform drying

only for small sample sizes.


20.4.2 FREEZE-DRYING


Freeze-drying, or lyophilization, is commonly used to dry biological compounds such as proteins

or drugs (Franks, 1998; Gatlin and Nail, 1994). Although freeze-drying has been extensively studied,

less work has been done to preserve mammalian cells and tissues by this technique. The past success

with freezing-drying bacteria and other simple organisms (Conrad et al .
 , 2000; Israeli et al .
 , 1993; Leslie et al .
 , 1995) and the recent report of the successful freezing-drying of platelets (Wolkers et al., 2001) have resulted in a great interest in extending these studies to mammalian cells.

Freeze-drying is usually performed on samples that undergo vitrification. Disaccharides such

as trehalose or sucrose can be used as additives, as they have been shown to have both cryoprotective

and lyoprotective capabilities (Crowe et al .
 , 1990; Franks, 1999). Freeze-drying generally consists of three steps: freezing, primary drying, and secondary drying. The freezing of cells and tissues is

a complicated process that involves careful optimization of the freezing regime. Although research

has been performed on freezing cells under various conditions, less work has been performed on

the freezing of tissue sections in a uniform and controllable manner. Complicating the freezing

step is that many additives and cryoprotective agents often used during the freezing process are

reactive or toxic to cells at room temperature, preventing their use in dried storage.

During primary drying, the temperature of the shelf containing the samples is kept low, usually

–5° to –40°C, under high vacuum (typically <100 mTorr). Under these conditions, ice within the sample

sublimates directly into the vapor phase. The vapor condenses on a condenser, which is held at a

temperature lower than the shelf temperature, typically –80°C. During the primary drying, the frozen

sample is typically held at a constant temperature that is below the glass phase transition temperature

( T
 ′ ) of the freeze-concentrated solution W
 ′ . Primary drying occurs until the glass transition is reached, g

g

at which point all of the ice within the sample has been sublimated away. Residual amounts of water

remaining in the glass phase (so-called “bound” water) are removed during secondary drying.

In the secondary drying phase, the temperature is raised in a controlled way slightly above the

glass transition so that the water in the freeze-concentrated solution gains mobility and thus diffuses

from the bulk to the surface, where it is removed by desorption. The rise in temperature alters the

phase equilibrium, and less water is present in the glassy state (see Figure 20.4). Thus, additional

amounts of water can be removed from the sample. When done correctly, the secondary drying

essentially “climbs” the glass transition curve. At a temperature called the collapse temperature,


T
 , the freeze-dried preparations lose the open texture and the ability to be rapidly rehydrated

c

because the sample exhibits observable deformation. Therefore, the secondary drying phase must

be carefully performed at a temperature below T
 . The secondary drying requires controlled

c

increases of temperature to effectively remove water from the glassy matrix.

Freeze-drying is a very slow technique that can take up to several days to complete. The drying

rate is a function of the shelf temperature and the vacuum pressure of the freeze-drying chamber.
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However, as with other drying techniques, the drying rate for tissues will also depend on the size

and surface area of the tissue. The interior of large tissue sections will dry more slowly than the

surface.

Freeze-drying puts two major stresses on the cells: freezing and desiccation stresses (Crowe et

al .
 , 1990). Careful design of the experimental protocol is necessary to minimize both of these

stresses. Freeze-drying avoids problems with supersaturation and crystallization and removes water

very slowly while the cells are immobilized. In addition, a large amount of research has already

been conducted into freeze-drying, and many excipients, bulking agents, antioxidants, and other

preservatives have already been developed to protect proteins and other molecules of biological

interest (Arakawa et al .
 , 2001; Franks, 1998, 1999). Much of this knowledge will undoubtedly

prove useful in designing techniques to preserve cells and tissues.


20.4.3 DRYING SUMMARY


In conclusion, several different drying techniques have recently been developed that show promise

in the preservation of mammalian cells and tissues during drying. Understanding and modeling of

the physical processes that occur during drying will be vital in controlling drying rates and final

moisture contents. Careful design of the drying protocols is needed to minimize the stresses

experienced by the cells.


20.5 STORAGE AND BIOLOGICAL GLASSES


During long-term dry storage, cells and tissues are typically preserved in a vitrified state. Degra-

dation reactions are significantly slower in a glassy state than in aqueous solution, and labile

molecules such as proteins can retain their native conformations during storage; a fact that is being

used to preserve proteins in the pharmaceutical industries. However, cells and tissues are much

more complicated than individual proteins, and additional issues may arise during the storage of

these materials.


20.5.1 STORAGE


The storage conditions chosen will affect survival in the dried state. Although it is common practice

to use storage conditions below the T
 , this does not necessarily mean that all molecular motion

g

stops. In fact, many studies have shown that molecular motion and chemical reactions can still

occur well below the T
 (Hancock et al .
 , 1995; Shamblin and Zografi, 1998; Sun and Leopold, g

1997). For example, ion transport has been reported within glassy polymer substrates (Imrie et al .
 , 1999). Significant degradation can occur on the timescale of weeks, even at 30°C below the T
 g

(Hancock et al .
 , 1995). Likewise, studies of liposomes have shown that leakage can occur at

temperatures below the T
 (Sun et al., 1996). The nature of these reactions is not understood.

g

Reactions in the glassy state typically occur on a timescale of days to months. They may be the

result of the diffusion of compounds through the glassy matrix or of chemical reactions between

adjacent molecules. Because of these possible reactions, temperatures significantly lower than the


T
 of the matrix may be required for successful long-term storage, once desiccation and vitrification g

of the cells has occurred.

Studies of pharmaceutical compounds preserved in glassy states have shown that molecular

motion occurs within the glassy state and that temperatures at least 50°C below the T
 may be

g

required for long-term preservation (Hancock et al .
 , 1995; Shamblin et al .
 , 1999). Similarly, recent work examining the effect of storage temperature on the stability of the plasma membrane of

desiccated mammalian cells has shown that long-term preservation of intact cells requires a storage

temperature of at least 30 to 50°C below the T
 (Chen et al .
 , 2001). Degradation of the plasma g

membrane was shown to occur, despite preservation within a glassy matrix. Although more experiments
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are needed to elucidate the mechanism by which damage in the glassy state occurs, it would appear

that storage of mammalian cells just below the T
 might not be enough for long-term preservation

g

of cells in the dried state.

The relative humidity plays an important factor in the long-term state of the dried sample.

Equilibrium moisture contents can generally be predicted from moisture isotherm data, with higher

moisture contents occurring at higher relative humidities (Saleki-Gerhardt and Zografi, 1994).

However, vitrified samples in storage can continue to dry, as water leaves the sample through

surface diffusion-type processes. The drying rate of the sample is generally controlled by the relative

humidity of the ambient gas. Over time, even tissue sections that have been uniformly dried will

still develop moisture gradients. Higher relative humidities during storage will slow down the rate

of water loss, with a relative humidity approaching 100% required to completely stop water loss.

Detailed studies of the equilibrium vapor pressure for concentrated solutions of sugars and other

proposed protectants need to be carried out to determine proper storage conditions.


20.5.2 BIOLOGICAL GLASS FORMATION


It is not clear whether the cells themselves vitrify once the external matrix has vitrified, and how

this vitrification actually occurs. The overall glass transition of the cell is affected by all of the

proteins and lipids within the cell. The transition itself may involve hundreds of reversible thermal

events caused by changes in lipids, DNA, or protein structures (Lepock et al .
 , 1993). In some cases, the cell may not vitrify at a single defined T
 ; heterogeneous mixtures such as block copolymers

g

and starch often show this behavior (Wunderlich, 1990; Sikora et al .
 , 1999). Glass transitions have been studied extensively in plant cells, such as pollen or seeds, which often contain very high

concentrations of sugars such as sucrose or raffinose. Although similar to pure sugar solutions,

differences in glass formation in biological systems have been observed (Sun and Leopold, 1997;

Leopold et al .
 , 1994).

As a typical cell is a highly compartmentalized structure, it is not clear whether all parts of

the cell vitrify or not, and how that affects long-term survival. Furthermore, it is not clear how

cells tolerate partial vitrification. Enclosed organelles, such as mitochondria or the nucleus, may

not have the same concentrations of sugars as the cytosol, and therefore may not vitrify under the

same conditions. Organisms that produce sugars do not distribute them evenly (McBride and Ensign,

1990; Tettero et al .
 , 1994), but concentrate them in the cytoplasm (Bruni and Leopold, 1992; Buitink et al .
 , 1998). Furthermore, water transport across the lipid membranes of the organelles, as well as the plasma membrane, may be rate-limiting and will thus affect how vitrification occurs. The

viscosity of the cytoplasm is significantly higher than that of water, even in fully hydrated cells

(Pollack, 2001), and this may impede molecular motion or alter glass formation. Intracellular sugars

will have correspondingly more interactions with proteins and lipids within the cell. It is not clear

how these differences affect vitrification of the intracellular space, and further studies will be needed to understand the vitrification process on an organelle level.

In conclusion, the formation of biological glasses is an area in which further study is needed,

as the vitrification processes within cells and tissues are not well understood. Although techniques

such as differential scanning calorimetry, electron paramagnetic/spin resonance, and dynamic

mechanical analysis have been used to study biological glass formation, these have typically been

used to measure bulk properties on the cellular level in plants (Buitink et al .
 , 1998; Miller et al .
 , 1997; Williams, 1994). Extending these studies to other cells and tissues, as well as down to the

organelle level, is a significant challenge.


20.6 IMPORTANCE OF REHYDRATION


Regardless of the method used to dry mammalian cells, rehydration is a critical step in their

successful recovery. Just as improper drying and storage conditions can result in cell death,
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neglecting the severe physico-chemical changes that occur during rehydration can have lethal

consequences. Understanding the rate at which these rehydration-induced changes occur will greatly

aid in improving the survival of dried cells.

Although very little work has focused on the understanding the effects of rehydration on the

survival of mammalian cells, studies with bacteria and yeast systems have demonstrated that the

rehydration conditions can significantly affect viability. For example, survival rates of Saccharo-



myces cerevisiae
 have been shown to improve when cells are slowly rehydrated at relatively high

temperatures (Becker and Rapoport, 1987; Poirier et al., 1999; Van Stevenick and Ledeboer, 1974).

Membrane destabilization and solute leakage following rehydration have been proposed to occur

because of a desiccation-induced increase in the lipid gel-to-liquid crystalline phase transition

temperature ( T
 ; Crowe and Crowe, 1982; Crowe et al .
 , 1992). Increasing the rehydration temper-m

ature, or adding agents to depress T
 have been shown to significantly improve the survival of

m

yeast and bacteria following desiccation (Leslie et al .
 , 1994, 1995; Poirier et al .
 , 1999). Slow rehydration of yeast, bacteria, and platelets by placement in atmospheres of low moisture before

complete rehydration in media has also been shown to improve cell survival (Marechal and Gervais,

1994; Poirier et al .
 , 1997, 1999; Wolkers et al .
 , 2001).

In addition to controlling the rate and temperature of rehydration, improved cell survival has

been shown to occur when efforts are made to minimize oxidative damage to cells. As a result, the

lethal effects of storage and rehydration under vacuum (Becker and Rapoport, 1987; Puhlev et al .
 , 2001), in nitrogen environments (Matsuo et al., 1995; Poirier et al .
 , 1999), and in the absence of light (Puhlev et al .
 , 2001; Seel et al .
 , 1991) have been examined.

In the few studies that have focused on the desiccation of nucleated mammalian cells, rapid

one-step rehydration has been the dominant technique used (Chen et al., 2001; Garcia de Castro

and Tunnacliffe, 2000; Guo et al., 2000; Wakayama and Yanagimachi, 1998). The knowledge gained

working with bacteria and yeast indicates that uncontrolled rapid addition of media to desiccated

mammalian cells is unlikely to be the best method for maximizing cell survival. A detailed

examination of the effects of rehydration on the survival of desiccated mammalian cells is clearly

warranted.


20.7 OUTLOOK


With the advancements being made in tissue bioengineering and genetic technologies, the clinical

demand for effective long-term storage methods for cells and tissues will continue to increase.

Desiccation of mammalian cells is an attractive storage strategy that has the potential to alleviate

some of the practical constraints of using cryopreservation. However, as with all new technologies,

there are a number of challenges that must be overcome before the practical application of desic-

cation engineering will become a reality.

The challenges facing the development and implementation of drying technologies for mam-

malian systems are similar to those that were faced in the field of cryopreservation in the late 1950s.

Although the discovery of the effects of glycerol and dimethyl sulfoxide on cell survival following

freezing created the promise of an effective method for the long-term storage of cells, there was

little knowledge of the mechanism of action and the sites of damage during freezing. This hindered

the development and widespread application of the technology. Similarly, the introduction of

intracellular sugars has been shown to improve the survival of cells following desiccation; however,

little is known about the mechanisms of damage, nor is there a consensus on the protective effects

of sugars. The diversity of potential pathways for cell damage during the incorporation of intrac-

ellular sugars, drying, and rehydration necessitates the careful examination of the biochemical and

biophysical effects of drying and of the stabilizing effects of sugars in the cellular microenvironment.

The critical need for effective preservation technology in cell and tissue engineering will be

the impetus for accelerated efforts toward solving some of the fundamental problems surrounding

the use of dessication engineering. Although the remaining scientific and technological challenges

TF1231_C20.fm Page 577 Monday, March 22, 2004 1:31 PM

Engineering Desiccation Tolerance in Mammalian Cells: Tools and Techniques


577


are formidable, significant progress has been made through interdisciplinary research activities,

and prospects for the future are bright.
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21.1 INTRODUCTION


Stabilization of cells by freeze-drying has been one of the major goals of cryobiology for decades,

but success has been limited mainly to prokaryotes (e.g., Conrad et al., 2000; Leslie et al., 1994,

1995; Malik et al., 1996). The first reports of preserving mammalian cells in a dry state — red

blood cells (Goodrich et al., 1992; Sowemimo-Coker et al., 1993) — soon led to controversy

(Franks, 1996; Spieles et al., 1996), as a result of which a consensus developed that preservation

of mammalian cells by freeze-drying was probably not possible. However, with the development

of new technologies and the application of molecular techniques (Eroglu et al., 2000; Guo et al.,

2000; Wolkers et al., 2001), this field has taken on a new life.

We will review progress toward stabilizing mammalian cells in the freeze-dried state and suggest

fertile lines for further research in this regard. Before doing so, however, we provide some comments

on the nature of the stress induced by freeze-drying and distinguish it carefully from that induced

by freezing. Because freezing clearly involves removal of water from the cell, there is at least a

superficial resemblance between the stresses induced by freezing and freeze-drying. We have

previously suggested that the resemblance is indeed only superficial (Crowe et al., 1990), a prop-

osition that led to considerable controversy in the literature over the past decade, beginning with

a paper given the same title as the following section (Crowe et al., 1990).


21.2 ARE FREEZING AND DEHYDRATION SIMILAR STRESS VECTORS?



21.2.1 SPECIFICITY OF PROTECTIVE EFFECTS OF SOLUTES DURING FREEZING


Addition of solutes stabilizes both proteins and membranes during freezing, but cryoprotection is

not limited to a single class of compounds. Instead, cryoprotection can be achieved by a diversity

of molecules, including sugars, polyalcohols, certain salts, and even proteins. (We point out,

however, the interesting observations of Sei et al. [2002] on effects of trehalose and sucrose on ice

crystal growth; those workers reported that trehalose is about twice as effective as sucrose in

inhibiting the crystal growth.) We believe that this lack of specificity is best explained by the

preferential exclusion mechanism for protein stabilization in solution, first proposed by Timasheff

and his colleagues (see Xie and Timasheff, 1997, for references). This proposal, which had its roots

in the experimental observation that solutes that stabilize proteins in solution are preferentially

excluded from the domain of the protein, has been developed into an elegant thermodynamic theory:

Exclusion of the solute from the domain of the protein is clearly unfavorable thermodynamically,

as it results in a decrease of the entropy of the system. If the protein were to unfold, exposing more

surface area (and excluding even more of the solute), the already unfavorable situation becomes

more unfavorable. As a result, Timasheff and colleagues argue, the protein does not unfold; indeed,

it is driven towards its native conformation. Conversely, if a solute such as urea binds to the protein,

unfolding would be favored thermodynamically.

Timasheff and colleagues have shown that the effects described above are actually derived from

a balance between the destabilizing effects of solute binding and the stabilizing effects of solute

exclusion. For instance, all salts are electrostatically attracted to polar domains in the protein and

will bind there. When this binding effect is offset by exclusion, however, the protein will tend to

be stabilized. Thus, the nature of the solute and the balance between binding and exclusion will

have a profound effect on stability of the protein.

The preferential exclusion mechanism has been applied directly to cryoprotection of proteins,

and it appears that it adequately explains cryoprotection without the necessity of resorting to more

complex mechanisms. Indeed, in every case a solute that stabilizes a protein in solution has been

found to be preferentially excluded from the domain of the protein (Crowe et al., 1990). Such

solutes are invariably good cryoprotectants.
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21.2.2 SPECIFICITY OF PROTECTIVE EFFECTS OF SOLUTES DURING DRYING


When proteins or membranes are dried, they undergo profound damage resulting from the close

approach of surfaces that are normally separated by bulk water and from the removal of the water

of hydration near polar surfaces, a matter that will also be considered in the next section. For

instance, phosphofrucokinase is a tetrameric enzyme that dissociates into its component parts during

drying. When this enzyme was dried progressively, it was damaged when only a relatively small

part of the water was removed (reviewed in Crowe et al., 1990), but when a solute — proline —

known to stabilize proteins in solution was added, the enzyme survived to a much lower water

content. We suggest that this stabilization by proline can be explained by the preferential exclusion

mechanism, a mechanism that clearly cannot operate when all bulk water is removed. As a result,

at the lowest water contents, enzyme activity was lost in the presence of proline. By contrast, when

the enzyme was dried with any one of a number of disaccharides, activity was preserved. Similar

results have been obtained for the specificity of solutes for preservation of membranes during

freezing and dehydration.

We have proposed elsewhere that, unlike the mechanism involved in stabilization during

freezing—preferential exclusion of the solute—stabilization during extreme dehydration requires

direct interaction between the solute and biomolecule. In other words, we have proposed that the

stabilizing solute binds directly to polar residues in a dry protein or membrane, thus satisfying the

hydrogen bonding requirements. A summary of the evidence concerning this idea, which has come

to be known as the water replacement hypothesis, is beyond the scope of the present essay, but for

a discussion of the water replacement hypothesis as well as an alternative theory, see Crowe et al.

(1998), Oliver et al. (2002), and Koster (2000) and references therein. Nevertheless, the clear

observation that there is a high specificity for stabilization of membranes and proteins during drying

that is lacking for stabilization during freezing indicates that freezing and drying are two funda-

mentally different stress vectors, requiring different mechanisms for stabilization.


21.2.3 THE MATTER OF FREEZABLE AND NONFREEZABLE WATER


It is well known that isolated proteins (Miura et al., 1995), membranes (Crowe et al., 1994),

carbohydrate polymers (Cornillon et al., 1995), and even intact cells (Buitink et al., 1996; Pritchard

et al., 1995) contain a fraction of water that does not freeze readily. The amount of unfrozen water

is not large—in the region of 0.2 to 0.3 g water per gram dry weight—and represents only about

5% of the intracellular water in a typical living cell. However, its removal has profound consequences;

for instance, the phase transition temperature of membrane phospholipids rises about 80°C as that

water is progressively removed. We have suggested previously that this is a major damaging event.

The status of this water and its physical properties has been hotly debated, with some workers

questioning whether it is nonfreezable. Nevertheless, there is abundant evidence in the literature

that water near surfaces, including abiotic ones (e.g., Sklari et al., 2001), or water trapped in

micropores of a wide variety of substances, including even dirt, does not freeze readily and is

commonly referred to as nonfreezable water.

The question of whether this water is indeed nonfreezable is of some importance in deciding

whether the mechanism of freezing damage is similar to that induced by dehydration. In a com-

prehensive, carefully done study on this matter, Bronstyn and Steponkus (1993) showed that a

substantial fraction of the “nonfreezable” water can indeed be frozen, under defined conditions and

depending on the thermal history. In multilamellar vesicles of dipalmitoylphosphatidyl choline

(DPPC) with an initial water concentration between 0.13 and 0.18 g H O per gram dry weight

2

(Bronstyn and Steponkus presented these values as percentages; we have converted them to the

present format for uniformity), ice formation occurred only after homogeneous nucleation at

temperatures below –40°C. In suspensions containing less than 0.13 g/g, ice formation during
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cooling was undetectable by differential scanning calorimetry (DSC). However, an endotherm resulting

from ice melting during warming was observed in suspensions containing 0.12 g/g or more. In

suspensions containing less than 0.12 g/g, an endotherm corresponding to the melting of ice was not

observed during warming. Despite extended incubation of the sample at low temperatures and repeated

thermal cycling, this fraction appeared to remain unfrozen. Thus, about half the “nonfreezable” water

apparently will freeze under the experimental conditions used by these investigators.

However, a word of caution is necessary: The method used, DSC, is an indirect measurement

of the unfrozen water fraction. The way this is done is to measure the enthalpy of melting of ice

in the sample, and from that enthalpy the amount of frozen water is calculated. This value is

subtracted from the total water content to obtain a measurement of the unfrozen fraction. The only

problem with this approach is that there is no easy way of assigning unambiguously the measured

enthalpy to melting of ice alone. It is conceivable in a mixture of lipids and water that there may

be a significant enthalpic contribution from the lipid component (for instance, because of a con-

formational change accompanying ice melting). This contribution need not be large to introduce a

significant error in the calculation.

There is very little information available on this point, but Hsieh and Wu (1996) showed, using

nuclear magnetic resonance, that no more than one or two of the 10 to 12 water molecules that

appear to be associated in some way with the headgroups freeze, even down to –70°C. Somewhat

surprisingly, about half this water is apparently a clathrate-like complex around the choline, with

the remainder apparently hydrogen bonded to the phosphate. Because the measurement was made

on 2H O deuterons, they may be somewhat less questionable than those done with DSC. At any

2

rate, the unfrozen water fraction is probably somewhere between the values presented by Bronstyn

and Steponkus (1993) and those of Hsieh and Wu (1996). Let us now consider what this means

for freeze-dried liposomes.

Careful estimates of the water contents of freeze-dried liposomes, made by using 3H O as a

2

marker (Crowe et al., 1987), show that the residual water content is at most 0.01 g water per gram

dry weight. (Because of tritium exchange between the 3H O and polar residues in the phospholipids,

2

the estimate represents an upper limit and is likely to be an overestimate.) Thus, the unfrozen water

content of frozen liposomes is at least an order of magnitude greater than the total water content

obtained with freeze-dried liposomes (depending on whose values for unfrozen water one accepts).

Furthermore, inspection of the hydration-dependent phase diagram for DPPC shows that most of

the effect of dehydration on physical properties occurs during removal of this final fraction of the

water. In fact, direct measurement of effects of freezing on phase behavior (Sanderson et al., 1993)

showed that freezing increased T
 by only about 3.5°C, whereas complete dehydration increases

m


T
 by as much as 80°C.

m

Clearly, the matter of nonfreezable water and membranes has not been satisfactorily resolved.

However, we believe that the available evidence leads to the conclusion that freezing and dehydra-

tion remove significantly different amounts of water—water that is critical to the physical behavior

of biomolecules. Taken with the markedly different solute requirements for preservation during

freezing and freeze-drying, we again suggest that freezing and freeze-drying are fundamentally

different stress vectors, as we proposed more than a decade ago.


21.3 TREHALOSE AND FREEZE-DRYING INTACT CELLS



21.3.1 TREHALOSE PRODUCTION AND STRESS


Trehalose is accumulated at high concentrations—as much as 20% of the dry weight—by many

organisms capable of surviving complete dehydration, spread across many major taxa in all king-

doms (reviewed in Crowe et al., 1998). For example, baker’s yeast cells, which have been the

subject of the most intensive investigation, do not survive drying in log phase of growth and do

not contain significant amounts of trehalose, but in stationary phase they accumulate the sugar and
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may then be dried successfully (reviewed in Argüelles, 2000). Until relatively recent years, trehalose

was thought to be a storage sugar in these cells, and the correlation between survival in the dry

state and its presence was believed to be related to repair functions during rehydration, providing

a ready energy source. Evidence is accumulating that trehalose production may be a universal stress

response in yeasts; it can even prevent damage from environmental insults such as ethanol produc-

tion during fermentation (Gimeno-Alcañiz, 1999; Lucero et al., 2000; Mansure et al., 1994, 1997;

Sharma, 1997). In fact, overproduction of trehalose in some yeast strains caused by increasing

synthesis (Kaasen et al., 1994; Soto et al., 1999) and decreasing degradation (Reinders et al., 1999)

is being used to increase ethanol-tolerance and thus to boost industrial ethanol production. Trehalose

production may be more widespread as a stress response than had been previously appreciated; the

analogue of trehalose in higher plants has been thought to be sucrose (reviewed in Hoekstra et al.,

1997), but several higher plants have recently been reported to produce trehalose in response to

drought stress, either by the plant itself or by a symbiont (Farías-Rodríguez et al., 1998; Ghasempour

et al., 1998; Goddijn and Van Dun, 1997; Iturriaga et al., 2000).


21.3.2 TREHALOSE AND BIOSTABILITY


In the early 1980s we established that molecular assemblages such as membranes and proteins can

be stabilized in the dry state in the presence of trehalose. When comparisons were made with other

sugars, trehalose appeared to be clearly superior (reviewed in Crowe et al., 1987, 2001).

Since that time, an astonishing array of applications for trehalose has been reported (summarized

in Table 21.1). Some studies indicated that it might even be efficacious in treatment of dry eye

syndrome (Matsuo, 2001) or dry skin (Norcia, 2000) in humans. According to one group, trehalose

inhibits bone resorption in ovariectomized mice (Nishizaki et al., 2000), apparently by suppressing

osteoclast differentiation (Yoshizane et al., 2000). Another group reported that trehalose inhibits

senescence in cut flowers (Otsubo and Iwaya-Inoue, 2000). Thus, a myth has grown up about

trehalose and its properties, as a result of which it is being applied to a myriad of biological and

clinical problems. We revisit this myth and ask whether trehalose really has any of the special

properties to which it has been linked.

At least half the applications for trehalose listed in Table 21.1 deal with fully hydrated cells,

and thus the solution properties of trehalose are particularly relevant. Because we are concerned

principally with dry cells here, we point out only in passing that a considerable body of evidence

is developing on solution properties of this molecule (Ballone et al., 2000; Batta and Kövér, 1999;

Branca et al., 1999; Conrad and De Pablo, 1999; Kacuráková and Mathlouthi, 1996; Liu et al.,

1997; Luzardo et al., 2000; Magazu et al., 1998; Miller et al., 1997, 1999; Poveda et al., 1997;

Sola-Penna and Meyer-Fernandes, 1998). Among the most intriguing findings is that the hydrated

radius of trehalose is anomalously large—at least 2.5 times that of the other sugars tested (Sola-

Penna and Meyer-Fernandes, 1998). This would seem to be in good agreement with the report of Lin

and Timasheff (1996) that, unlike other sugars, trehalose is totally excluded from the hydration shell

of the proteins studied. This effect would, in turn, presumably maximize the stabilization of proteins

by the preferential exclusion mechanism (Timasheff, 2000; Xie and Timasheff, 1997), a possibility that

warrants further investigation. In fact, it seems possible that many of the properties reported for trehalose for stabilization of biomaterials in bulk water or during freezing (cf. Table 21.1) might be related to

this apparent anomaly. Faraone et al. (2001) produced data from quasielastic neutron scattering of

trehalose in aqueous solution that seem consistent with this anomalous behavior.


21.3.3 THE TREHALOSE MYTH: IS TREHALOSE “SPECIAL” FOR STABILIZING



DRY BIOMATERIALS?


The proposition that trehalose has special properties has its roots in a lengthy series of studies. In

the first, Sarcoplasmic reticulum
 , isolated from lobster muscle (reviewed in Crowe et al., 1987),
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TABLE 21.1



Some Novel Applications for Trehalose



Application



Treatment



References


Enzymes and other proteins

f, ad, fd, sd

1–8

Vaccines and antibodies

f, fd, ad

9–12

Nanoparticles

fd, sd

13–15

Membranes

fd, f

16–19

Liposomes

fd

20–24

DNA and DNA–lipid complexes

fd

25–27

Bacteria and yeasts

fd

28–32

Nucleated mammalian cells

ad, f

33–37

Mammalian blood cells

f, fd

38–42

Mammalian organs

hs

43–48


Note
 : In most of these studies other sugars or polymers were tested as well as trehalose. This is by no means a complete list, but represents only a sampling of what is being done in this field. f,

freezing; ad, air drying; fd, freeze-drying; sp, spray dried; hs, hypothermic storage.

1Adler and Lee (1999), 2Baptista et al. (2000), 3Cardona et al. (1999), 4Carninci et al. (1998),

5Heller et al. (1999), 6Kreilgaard et al. (1999), 7Murray and Liang (1999), 8Uritani et al. (1995),

9Arya (2000), 10Dráber et al. (1995), 11Esteves et al. (2000), 12Worrall et al. (2000), 13Cavalli et al.

(1997), 14De Jaeghere et al. (1999), 15Schwarz and Mehnert (1997), 16Felix et al. (1999), 17Reshkin

et al. (1988), 18 Sampedro et al. (2001), 19Crowe et al. (1987), 20Crowe and Crowe (1992), 21Kim

et al. (1999), 22Martorell et al. (1999), 23van Winden et al. (1997), 24Harrigan et al. (1990),

25Anchordoguy et al. (1997), 26Li et al. (2000), 27 Yoshinaga et al. (1997), 28Conrad et al. (2000),

29Leslie et al. (1994), 30Leslie et al. (1995), 31 Lucero et al. (2000), 32Malik and Lang (1996),

33Beattie et al. (1997), 34DeCastro and Tunnacliffe (2000), 35Eroglu et al. (2000), 36Guo et al.

(2000), 37Matsuo (2000), 38Boutron and Peyridieu (1994), 39Goodrich et al. (1992), 40Pellerin-

Mendes et al. (1997), 41Sowemimo-Coker et al. (1993), 42Wolkers et al. (2001), 43Bando et al.

(1994a), 44Bando et al. (1994b), 45Hirata et al. (1993), 46Kitahara et al. (1996), 47Kitahara et al.

(1998),48Yokomise et al. (1995).

served as the first model. When these membranes were dried without trehalose, massive fusion was

observed, and the ability to transport calcium was lost. When the membranes were dried with

trehalose, however, both the morphology and biological activity were maintained intact. Trehalose

was by far the most effective sugar tested. That is not to say that other sugars did not also stabilize

the SR; indeed, sucrose, for example, worked about as well as trehalose, but much higher concen-

trations of the sugar were required. Some years later, however, we obtained evidence that these SR

membranes have a mechanism for translocating trehalose across the bilayer. When we measured

the space accessible to trehalose compared with that accessible to sucrose, we found that trehalose

has access to the aqueous interior of the vesicles, whereas sucrose at comparable concentrations

does not. We still do not know the mechanism by which trehalose crosses the bilayer, but it seems

likely that a carrier for this sugar is present. At any rate, the fact that trehalose penetrates into the interior of the vesicles may explain its superior properties in preserving these membranes in

particular. We suggest that other sugars such as sucrose might preserve the membranes at concen-

trations similar to those seen with trehalose if they had access to the aqueous interior.

The second study involved enzymes. Phosphofructokinase is a tetrameric enzyme that is readily

denatured by freezing or drying, but when it is dried in the presence of trehalose, secondary and

higher-order structure are preserved, and enzyme activity is almost perfectly retained (reviewed in

Crowe et al., 1987, 1998). In the initial studies, trehalose appeared to be unique in preserving this

enzyme. Subsequently, however, we discovered that the trehalose preparation used contained a
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contaminant of trace amounts of Zn++, used in preparation of the sugar. When similar amounts of

Zn++ were added to other disaccharides, they became as effective as trehalose.

The third study was on liposomes. In the initial studies, from the mid-1980s (Crowe and Crowe,

1992; Crowe et al., 1997a, b, 1998), liposomes were prepared from a lipid with low T
 , palmitoyl-

m

oleoylphosphatidyl choline (POPC). A fluorescent marker, carboxyfluorescein, was trapped in the

aqueous interior. When the liposomes were freeze-dried with trehalose and rehydrated, the vesicles

were seen to be intact, and nearly 100% of the carboxyfluorescein was retained. It quickly emerged

that stabilization of POPC liposomes, and other vesicles prepared from low–melting point lipids,

had two requirements: inhibition of fusion between the dry vesicles, and depression of T
 in the

m

dry state. In the hydrated state, T
 for POPC is about –1°C and rises to about +70°C when it is

m

dried without trehalose. In the presence of trehalose, T
 is depressed in the dry state to –20°C.

m

Thus, the lipid is maintained in liquid crystalline phase in the dry state, and phase transitions are

not seen during rehydration. The significance of this phase transition during rehydration is that

when phospholipids pass through such transitions, the bilayer becomes transiently leaky. (The

physical basis for this leakiness has recently been investigated in some detail by Hays et al. [2001].)

Thus, the leakage that normally accompanies this transition must be avoided if the contents of

membrane vesicles and whole cells are to be retained.

These effects were reported first for trehalose (reviewed in Crowe and Crowe, 1992). When we

compared the effects of other sugars and polymers on the preservation, we found that, with vesicles

made from lipids with low T
 , trehalose appeared to be significantly superior to the best of the additives m

tested. Oligosaccharides larger than trisaccharides did not work at all (Crowe and Crowe, 1992). Other

sugars, particularly disaccharides, did provide good stabilization of POPC vesicles in the dry state, but much higher concentrations than trehalose were required, at least according to initial reports. However,

as freeze-drying technology improved, the differences between disaccharides tended to disappear, and

the myth eventually got modified to encompass disaccharides in general. Nevertheless, the observation

that trehalose was significantly more effective at low concentrations under suboptimal conditions for

freeze-drying requires explanation, which we provide later.

Liposomes with saturated acyl chains were also studied .
 DPPC is a lipid with saturated acyl chains, and thus an elevated T
 (41°C). When it is dried without trehalose, T
 rises to about 110°C; with m

m

trehalose present, T
 rises to about 65°C (reviewed in Crowe et al., 1998). Thus, DPPC is in gel phase m

at all stages of the freeze-drying and rehydration process, and one would expect that inhibition of fusion might be sufficient for the stabilization. In other words, any inert solute that would separate the vesicles in the dry state and thus prevent aggregation and fusion should stabilize the dry vesicles. That appears

to be the case; a high–molecular weight (450,000) hydroxyethyl starch (HES) has no effect on T
 in m

dry DPPC, but it preserves the vesicles nevertheless. With scanning electron microscopy, the dry vesicles are seen to be embedded in a matrix of HES (Crowe et al., 2001), with no change in diameter from

the freshly prepared vesicles. By contrast, DPPC vesicles dried without HES showed massive fusion

(Crowe et al., 1997a, b) and leaked all their contents when rehydrated.

The final study involved the effects of polymers and monosaccharides on liposomes .
 Polymers

like HES alone will not stabilize dry liposomes with low T
 , but a combination of a low–molecular m

weight sugar and HES can be effective. Even glucose and HES are effective (Crowe et al., 1997a, b).

Here is the apparent mechanism: glucose depresses T
 in the dry lipid but has little effect on

m

inhibiting fusion, except at extremely high concentrations. In contrast, the polymer has no effect

on the phase transition, but inhibits fusion. Thus, the combination of the two meets both require-

ments, whereas neither alone does so (Crowe et al., 1997a, b). A glycan isolated from the desic-

cation-tolerant alga Nostoc
 apparently has a similar role in conjunction with oligosaccharides (Hill et al., 1997). Recent results from Hincha et al. (Hincha et al., 2000) have shown that certain

polymers from desiccation-tolerant higher plants will by themselves both inhibit fusion and reduce


T
 in dry phospholipids such as egg phosphatidyl choline (PC). The mechanism behind this effect

m

is still unclear, but there is some evidence that the fructans insert between the polar headgroups

(Vereyken et al., 2001), much as trehalose is thought to do (Crowe et al., 1998).
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There is little about trehalose and its effects on preserving dry biomolecules that is consistent

with “special properties.” Once an understanding of the physical requirements for preservation was

achieved, it became apparent that many routes can lead to the same end. Similar observations on the

stability of proteins dried with sugars and polymers have been made by Carpenter and his group, with

similar conclusions (e.g., Allison et al., 2000; Anchordoguy et al., 2001; Heller et al., 1999).


21.4 REVIVAL OF THE MYTH: TREHALOSE WORKS UNDER



SUBOPTIMAL CONDITIONS


We implied above that trehalose works well for freeze-drying liposomes under conditions that are

less than optimal. The same applies for storage under conditions that would normally degrade the

biomaterial. Leslie et al. (1995) reported that bacteria freeze-dried in the presence of trehalose

showed remarkably high survival immediately after freeze-drying. Furthermore, we found that the

bacteria freeze-dried with trehalose retained a high viability even after long exposure to moist air.

By contrast, when the bacteria were freeze-dried with sucrose, they showed lower initial survival,

and when they were exposed to moist air, viability deceased rapidly. Along the same lines, Conrad

et al. (2000) showed that addition of borate ions to trehalose dramatically improved survival of

freeze-dried bacteria. It is not clear how borate imparts these effects, but it may affect the stability

of the glass. More recently, Esteves et al. (2000) reported that when immunoconjugates were freeze-

dried with trehalose or other disaccharides, all the sugars provided reasonable levels of preservation.

However, when the dry samples were stored at high relative humidities and temperatures, those

dried with trehalose were stable for much longer than those dried with other sugars. This finding

is of some considerable significance, as such immunoconjugates, vaccines, antisera, and the like

are being shipped as freeze-dried preparations to areas such as the Amazon, where they would be

exposed to high temperatures and humidities as soon as they are exposed to air. That proposition

is already in practice for stabilizing viral vaccines (Worall et al., 2000).


21.4.1 DOES NONENZYMATIC BROWNING CONTRIBUTE TO INSTABILITY?


The Maillard (browning) reaction between reducing sugars and proteins in the dry state has often

been invoked as a major source of damage (e.g., Li et al., 1996), and the fact that both sucrose and

trehalose are nonreducing sugars may explain at least partly why they are the natural products

accumulated by anhydrobiotic organisms. However, the glycosidic bonds linking the monomers in

sucrose and trehalose have very different susceptibilities to hydrolysis (reviewed in O’Brien, 1996).

When O’Brien (1996) incubated a freeze-dried model system with sucrose, trehalose, and glucose

at water activity 0.33 and pH 2.5, the rate of browning seen with sucrose approached that of

glucose—as much as 2000 times faster than that with trehalose. Using somewhat different tech-

niques, Schebor et al. (1999) showed considerable hydrolysis of sucrose stored in the presence of

amino-containing compounds, whereas such hydrolysis was minimal in samples containing treha-

lose. In the samples with sucrose, considerable browning resulted from the sucrose hydrolysis.

Thus, under less than optimal conditions for storage, it is clear that trehalose is preferred.


21.4.2 DO GLASS TRANSITIONS EXPLAIN STABILITY?


Using liposomes as a model, we attempted to find a mechanism for long-term stability in the

presence of trehalose. As with the bacteria and immunoconjugates, the dry liposomes exposed to

increased relative humidity rapidly leaked their contents when they were dried with sucrose, but

not when they were dried with trehalose (Crowe et al., 1996; Sun et al., 1996). The liposomes

underwent extensive fusion in the moist air when dried with sucrose, but not with trehalose.

Examination of the state diagram for trehalose provides a possible explanation for this effect

(see Chen et al., 2000, for an excellent review and extended state diagram). T
 for trehalose is much g
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higher than that for sucrose, a finding first reported by Green and Angell (1989). As a result, one

would expect that addition of small amounts of water to sucrose by adsorption in moist air would

decrease T to below the storage temperature, while at the same water content T for trehalose

g

g

would be above the storage temperature. This proved to be the case. Furthermore, we point out

again that degradation does proceed in samples below T
 , albeit at a slower rate. With trehalose, a g

sample at 20°C would be nearly 100°C below T
 . By contrast, one dried with sucrose would be

g

only about 45°C below T
 . Under these conditions, one would expect the sample dried with sucrose

g

to be degraded more rapidly. Along the same lines, Schebor et al. (2000) reported that significant

losses of cellular integrity were seen in dry baker’s yeast stored below T
 . Interestingly, Nagase et g

al. (2002) recently reported the existence of an amorphous phase with intriguing physical properties

that the authors suggested might be important in stabilization.

Aldous et al .
 (1995) suggested an additional interesting property of trehalose, which we were able to confirm. They proposed that since the crystalline structure of trehalose is a dihydrate, some of the

sugar might, during adsorption of water vapor, be converted to the crystalline dihydrate, thus sparing

the remaining trehalose from contact with the water. Experimental observation showed that this sug-

gestion is correct: With addition of small amounts of water, the crystalline dihydrate immediately

appeared, and T
 for the remaining glassy sugar remained unexpectedly high (Crowe et al., 1996).

g

Iglesias et al. (1997) produced a sorption isotherm for vitrified trehalose that seems consist with this

observation. More recently, Yoshii et al. (2000) showed that trehalose readily converts between the

crystalline and amorphous forms under certain conditions, so this process might be reversible.

We stress, however, that the elevated T
 seen in trehalose is not anomalous. Indeed, trehalose

g

lies at the end of a continuum of sugars that show increasing T
 (Crowe et al., 1996), although the g

basis for this effect is not understood.

Is trehalose special? Under ideal conditions for drying and storage, no, it is not. However, under

suboptimal conditions, it provides stability when other sugars do not. This is not to say that trehalose

is the magic bullet that will be preferred over all other excipients; indeed, as we described above,

combinations of polymers and other sugars may work just as well and may even be preferable in

some circumstances. Nevertheless, it is still the preferred first excipient to be tested.


21.5 CAN WE USE WHAT WE HAVE LEARNED FROM MODEL



SYSTEMS TO PRESERVE INTACT CELLS IN THE DRY STATE?


Clearly, trehalose must be introduced into the cytoplasm of a cell if it is to be effective at stabilizing intracellular proteins and membranes during dehydration. Current efforts are centered around this

fundamental problem, as summarized below.


21.5.1 TREHALOSE BIOSYNTHESIS


Because trehalose biosynthesis is a simple two-step process, it seemed amenable to genetic engi-

neering; two enzymes are involved, the substrates for which are normal metabolites in virtually all

cells, so substrate availability would not seem to be a problem. The genes were cloned some time

ago, from bacteria, designated otsA and B (83,84.150); yeasts, designated tps 1 and 2 (e.g., Bell

et al., 1992; Kaasen et al., 1994; Serrano et al., 1999); and higher plants, also designated tps 1 and

2 (Blázquez et al., 1998; Zentella et al., 1999). The first transfections into higher-plant cells showed

reasonably high levels of expression and led to improved drought tolerance (Garg et al., 2002;

Pilon-Smits et al., 1998). Subsequent investigations showed that inhibition of trehalase activity

increased trehalose production (Goddijn et al., 1997; Müller et al., 1995). Even more recently, Sode

et al. (2001) have synthesized a trehalose derivative that is a potent inhibitor of trehalase; it may

be even more promising as a mechanism for increasing trehalose production. Similar transfections

of the genes for sucrose synthesis into Escherichia coli
 also led to accumulation of sucrose and

improved resistance to dehydration damage (Billi et al., 2000).
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The complete operon-containing gene complex for trehalose synthesis has recently been cloned

(Kong et al., 2001) and subjected to directed evolution, in an effort at improving trehalose produc-

tion. The results look very promising, with as much as a fivefold increase in production over

controls. Along the same lines, Seo et al. (2000) produced a fusion protein encompassing ots A

and B. The logic here is to get the enzymes in close proximity, which Seo et al. suggest will increase

trehalose production. Bloom, Levine, and colleagues have taken up this approach in their work on

transfection of mammalian cells, as described below.

Expression of the enzymes for trehalose synthesis in mammalian cells was only recently

achieved. Guo et al. (2000) engineered the genes for trehalose synthesis into mammalian cells in

an adenovirus vector. With multiple infections, the trehalose biosynthesis increased. The cells,

which were then dried to a level at which free water was no longer detectable, retained viability

for 3 to 5 days. It seemed reasonable to suspect that the level of viability might be improved by

altering the storage or drying conditions (Gordon et al., 2001). One of the difficulties in such studies

has been in obtaining expression of the genes at high levels to produce large amounts of trehalose.

De Castro and Tunnacliffe (2000) reported they did not obtain any viable cells after a similar

transfection. Although it may be true that the transfected cells do not survive complete drying, it

is also possible that differences in the methods for drying may account for the widely differing

results. Chen et al. (2002), Gordon et al. (2001), and Tunnacliffe et al. (2001) have reported further

studies aimed at resolving this major discrepancy.

There is an alternative pathway to trehalose synthesis involving conversion of maltose to

trehalose, first reported by Panek and her colleagues (Paschoalin et al., 1986). This pathway was

more recently investigated in some detail by several laboratories, including cloning the genes

involved (Gueguen et al., 2001; Kato et al., 1996; Nishimoto et al., 1995) and investigations of the

regulatory pathways (Matthijs et al., 2000). There is at present no clear advantage to transfections

with these genes compared with the trehalose phosphate synthase and phosphatase genes, at least

for mammalian cells, but we nevertheless point out the existence of this pathway. It has been

proposed as a method for industrial production of trehalose (Yoshida et al., 1998). Still other known

pathways are summarized by De Smet et al. (2000).


21.5.2 TREHALOSE TRANSPORT


Panek and her colleagues have shown that a trehalose transporter is required in yeasts to transport

trehalose out of the cell during drying (Cuber et al., 1997; Eleutherio et al., 1993). Because

stabilization requires that trehalose be on both sides of the membrane (reviewed in Crowe et al.,

1998), this is a way of meeting that requirement. The gene for this transporter has now been cloned

(Han et al., 1995) and expressed at a high level in yeasts (Stambuk et al., 1998), so there is no

obvious reason why it could not be incorporated into the cassettes already in use for trehalose

synthesis (Guo et al., 2000; Lao et al., 2001; Tunnacliffe et al. 2001), a treatment that might well

improve viability. It also provides an obvious route for introducing trehalose into the cell. In the

yeast from which the gene was cloned, the transporter is an active H+ symporter (Crowe et al.,

1991), but it may also act as a weak passive carrier in the absence of a H+ gradient across the

membrane (Araujo et al., 1991), so the prospects of using it as a passive carrier in mammalian

cells seems reasonable. A related transporter from bacteria has been characterized extensively, and

a crystal structure was recently produced (Diez et al., 2001)


21.5.3 A PORE FOR PERMEATION


Eroglu et al. (2000) engineered an elegant pore-forming hemolytic protein, α-hemolysin, so that the pore could be switched on and off. By substituting a number of residues with histidines, the pore

could be regulated; by adding µM quantities of Zn++ the pore could be closed; and by removing the

Zn++, the pore could be reopened. Because the pore protein spontaneously inserts into membranes,
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Eroglu et al. found that they could simply incubate the cells in its presence, add trehalose in the

absence of Zn++, and introduce the sugar via the pore. Using this procedure, they were able to

obtain very high rates of survival of two lines of mammalian cells in the frozen state. However,

they more recently reported that when the cells were dried, survival was disappointingly low,

although the cells were protected from damage relative to the controls (Chen et al., 2001).


21.5.4 USE OF PHASE TRANSITIONS


Beattie et al. (1997) discovered that the insulin-producing cells from mammalian pancreas have a

membrane lipid phase transition well above the freezing point. Because membranes are known to

become transiently leaky during the phase transition, Beattie et al. used that leakiness to introduce

trehalose into the cells, which were then successfully frozen, and kept frozen for extended periods.

The thawed cells were transplanted into rats, where they were found to remain viable for many

months. These findings are being developed into a commercial product, which, it is proposed, will

provide a stable, transplantable device for treatment of diabetes.


21.6 FREEZE-DRYING HUMAN BLOOD PLATELETS


Human blood platelets have a blood bank storage lifetime of 5 d, after which they are discarded.

They cannot be chilled below room temperature without activating them, and thus are stored at

temperatures above 20°C. Even with such a restricted shelf-life, bacterial contamination frequently

occurs, and septic shock resulting from transfusion of contaminated platelets continues to be a

serious clinical problem (Chernoff and Snyder, 1992; Moroff et al., 1994).

We have set out to find means for improving the storage of platelets, including hypothermic

storage (Tablin et al., 1996) and freeze-drying (Wolkers et al., 2001). Cryopreservation of platelets

with Me SO (Bock et al., 1995; Valeri et al., 1974) has had some success, but the thawed platelets

2

must be subjected to extensive washing to remove the potentially harmful Me SO, which is toxic

2

at physiological temperatures (Arakawa et al., 1990). During the washing steps, the platelets are

frequently activated and are of little clinical value. Thus, stabilization of platelets in the presence

of excipients that also are injectable is desirable.

Platelets would seem to be good candidates for stabilization by freeze-drying; they are cell

fragments, with very little intracellular compartmentation, so one might expect the requirements

for stabilization during freeze-drying to be far less stringent than with nucleated cells. Indeed, that

appears to be the case


21.6.1 PHYSIOLOGICAL EFFECTS OF CHILLING ON PLATELETS


Platelets are exquisitely sensitive to chilling; when they are cooled below 20°C, these cell fragments

markedly change shape from discoid, resting cells to spherical cells, with multiple filopodia (White

and Krivit, 1967; Zucker and Borelli, 1954). Changes in cell shape are accompanied by a net

increase in filamentous actin (Winokur and Hartwig, 1995) and a depolymerization of the platelet

microtubule coil (White et al., 1985). In addition, incubation of platelets at 4°C leads to a sharp

rise in intracellular calcium (Oliver et al., 1995; Winokur and Hartwig, 1995). Platelets stored in

the cold for greater than 24 h also undergo fusion and secretion of their dense, lysosomal, and

alpha granules (Bode, 1999), a process that mimics physiological activation (Stenberg et al., 1985),

after which they have minimal clinical value.


21.6.2 LIPID PHASE TRANSITIONS AND CHILLING DAMAGE TO PLATELETS


The chain of events that leads to activation at low temperatures begins with passage of platelet

membrane lipids through a phospholipid phase transition between 10° and 20°C (Tablin et al.,

1996; Crowe et al., 1999). This main phospholipid transition is seen in the major membrane
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components, the dense tubular system (an analog of sarcoplasmic reticulum from muscle; it serves

as a membrane delimited Ca++ store), and in the plasma membrane (Tsvetkova et al., 1999). Passage

through this transition is highly correlated with shape changes during chilling (Tablin et al., 1996),

but the transition per se
 is only part of the story; the shape changes seen during the phase transition are completely reversible for up to about 24 h in the cold, after which they become irreversible,

and the platelets become physiologically activated. Tsvetkova and her colleagues (2000) obtained

evidence concerning events during long-term storage. They showed that storage of equine platelets

at 4°C for greater than 24 h resulted in the presence of multiple phase transitions, presumably

because of lateral phase separations. More recently, we provided direct evidence that lateral phase

separation of membrane lipids and proteins are responsible for this long-term storage damage

(Tablin et al., 2001).


21.6.3 PLATELETS ALSO HAVE A HIGH-TEMPERATURE LIPID PHASE TRANSITION


More detailed analysis of membrane phase transitions in intact, resting human platelets, using

Fourier transform infrared spectroscopy (FTIR) and DSC, showed two membrane phase transitions,

a main transition between 10° and 20°C and a second one between 30° and 40°C. We have previously

demonstrated that this lower phase transition can be assigned to membrane phospholipids (Crowe

et al., 1999; Tablin et al., 1996), and more recently we have shown that the higher transition is

probably the result of a liquid ordered (L )-to-liquid crystalline transition for sphingomyelin (Gousset

o

et al., 2002). This upper transition is caused by the presence of liquid ordered (L ) domains, also

o

known as “rafts” (Brown and London, 1998), which are composed of mixtures of sphingomyelin

and cholesterol (Gousset et al., 2002). Rafts isolated from the platelets gave predominantly the

upper transition, with the lower one greatly reduced, indicating that the upper transition seen in

the intact platelets is caused by the rafts. This high-temperature transition was of considerable

interest as a marker for platelet integrity, particularly as rafts are widely thought to be signaling

platforms, into which receptors and accessory proteins are thought to be organized (Brown and

London, 1998). However, it assumed unexpected importance when we attempted to introduce

trehalose into platelets.


21.6.4 INTRODUCTION OF TREHALOSE INTO PLATELETS


There is an obvious problem with the proposal that we freeze-dry platelets with trehalose: The sugar

must be introduced into the cell for this to work. The methods of molecular biology clearly are

inappropriate, as the biosynthetic apparatus is lacking in these enucleated cell fragments. The elegant

trehalose pore developed by Toner’s group (Chen et al., 2000; Eroglu et al., 2000) might provide a

way of introducing the trehalose, but platelets treated in such a way could not be used clinically.

The remaining major possibility is to use the phase transitions themselves. Membranes are

known to become transiently leaky during phase transitions (see Hays et al., 200) for evidence

concerning the mechanism of leakage), thus offering an opportunity to introduce the trehalose. It

would clearly be advantageous to be able to load trehalose into cells using the cell’s own biological

functions without having to permeabilize the membrane. Beattie et al. (1997) previously demon-

strated that Me SO could be used to incorporate trehalose into pancreatic islet cells for stabilization

2

during freezing. However, Me SO has been shown to be damaging to membranes at physiological

2

temperatures (Arakawa et al., 1990), and its presence would require extensive washing, a treatment

that can easily result in activation.

We first tried to introduce trehalose by chilling through the 10 to 20°C transition (a procedure

that works with some cells), but it failed with platelets. However, when the platelets were heated

to temperatures in excess of 30°C (in the range of the transition assigned to the rafts), rapid uptake

of trehalose was seen. The uptake appears to be by an endocytotic or pinocytotic pathway, which

is only active above 30°C (Wolkers et al., 2001). Studies on endocytosis in other model cell systems
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have shown that endocytosis is associated with raft domains (Rodal et al., 1999). We speculate that

local perturbations in membrane fluidity in the range of the sphinogomyelin raft phase transition

facilitate endocytosis. Making use of this high-temperature transition, we can incorporate significant

concentrations of trehalose (20 m M
 or more, depending on the extracellular concentration and time of incubation) into the platelets (Wolkers et al., 2001).


21.6.5 IS THE TREHALOSE CONTAINED IN ENDOCYTOTIC VESICLES?


Two lines of evidence indicate that it gets released into the cytosol (but we do not yet understand

the mechanism by which this happens): first, when we used a fluorescent dye, lucifer yellow, which

is roughly the same size as trehalose, as a marker, the dye was seen to accumulate inside the

platelets, first as punctate endocytotic vesicles, but then within a short time as a diffuse fluorescence seen throughout the cytosol. Second, we measured the amount of trehalose in the cells and calculated

the concentration, assuming it was homogeneously distributed in the cytosol. We then counted the

number of endocytotic vesicles in a cell, calculated the volume encompassed by those vesicles,

and calculated the concentration of trehalose in the vesicles, assuming it is all in that compartment.

The result is that the concentration required in the vesicles exceeded the extracellular concentration

by several-fold, which seems highly unlikely, if not impossible. We conclude that the trehalose,

like the lucifer yellow, escapes the vesicles and is free in the cytosol (Wolkers et al., 2001).


21.6.6 SUCCESSFUL FREEZE-DRYING OF TREHALOSE-LOADED CELLS


We have recently reported successful freeze-drying of platelets, with a detailed discussion of the

procedure, which results in survival exceeding 90% (Wolkers et al., 2001). We have only a few

new observations to add here about further progress: first, the dry platelets are stable for at least 8

months when stored at room temperature, under vacuum. During that time, we have seen no loss

of platelets. Second, the freeze-dried, rehydrated cells respond to normal platelet agonists including

thrombin, ADP, collagen, and ristocetin. Third, studies on the morphology of the trehalose-loaded,

freeze-dried, and rehydrated platelets, using scanning electron microscopy, show that they are

affected by the drying, but are morphologically similar to fresh platelets. When they were dried

without trehalose, most of the platelets disintegrated during the rehydration event, but of the small

number that were left, most had fused with adjacent cells, forming an insoluble clump. Fourth, we

have extended the freeze-drying to mouse and pig platelets as animal models for in vivo
 test-

ing—studies that are currently in progress.


21.6.7 IS THE PHASE-SEPARATION MODEL CORRECT FOR FREEZE-DRIED PLATELETS?


FTIR analysis indicates that the phase-separation model is correct for freeze-dried platelets. These

platelets have phase transitions that are virtually identical to those of fresh platelets, with transitions of 10 to 20°C and 28 to 40°C. Similar analysis of cells freeze-dried in the absence of trehalose

show multiple transitions, indicative of lateral phase separation of membrane lipids. The available

evidence is consistent with this viewpoint, but these studies are still in progress.


21.7 SUMMARY AND CONCLUSIONS


We believe that freezing and the extensive dehydration seen following freeze-drying are distinctly

different stress vectors, requiring different stabilizing molecules. Under ideal conditions for drying

and storage, trehalose is probably no more effective than other oligosaccharides in this regard.

Nevertheless, under suboptimal conditions it can be very effective and is thus still a preferred

excipient. Furthermore, there is an emerging consensus that trehalose is safe for use as an injectable

excipient (Richards et al., 2002). Nevertheless, despite the promise of trehalose in the stabilization
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process, there is growing evidence that additional modifications to the cellular milieu will probably

be required if we are to achieve a stable, freeze-dried mammalian cell. However, most workers in

this field have already concluded that the best approach is to start with trehalose, for the reasons

presented here.
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Life in the Frozen State


22.1 INTRODUCTION


Cryopreservation has been notably effective for banking and shipping of isolated cells, but much

less so for more complex, integrated multicellular systems. We now have a broad understanding

of the mechanisms that injure cells during freezing and thawing, and techniques have been devel-

oped that limit or prevent this injury, so that very low temperatures can now be used to preserve,

virtually indefinitely, many cell-types with very high recovery rates (Karlsson and Toner, 1996;

Taylor, 1984; Mazur, 1984a). These techniques are all aimed at preventing intracellular freezing

and minimizing the damaging changes that occur in the remaining liquid phase as a consequence

of the separation of water to form ice. In tissues and organs, however, it is not sufficient to maintain

cellular viability—it is also important to maintain the integrity of the extracellular structure on both

a micro- and macroscale. Techniques that are effective for the cryopreservation of cell suspensions

do not always maintain this integrity because highly organized multicellular tissues present a special

set of problems; foremost among these is the effect of extracellular ice formation, which disrupts

the tissue architecture (Hunt et al., 1982; Karlsson and Toner, 1996; Pegg, 1987; Pegg et al., 1979;

Taylor and Pegg, 1982). However, extracellular ice cannot explain all the problems encountered in

moving from single cells to tissues—for example, the detachment of the corneal endothelium has

a different, and as yet unknown, cause (Taylor, 1986), but prevention of this detachment is crucial

for corneal viability. The effects of cryopreservation on the mechanisms of cellular adhesion have

not yet been studied widely. To date, there have been very few studies focused on the effects of

cryopreservation on anchorage-dependent cells, and in general, these studies have shown that postthaw

recovery of adherent cells is lower than comparable cells frozen and thawed as cell suspensions (Ohno,

1994; Hetzel et al., 1973).

As outlined throughout this book, the science of cryobiology has defined many factors that

must be optimized for cells to be stored for lengthy periods at low temperatures. Survival of cells

through the rigors of freezing and thawing in cryopreservation procedures is only attained by using

appropriate cryoprotective agents, and in general, these techniques are applicable to isolated cells

in suspension or small aggregates of cells in simple tissues. More complex tissues and organs that

have a defined architecture are not easily preserved using conventional cryopreservation techniques;

this is principally because of the deleterious effects of ice formation on organized multicellular

structures (Karlsson and Toner, 1996; Pegg, 1987; Pegg et al., 1979). The application of cryobio-

logical principles to engineered tissue constructs is likely to be fraught with problems similar to

those identified during the course of trying to extrapolate the successes of freezing cell suspensions

to organized tissues and organs. Avoidance of ice damage has therefore become the principal focus

in research to develop effective storage techniques for multicellular tissues and organs. In this

chapter we review some of the underlying principles of the various approaches to “ice-free”

cryopreservation, with particular emphasis on vitrification, which has recently been shown to

provide a practical solution for the cryopreservation of complex tissues that can not be adequately

preserved by freezing/thawing methods.

The aim of this chapter is to deal with “ice-free” cryopreservation of tissues, which at face

value might be considered to be a departure from the main theme of a book titled Life in the



Frozen State
 . However, frozen systems usually embody a vitreous component, and our objective

here is to review the approach to cryopreservation that aims to achieve vitrification at the outset

in an attempt to circumvent the hazards of water crystallization as ice formation. The vitreous

state is essentially a solidified, amorphous liquid state obtained by specific conditions of cooling

and solute concentration that inhibit ice nucleation and growth. During cooling, molecular

motions within the liquid are slowed and eventually arrested with extreme viscosity; the “arrested

liquid” state is known as a glass. It is the conversion of a liquid into a glass that is called

vitrification (derived from vitri
 , the Greek word for glass). The specifics of this process are

addressed more completely below.
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22.2 BACKGROUND AND HISTORICAL PERSPECTIVE


Readers of this book will be aware that the foundations of modern-day cryopreservation were laid

in the middle of the last century following the milestone discovery of the cryoprotective effects of

glycerol by Polge et al. (1949; see Chapters by 11 and18). The practical successes for cryopreser-

vation of a wide variety of cells that ensued from these empirical studies led to considerable

fundamental work that has defined a number of mechanistic principles underlying the cryopreser-

vation of cells. Critically important mechanisms include the fundamental importance of the total

quantity of ice and its location in relation to the cells, the toxicity of cryoprotectants and the

temperature dependence of that toxicity, and the extent of osmotically induced changes in cell

volume. Because an understanding of these factors is the foundation of cryobiology, a detailed

discussion of these mechanistic principles can be found in Chapters 1 and 2, as well as in numerous

other literature reviews on the subject.

Following the advent of modern-day cryobiology in the 1950s, it was confidently anticipated

that cryopreservation techniques for tissues and organs would quickly ensue from the notable

successes with cells in suspension. Unfortunately, this transition proved to be very difficult, and it

was quickly realized that there were significant additional hurdles to be overcome in the freezing

of mammalian tissues and organs (Smith, 1961). Only recently has it been possible to demonstrate

successful cryopreservation of tissues using the vitrification approach that avoids some of the

destructive events inherent in freezing; this approach is the focus of this chapter. In the intervening

years, both empirical and systematic studies have contributed to a greater understanding of the

mechanisms of cryoinjury in multicellular systems; these mechanisms have in turn mandated

consideration of vitrification as the most realistic approach to circumvent the problems of which

extracellular ice is undoubtedly a primary concern. Nevertheless, avoidance of ice for optimum

preservation is not a new idea, as even before the ground-breaking discovery of Polge et al. (1949),

Luyet had concluded that ice formation is not compatible with the survival of living systems and

ought to be avoided if possible (Luyet, 1937; Luyet and Gehenio, 1940). At that time, the idea of

vitrifying biological systems at low temperatures was born, but it was conceptually confined to

cooling small living systems at extremely high rates to achieve a vitreous state and avoid ice

crystallization (Luyet, 1937; Luyet and Gehenio, 1940). These constraints have been minimized to

some extent in the modern era of cryobiology with the introduction of cryoprotective solutes that

include the ability to promote vitrification during cooling as one of their inherent properties.

It is important to appreciate that vitrification and freezing (water crystallization) are not mutually

exclusive processes and that the crystalline phase and vitreous phase can, and often do, coexist

within a system. In fact, during conventional cryopreservation involving controlled freezing of cells,

a part of the system vitrifies. This occurs because during freezing, the concentration of solutes in

the unfrozen phase increases progressively until the point is reached at which the residual solution

is sufficiently concentrated to vitrify in the presence of ice. Conventional cryopreservation tech-

niques are optimized by designing protocols that avoid intracellular freezing. Under these cooling

conditions, the cell contents actually vitrify because of the combined processes of dehydration,

cooling, and the promotion of vitrification by intracellular macromolecules. In this context, the use

of the term “vitrification” in the title of the seminal paper by Polge et al. (1949) was justified, as

the spermatozoa would be vitrified in the presence of extracellular ice during cryopreservation with

glycerol. However, the term is now used more generally to refer to a process in which attempts

are made to vitrify the whole system to avoid any ice formation (Armitage and Rich, 1990; Fahy,

1988, 1989; Fahy et al., 1984; Pegg and Diaper, 1990; Rall, 1987).

The conditions necessary to achieve this objective are discussed more completely late. It will

suffice in this section on the historical perspective to record that the current interest in vitrification was spurred by two independent approaches to achieving cryopreservation in the absence of

damaging ice. The first has been referred to as the “equilibrium approach,” in that it seeks to
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preequilibrate the biological specimen with a sufficiently high concentration of cryoprotectants

before cooling such that freezing is prevented irrespective of the cooling rate (Elford, 1970; Elford

and Walter, 1972a, 1972b; Farrant, 1965; Taylor et al., 1978). The second approach is called the

“nonequilibrium approach,” as the initial concentrations of solutes in the system are not of them-

selves sufficient to prevent ice nucleation and growth. This approach is achieved by using rapid

cooling with or without the application of increased pressures to promote vitrification (Fahy, 1988,

1998; Fahy et al., 1984; MacFarlane, 1987; MacFarlane et al., 1992). In practice, because of

constraints of the maximum tolerated limits of cryoprotective additive (CPA) toxicity, this leads to

a metastable condition that is highly dependent on cooling and warming conditions if ice nucleation

and crystal growth are to be avoided. Over the last 20 years, interest in this second approach to

vitrification has in large part been kindled by the resolve of Fahy et al. to employ this as the only

feasible way to achieve the cryopreservation of whole organs (Fahy, 1989; Fahy et al., 1984).

Although this milestone has still to be achieved, the basic studies underpinning the research in this

area have contributed to a better understanding of the ground rules that will ultimately lead to

successful cryopreservation of organs. In the meantime, we have pursued this approach for the

cryopreservation of complex tissues that may be regarded as intermediate between cell suspensions

and whole organs with considerable recent success, as outlined below. Ten years ago, Pegg and

Diaper reviewed the basic principles of freezing vs. vitrification as markedly different approaches

to cryopreservation (Pegg and Diaper, 1990). Their review of the status of this technology was

summed up with the reminder that at that time, “no system that is susceptible to damage by

extracellular ice has yet been successfully vitrified, and all those systems that have been preserved

by vitrification (early embryos, monocytes, and pancreatic islets) can equally well be preserved by

conventional freeze-preservation methods” (Pegg and Diaper, 1990, p. 68). In such systems a

vitrification method is often preferred because of practical benefits of operational simplicity,

avoiding the need for expensive cooling equipment. Thus, in 1990 the challenges of vitrifying

complex tissues remained formidable but approaches toward ice-free cryopreservation were still

regarded as the way forward. Ten years later, this barrier has now been removed and we will review

here the developments that have led to the successful vitrification of several tissues, two of which,

blood vessels and articular cartilage, were previously refractory to cryopreservation with a high

degree of functional survival.


22.3 EVIDENCE THAT EXTRACELLULAR ICE IS HARMFUL


Over the years since the early discoveries of cryoprotectants, attempts to extrapolate from the

successful freeze-preservation of a wide variety of cell types to multicellular tissues and organs

have been fraught with frustrating failures. We now recognize that the cryopreservation of complex

tissues imposes a set of additional problems over and above the known mechanisms of cryoinjury

that apply to single cells in suspension. These have been discussed in a number of reviews and

will not be recounted here (Karlsson and Toner, 1996; Mazur, 1984b; Pegg et al., 1979; Taylor,

1984). Most important, it is now generally accepted that extracellular ice formation presents a

major hazard for cryopreservation of multicellular tissues. As we have stated above, the predomi-

nance of this as a primary mechanism of cryoinjury in complex tissues has led to a focus on the

development of low-temperature preservation techniques that avoid ice crystallization and ipso



facto
 circumvent the associated problems. The evidence for the damaging role of ice in tissue

cryopreservation has been outlined in a series of prior publications (Hunt et al., 1982; Jacobsen et

al., 1984; Pegg, 1987; Pegg et al., 1979; Taylor, 1984; Taylor and Pegg, 1982). We will review

briefly some of the early studies that provided clear evidence for a definitive role of ice per se
 as a principal hazard during cryopreservation of smooth muscle tissue. This is summarized here as a

prelude to a review of the approaches to ice-free cryopreservation methods.

Smooth muscle is a good model tissue, intermediate between cells and organs, that requires

for its function not only the survival of a high proportion of its cells but also the structural integrity
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FIGURE 22.1
 Supplemented binary phase diagrams for aqueous mixtures of Me SO (A) and Propane-1,2-

2

diol (B) showing the principal events and phase changes associated with cooling and heating. A supplemented phase diagram combines nonequilibrium data on a conventional equilibrium phase diagram and serves to

depict the important transitions inherent in cooling and warming aqueous solutions of cryoprotective solutes.

Details are described elsewhere (Fahy, 1998; MacFarlane, 1987; Rasmussen and MacKenzie, 1968; Taylor,

1987) and in the text. T
 , equilibrium melting point curve (liquidus curve); T
 , homogeneous nucleation curve; m

h


T
 , devitrification curve; T
 , glass transition curve. The stepped line above the Me SO–H O liquidus T
 curve d

g

2

2

m

represents a scheme for incremental equilibration of a tissue with sufficient cryoprotective additive such that the system does not freeze during cooling. (See text for details.)

of the tissue so that the contractile response of the cells can remain coordinated. Experiments were

designed to discover whether ice formation as such was damaging (Taylor and Pegg, 1982). Strips

of muscle were cooled to –21°C in 2.56 M
 dimethyl sulfoxide (Me SO), held at that temperature

2

overnight, and then thawed; then the Me SO was removed in excess Krebs’s solution at 37°C and

2

contractile response to histamine was measured. As illustrated in Figure 22.1, phase diagram data

show that medium containing 20% (2.56 M
 ) Me SO freezes at –8°C and concentrates 1.7 times to

2

34% (4.35 M
 ) Me SO at –21°C. Another group of muscles was therefore equilibrated with 35%

2

(4.49 M
 ) Me SO containing 1.75 times the normal salt concentration and then cooled to and held

2

at –21°C, unfrozen, for the same length of time. It was found that the unfrozen samples gave 72

to 76% recovery whether they were cooled at 2°C min–1 or 0.3°C min–1, whereas the frozen samples

gave only 21% ± 4% recovery if cooled at 2°C min–1 or 53% ± 7% if cooled at 0.3°C min–1.

Comparison of the frozen and unfrozen groups cooled at 2°C min–1 shows that ice damaged the

tissue ( P
 < .001), and comparison of the groups cooled at 0.3°C min–1 leads to the same conclusion (P < .05). In each case, the cooling rate, final temperature, concentration of Me SO, and concen-2

tration of other solutes was the same: Clearly, solute concentration was relatively innocuous, but

ice formation was harmful. However, there was a striking difference between the recovery of tissue

frozen at 0.3°C min–1 and tissue frozen at 2°C min–1 (Figure 22.2A). In the absence of freezing,

there was no significant effect of cooling rate, but frozen tissue was more severely damaged when

cooled at 2°C min–1 than were frozen muscles cooled at 0.3°C min–1. A similar effect of cooling

rate was found when muscles were frozen to –60°C (Figure 22.2A).

It seemed likely that, as with cells, the slower cooling rate would have allowed more complete

dehydration of the tissue during cooling, and hence less ice in the tissue as a whole .
 Thus, it was proposed that a reduction in the quantity of extracellular ice could explain the difference in survival.

This notion was subsequently confirmed by freeze substitution studies carried out for groups of muscle treated similar to the function studies. As illustrated in Figure 22.2C and D, a noticeable

difference was detected in the patterns of ice formation between the two groups. Cooling at 2°C
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FIGURE 22.2
 Structure and function of smooth muscle tissue after cooling to either –21°C, or –60°C in either the frozen or unfrozen state. (A) Histograms of postwarming contractility (mean ± SEM) normalized

to the control responses derived before cooling at either –21°C (grey bars) or –60°C (black bars) under the conditions indicated. (B) Light micrograph of a section of nonfrozen control taenia coli smooth muscle showing the normal configuration of the muscle blocks that are the effector units of muscle contraction. (C) and (D) Light micrographs of freeze-substituted taenia coli smooth muscle depicting the location of ice domains after cooling to –21° at either 0.3°C/min (C), or 2°C/min (D). Details have been published elsewhere (Taylor and Pegg, 1982; Hunt et al., 1982) and are described in the text.

min–1 (Figure 22.2D) caused a random distribution of ice throughout the muscle tissue, whereas

cooling at 0.3°C min–1 produced ice cavities that were predominantly in the extracellular matrix

separating the muscle bundles and at the periphery of the bundles (Figure 22.2C). Because the

muscle bundles are the effector units of muscle contraction, the greater disruption by ice of the

muscle fasciae after cooling at the faster rate can explain the functional differences produced by

varying the cooling rate (Hunt et al., 1982). The unequivocal conclusion from studies of this type

was that the amount and location of extracellular ice has a dramatic effect on the postthaw function

of complex tissues and organs. As a result, it is generally thought that cryopreservation of multi-

cellular tissues and organs will mandate that the amount of ice in the system is limited, restricted

to harmless sites, or preferably, that ice crystallization is prevented altogether.


22.4 APPROACHES TO ICE-FREE CRYOPRESERVATION



22.4.1 EQUILIBRIUM APPROACH


This approach to the avoidance of freezing during subzero cryopreservation was first proposed by

Farrant in 1965. He suggested that if 60% of the cell water was replaced by a cryoprotective solute

such as Me SO, freezing would be prevented at temperatures as low as –70°C; hence, any damage

2

associated with the formation of ice crystals and the simultaneous rise in the concentration of

solutes would be avoided (Farrant, 1965). Actually, Farrant’s focus in developing this approach

was principally on attenuating problems relating to increased solutes and, notably, electrolytes. The

significance of the concomitant benefits of avoiding ice was appreciated more recently. This

technique was explored using smooth muscle and involved the progressive mutual exchange of

tissue water with Me SO during cooling and the gradual removal of the CPA during rewarming to

2

minimize the known toxic effects of the CPA additive. The stepwise addition and removal of CPA
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such that the system remained above the equilibrium freezing point at each stage is best appreciated

by reference to a phase diagram as illustrated in Figure 22.1A. (Elford, 1970; Farrant, 1965).

Although ice crystallization and solute concentration (other than that of the CPA itself) could play

no part in cryoinjury sustained by tissue during storage, other factors such as the pH and the anionic

composition of the medium in which the tissue was immersed were found to have a profound effect

on survival (Elford and Walter, 1972a; Taylor, 1982; Taylor et al., 1978). Freezing could be avoided

completely, irrespective of the cooling rate, provided the tissue was fully equilibrated with CPA at

each stage. This approach, which was tested using smooth muscle cooled and kept unfrozen at

–79°C, failed to provide adequate contractile function until adequate steps were also taken to

optimize the ionic composition of the CPA medium (Taylor, 1982; Elford and Walter, 1972a, 1972b).

Nevertheless, this equilibrium approach has not been pursued, presumably because the technique

demands lengthy periods of exposure to toxic solutes to ensure equilibration and because permeation

studies have shown that adequate exchange of tissue water with CPAs at subzero temperatures may

not be achievable either in a practical timescale or without exceeding the tolerable limits of solute

toxicity in the tissue (Elford, 1970; Elford and Walter, 1972b).


22.4.2 NONEQUILIBRIUM APPROACH—VITRIFICATION


We will now turn our attention to the nonequilibrium approach to the avoidance of ice by focusing

on the details of vitrification as it is currently practiced. The basic principles of this approach have

been reviewed in great detail by others (Armitage and Rich, 1990; Fahy, 1988, 1989; Fahy et al.,

1984; MacFarlane et al., 1992; Pegg and Diaper, 1990; Rall, 1987; see also Chapter 10). Thus, it

will only be necessary here to outline the salient points that will enable an understanding of the

practical applications to be discussed in this chapter.

Vitrification is the solidification of a liquid without crystallization. This state is achieved in

systems that are sufficiently concentrated or that are cooled sufficiently rapidly that the increase in

viscosity inhibits molecular rearrangement into a crystalline pattern. As cooling progresses, vis-

cosity increases to the point at which translational molecular motion is essentially halted and the

solution becomes a glass. The resultant solid retains the random molecular arrangement of a liquid

but has the mechanical properties of a solid (MacFarlane, 1987; MacFarlane et al., 1992). We

advisedly use the term “essentially halted” in referring to the attainment of molecular stasis during

vitrification because there is a kinetic component to the process. In practical terms, the glass is a

liquid that is too cold or viscous to flow, and although it is metastable in a strict thermodynamic

sense, it is regarded as possessing pseudostability on the timescale of practical interest for biological preservation.

When considering the physico-chemical and biophysical responses of biological systems to

low temperatures, it is important to be aware that events rarely take place under true equilibrium

conditions. For example, the phase-change phenomena depicted schematically by the phase bound-

aries (e.g., T
 in Figures 22.1A and 22.1B) would hold true only for a simple binary system of

m

CPA–H O in which supercooling was avoided by ensuring that nucleation occurred at the equilib-

2

rium freezing/melting point ( T
 ) during cooling at a sufficiently slow rate to prevent appreciable m

temperature gradients. Many interdependent factors determine whether an aqueous system, such

as a biological system, approaches the thermodynamic state of lowest free energy during cooling.

Metastability is thus often unavoidable, especially in concentrated systems. Many of these non-

equilibrium states are, however, sufficiently reproducible and permanent to have been described as

pseudoequilibrium states, and conversion of such metastable thermodynamic states to more stable

forms may be subject to large kinetic barriers. The prevalence of so-called “unfreezable” or “bound”

water in the vicinity of macromolecules is a prime example, where the expected path of thermo-

dynamic stabilization by way of crystallization is prevented by large kinetic restraints (Franks,

1982a, 1982b; Taylor, 1987). A clear understanding of the occurrence and effects of metastable

states during the cooling of compartmentalized living systems is complicated by the interaction of
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thermodynamic and kinetic factors, which are difficult to separate. Moreover, these complexities

are compounded when such systems are cooled rapidly to low subzero temperatures. Nevertheless,

some basic principles have been established with the aid of model systems such as aqueous solutions

of cryoprotective solutes and other macromolecules that interact with water by hydrogen bonding

(Franks, 1977; MacKenzie, 1977). Such studies have permitted some qualitative interpretation of

the nonequilibrium phase behavior of the fluids in cells and tissues during cooling and warming.

To this end, phase diagram data such as those depicted in Figure 22.1 have proved to be a useful

tool in understanding the physico-chemical relationship between temperature, concentration, and

change of phase. A detailed discussion of the role and interpretation of solid–liquid state diagrams

in relation to low-temperature biology has been given in a previous review (Taylor, 1987). In

particular, supplemented phase diagrams that combine nonequilibrium data on conventional equi-

librium phase diagrams serve to depict the important transitions inherent in cooling and warming

aqueous solutions of cryoprotective solutes. Reference to these major transitions, illustrated in

Figure 22.1, can serve to explain and summarize the principles of achieving vitrification as follows.

The equilibrium freezing curve, labeled T
 , is often described as the liquidus curve and

m

represents the points at which a solution having a particular concentration will freeze (or melt)

under equilibrium conditions of temperature change. Hence this curve represents the phase-change

boundary for the two-component solution as a function of temperature. Cooling a solution below

the liquidus curve will result in ice formation if the conditions are favorable for nucleation, with

the result that the remaining liquid phase becomes more concentrated in the solute as defined by

the curve. A discussion of the details of nucleation is beyond the scope of this chapter but has been

the subject of excellent reviews published in recent years (Fahy, 1998; Mehl, 1996; see also Chapters

1 and 2). In practice, it is well known that freezing is rarely initiated at the liquidus point. Inherently, solutions tend to undercool to varying degrees before nucleation and ice crystal growth proceed at

a significant rate. In pure water at temperatures above –38.5°C, ice formation is catalyzed by

surfaces, usually particulate impurities, that act as seeds for crystal growth. This is the process of

heterogeneous nucleation. If the process is avoided, pure samples of water will self-nucleate at

–38.5°C, known as the homogeneous nucleation temperature ( T
 ; Taylor, 1987). As shown in Figure

h

22.1B, the temperatures of both heterogeneous and homogeneous nucleation are progressively

lowered by increasing concentration of dissolved solutes.

The phase diagram for propane diol (Figure 22.1B) shows that in the region of 0 to 35% freezing

will occur at some point 5 to 20°C below T
 , invariably by heterogeneous nucleation. At sufficiently m

high concentrations and low temperatures, the kinetics of the process become so slow that T
 is

h

difficult to detect and any nucleated crystals that form in the region of T
 remain microscopic. As h

temperature is lowered further, molecular motion is slowed to the point at which translational and

rotational molecular motion is essentially halted and the system is trapped in a high-energy state

that resembles a liquid-like configuration, or a vitreous glass (MacFarlane et al., 1992). This glass

transition ( T
 ) is associated with a marked change in physical properties such as specific heat and g

refractive index and certain mechanical properties such that T
 can be clearly identified. Determi-g

nation of the transition temperatures that provide data for the construction of supplemented phase

diagrams is usually derived from thermograms generated using differential scanning calorimetry

or the related technique, differential thermal analysis. The kinetic nature of these transitions means

that T
 has to be defined with reference to a particular set of experimental conditions. For example, g

changing the cooling rate means that the thermal events would occur over a different range of

temperatures (MacFarlane et al., 1992; Moynihan et al., 1976).

Reference to Figure 22.1B shows that in the region of 35 to 40% propane diol, it is possible

to cool samples through the T
 curve without apparent freezing and to form what have been referred h

to as doubly unstable glasses (Angell et al., 1981). This term reflects the fact that the vitreous

system almost certainly contains ice nuclei and that if warming is not sufficiently rapid, further

nucleation and crystallization will occur (devitrification), as signified by the curve T
 . Hence, during d

cooling, the sample attains the glassy state, but it invariably contains ice nuclei—the growth of
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which is arrested along with all other molecular motions in the sample. However, on rewarming,

crystallization can be detected, either visibly or by an exothermic event in a thermogram, reflecting

the growth of ice by devitrification and recrystallization. The phenomenon of crystallization on

warming a glassy sample to temperatures in the vicinity of T
 is often referred to as devitrification g

of a doubly unstable glass, as it is unstable with respect to both the liquid and solid states (Angell

et al., 1981; MacFarlane, 1986). Hence, the process by which a metastable glass, or supercooled

liquid obtained by heating the glass above its T
 , forms the stable crystalline phase is generally g

referred to as devitrification (MacFarlane, 1986). The growth of small existing ice crystals into

larger more stable ice forms occurs by recrystallization (Forsyth and MacFarlane, 1986), and the

important distinction between devitrification and recrystallization has been discussed in a previous

review (Taylor, 1987).

In the higher concentration range of 41 to 50% for propane diol (Figure 22.1B), the T
 curve

h

meets T
 , and in this region it is possible to slowly cool even bulk liquids directly to T
 without g

g

experiencing any detectable freezing events. However, it is noteworthy that in this region of the

supplemented phase diagram, devitrification still occurs and has been taken as evidence for signif-

icant heterogeneous nucleation during cooling. Nevertheless, the amount of ice formed under these

conditions is extremely small, and further growth can be prevented by using moderate warming

rates, thereby avoiding devitrification. It can also be seen in Figure 22.1B that at concentrations

above 50%, devitrification ceases to be detectable even at low warming rates and the system can

be regarded as stable, as nucleation is prevented. The intersection of the melting curve and the

glass transformation curve at T
 ′ indicates the minimum concentration of propane diol in aqueous

g

solution that will vitrify irrespective of cooling rate. The concentration at which a glass transition

occurs varies according to the nature of the solute. It appears that those systems with the strongest

solute–solvent hydrogen bonding provide the best suppression of ice nucleation and promote

vitrification (MacFarlane and Forsyth, 1990; MacFarlane et al., 1992). In extreme cases, when

appropriate concentrations of cryoprotectant solutions are maintained in the amorphous state, even

during slow cooling and warming rates, the biological component should in principle be protected

(in the absence of cold shock or osmotic stresses befire cooling) because there would be no phase

transition during cooling and warming and the injuries associated with the coexistence of two

phases would be avoided.


22.4.2.1 Stability of the Amorphous State


If the physical phenomena outlined above for the attainment of a vitreous state are to have practical

value for the cryopreservation of tissues, then the stability of the amorphous state is of paramount

importance. Boutron and his colleagues have made comprehensive studies of the stability of the

amorphous state for a variety of potentially important cryoprotective mixtures with a view to

identifying the most useful compounds for improved cryopreservation without freezing (Boutron

et al., 1986). The stability of the amorphous state has been defined empirically in terms of the

critical heating rate, V
 , above which there is insufficient time for a vitreous sample to crystallize, cr

even to a limited extent, before T
 is reached. The smaller the value of V
 , the more stable the m

cr

amorphous state. The dependence of T
 on the rate of warming can be measured, and the difference

d


T
 – T
 , corresponding to a given warming rate, has been used to define the stability of the m

d

amorphous state (Boutron and Kaufmann, 1979; Boutron et al., 1986). The warming rate for which


T
 – T
 is zero is defined as the critical heating rate, V
 , for which the supercooled mixture does m

d

cr

not devitrify or recrystallize. On the basis of these considerations, it has been shown that the stability of the wholly amorphous state of aqueous solutions of 1,2-propane diol and its glass-forming

tendency are much greater, for the same water contents, than for all other solutions of commonly

used cryoprotectants, including glycerol, Me SO, and ethylene glycol. Butane-2,3-diol is the only

2

new cryoprotectant to have emerged in recent years with comparable, or slightly better, physical

characteristics for vitrification than any of the aforementioned cryoprotective solutes (Boutron,
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1990). Nevertheless, solutions of polyalcoholic CPAs, such as propane diol and butane diol, that

show the most promise in terms of cooling rates and concentrations necessary for vitrification also

required unrealistically high heating rates to avoid devitrification. Moreover, principally because

of isomeric impurities that crystallize a hydrate at reduced temperatures, 2,3-butanediol has proved

to have an unanticipated biological toxicity at concentrations below that necessary for vitrification

(Hunt et al., 1991; Mejean and Pegg, 1991; Mehl and Boutron, 1988; Taylor and Foreman, 1991).

This disappointing development led to attempts to use lower concentrations of butane-2,3-diol by

adding polymers such as polyethylene glycol to promote the vitreous state (Sutton, 1992), but to

our knowledge, successful vitrification of a biological system using such mixtures has not been

reported.

Despite developments to devise solutions that would vitrify at practically attainable cooling

rates for sizeable biological tissues, achieving the corresponding critical warming rate necessary

to avoid devitrification remains a critical challenge. Conceptually, elevated pressures (MacFarlane

and Angell, 1981), electromagnetic heating (Robinson and Pegg, 1999; Ruggera and Fahy, 1990;

Marsland et al., 1987), and the use of antifreeze molecules (DeVries, 1983) have been proposed

as ways to tackle the problem. Nevertheless, each of these approaches presents a set of new problems

that must be overcome if practical solutions are to be realized. Control of ice crystal growth using

appropriate natural or synthetic molecules is a promising area of research that we discuss in more

detail below.


24.4.2.2 Material Properties and Cracking


On a macroscopic scale, instability of the amorphous state can be manifest as fracturing or cracking,

with devastating consequences for a biological tissue encased within the glassy matrix (Pegg et al.,

1997; Rall and Meyer, 1989). The formation of cracks during the vitrification of glycerol solutions

was reported by Kroener and Luyet (1966), and more recently, fracturing has been recognized as

a hazard during cryopreservation of a variety of tissues (Pegg et al., 1997; Wassenaar et al., 1995;

Wolfinbarger et al., 1991). In addition to the anticipated and observed mechanical destruction of

tissues by fracturing, it has been reported that fractures provide an interface for nucleation that can

initiate devitrification (Williams, 1989).

In his review of the physical properties of vitreous aqueous systems, MacFarlane (1987)

emphasized that information on the material properties of vitreous aqueous solutions does not exist.

Material properties such as thermal conductivity and fracture strength of aqueous solutions in the

glassy state have many similarities with their inorganic analogues that exist at normal temperatures,

for example, window glass and ceramics, but studies of these properties in the context of cryobiology

have not yet been made extensively. Nevertheless, some information on thermomechanical stresses

in frozen systems has begun to emerge in recent years, paving the way for comparable studies to

be undertaken in fully or partially vitrified tissues, as we outline in the following section.


24.4.2.3 Thermomechanical Stress during Cryopreservation of Tissues


Mechanical stress in a material is related to pressure, and it is the force per unit area that either

pulls the material apart (tensile stress) or presses it together (compressive stress). The magnitude

of stress is related to the deformation of the material, where deformation, or strain, is defined as

the change in geometric size relative to the initial size. When a material is at its original length,

with no force acting on it, the stress is zero. This stress increases as the material is stretched

(strained) while being maintained at a constant temperature. The rate at which stress increases with

increasing strain depends on the material; this material stiffness (elastic modulus) is much greater,

for example, in steel than in rubber. Some materials exhibit a more complex relation between stress

and strain. For some materials that have been stretched and then held at the stretched length, the

stress decreases with time; this is called stress relaxation. Biological materials often exhibit such
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time-dependent behavior. The rate of stress relaxation in materials generally tends to be lower when

the material is held at lower temperatures. Extensive testing is often necessary to determine how

the stress depends on straining, time, and temperature.

Changes of temperature produce another independent effect. Any material that is unrestrained

will undergo a change in size (thermal strain) when subjected to a change in temperature. Materials

in general, and tissues as they are cryopreserved in particular, shrink when they are brought from

physiological temperature down to lower temperatures. Extensive testing is necessary to determine

how the thermal strain (shrinkage) of a material depends on the temperature and possibly on the

rate at which the temperature is changed. Under these unrestrained conditions, when thermal

expansion or contraction is free to occur, the stress remains zero; that is, no forces act on the material.

As tissues are cryopreserved, they are externally free to shrink. However, in practice it is

impossible to cool a tissue, of realistic size, uniformly; the outside surface decreases in temperature

more rapidly than the inside. The outside of the tissue is forced to shrink less and the inside to

shrink more. The level of stresses that must arise to accommodate the differential shrinkage is

dependent on the stiffness and relaxation of the material. If these stresses are too severe, they have

the potential to produce fractures. There are methods of predicting the stresses that arise because

of nonuniform changes in temperature. These methods combine mathematical analysis with data

that capture both the thermal strain caused by uniform temperature changes (material unrestrained

at zero stress) and the time-dependent response of stress to strain as a function of temperature.

The development of stresses in biological tissues during freezing began being investigated after

Rubinsky et al. (1980) proposed that mechanical destruction to cell membranes could arise from

thermal expansion during freezing (known also as “thermal stress” or “thermomechanical stress”).

Calculations of stress in freezing biological tissues have been carried out by Rabin et al. showing

that thermal stress can easily reach the yield strength of the frozen tissue, resulting in plastic

deformations or fractures (Rabin and Steif, 1998, 2000; Rabin and Podbilewicz, 2000). The driving

mechanism of thermal stress is the constrained contraction of the frozen or vitrified tissue. It is

commonly assumed that thermal expansion of frozen biological tissues is similar to that of pure

water ice crystals (Rabin and Podbilewicz, 2000; Rubinsky et al., 1980), and Rabin et al. (1998)

have confirmed this experimentally. Moreover, their studies provided some preliminary insight with

regard to the effect of the presence of cryoprotectants on the thermal expansion. Results of pilot

expansion tests of rabbit muscle permeated by the cryoprotectants Me SO and glycerol solutions,

2

and pig liver perfused with Me SO solution, indicated that the cryoprotectants dramatically reduced

2

the thermal expansion at higher temperatures and created a maximum value of thermal expansion

within the temperature range of –70° to –100°C. A significant effect of the Me SO concentration

2

on the thermal expansion of pig liver was demonstrated, and it appears that the thermal expansion

decreases with the increase in Me SO concentration. A rapid change in thermal strain was observed

2

in the lobe suspected of attaining the highest concentration of Me SO, which could be related to

2

a change in physical properties associated with a glass transition. A more complete understanding

of the effect of cryoprotectants on thermal expansion during cooling will require further detailed

study in fully equilibrated tissues and with an experimental device designed specifically for vitrified

specimens (Y. Rabin, personal communication).

Further insight into the mechanical properties of frozen soft biological tissues has also been

provided by measuring the response of frozen liver, kidney, and brain to externally applied com-

pressive stresses (Rabin et al., 1996, 1997). The mechanical properties under study in this work

were the compressive strength and the elastic modulus. A new load chamber for measuring the

stress–strain relationship of frozen biological tissues in the cryogenic temperature range was

designed and constructed to enable such measurements. It was found that the stiffness of the frozen

tissues is of the same order of magnitude as that of sea ice and that the yield strength of frozen

tissues is up to one order of magnitude higher than that of sea ice; sea ice data are widely available

in the literature.
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A unique response of frozen biological tissues to compression was observed. We found elastic

behavior up to rather small strains, on the order of 0.005, and a sawtooth pattern of stress thereafter,

featuring a series of sudden stress drops followed by a linear return to a roughly constant upper

level of stress. It was suggested that the stress drops are associated with the formation of micro

cracks, which steadily accumulate until final failure. The highly heterogeneous nature of this

material may allow such cracks to appear, but not to propagate. Complete unloading leaves the

material with a permanent plastic strain; continued microcracking only resumed when the stress

was returned to the previous level at which microcracking occurred. Hence, it appears that the

mechanical response of frozen tissues can usefully be idealized by elastic perfectly plastic models

(Rabin et al., 1997). It was argued that the relationship between the thermal expansion coefficient

and the strength-to-stiffness ratio is the dominant factor for fractures to occur, as it represents the

relationship between the driven source and the consequential mechanical response in the frozen

material.

Rubinsky et al. (1980) were the first to suggest a model for prediction of thermal stress in the

context of cryobiology. Unfortunately, predictions of mechanical stresses were inconsistent with

one important observation of tissue destruction; namely, in cryobiological applications, severe

fractures often form at the early stages of thawing and not, as commonly expected, during cooling.

This phenomenon has recently been observed in cryopreserved blood vessels (Pegg et al., 1996).

Comparable observations in the context of cryosurgical applications have also been reported (Rabin

and Steif, 2000). This inconsistency prompted Rabin et al. to reexamine the assumptions underlying

the models of freezing tissues presented to date, as it is now thought that behavior at the freezing

front has not been properly modeled heretofore (Y. Rabin, personal communication). Specifically,

the deviatoric stress should be zero at an advancing freezing front. Parenthetically, the deviatoric

stress is the total stress minus the hydrostatic pressure; excessive deviatoric stress is known to be

linked with the likelihood of fracture formation in the theory of solid mechanics. Any volume-

preserving strain that occurs while the material is still in the liquid state cannot contribute to the

deviatoric stress. Therefore, material that has just solidified at an expanding freezing front must

start with zero deviatoric stress.

This new approach for thermal stress modeling of freezing tissues has been investigated recently

by Rabin and Steif (Rabin and Steif, 1998, 2000). Typical cryopreservation procedures were

analyzed by simulating an inward freezing of a sphere (Rabin and Steif, 1998), and a typical

cryosurgical protocol was analyzed by simulating an outward freezing of a sphere (Rabin and Steif,

2000). In both cases, closed-form solutions were obtained, and it was shown that simulation results

qualitatively follow experimental data. It was shown that for cryopreservation involving crystalli-

zation, the attendant potential for tissue destruction are unavoidable regardless of how slowly the

freezing is carried out, provided there is a substantial expansion associated with phase transition.

It was noted that the phase transition temperature may significantly decrease during the cryopreser-

vation process, because of the elevated hydrostatic pressure in the unfrozen region. This line of

research has not yet been expanded for the case of high cryoprotectant concentration and of the

very high cooling rate applicable to vitrification.

In summary, attention to the thermomechanical aspects of cryopreservation in recent years has

identified the key physical phenomena that contribute to mechanical stress and fracture formation.

These include the thermal expansion, which is the driving mechanism of the process; the

stress–strain relationship, which represents the behavior of the material under mechanical load; and

the strength of the material, a mechanical stress threshold above which tissue destruction or fractures

will occur. These phenomena are affected by many factors such as the temperature, the cooling

rate, the warming rate, and the cryoprotectant type and concentration. It is anticipated that systematic

study of these parameters and models will generate a more complete understanding of the conditions

necessary to avoid thermomechanical stresses during cryopreservation. In the meantime, practical

experience has shown that fracturing can generally be avoided by cooling and warming slowly below

the T
 . Studies in both frozen (Pegg et al., 1997) and vitrified (Song et al., 2000b; Taylor et al., 1999) g
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blood vessels have shown that relatively slow warming to –100°C, at which temperature the vitreous

material has softened, reduces the thermomechanical stresses and avoids macroscopic fractures.


22.4.3 ALTERNATIVE STRATEGIES FOR ACHIEVING VITREOUS CRYOPRESERVATION


It is clear from the foregoing discussion that the principal objective for achieving “ice-free”

cryopreservation is to limit the nucleation and growth of ice during cooling and warming. Although

there is now a considerable understanding of the physical processes involved in achieving this

objective, achievement in bulky biological samples remains a challenge principally because of the

constraints of heat transfer. Hence, successful application of this approach to the cryopreservation

of tissues calls for innovative ways to either limit ice nucleation and growth or restrict ice formation

to harmless sites within the tissue, as we have outlined above. It is worth emphasizing that ice per



se
 is not always synonymous with cryoinjury, provided that its growth is constrained within

appropriate limits (Mazur, 1988).

In view of this, it has been suggested that paradoxically, the promotion of ice nucleation might

provide an alternative approach to controlling ice damage. The basic premise is that the intentional

induction of very large numbers of nucleation events in the extracellular space would be less

destructive than an equivalent total amount of ice organized as sizeable ice crystals. Conceptually,

it might be feasible to induce nucleation on a massive scale in the region of a single temperature

and thereby avoid the consequences of large ice crystal formation, provided of course, that recrys-

tallization is also prevented. MacFarlane’s group (Forsyth and MacFarlane, 1986) demonstrated

that cooling conditions can be manipulated to produce an extremely high number density of small

crystallites that, even after growth is complete, remain sufficiently small (<0.5 µm) to cause

insignificant, observable scattering of ordinary light. For example, a 39% by weight solution of

propane diol was annealed (held at constant temperature) near T
 for 2 h and remained visibly

g

transparent. This experiment was attempted on the basis of previous observations that the nucleation

rate increases with decreasing temperature in aqueous solutions such as these, whereas the growth

rate, being a function of the transport properties, falls continuously as temperature is lowered. Thus,

growth of the individual crystallites will be slow and nucleation of any new crystallites can continue

such that the low-temperature annealing produces a sample containing a much higher density of ice

nuclei than a comparable sample would contain during a simple cool/warm cycle. The concept is to

anneal a vitrified tissue near T
 to provide for maximum nucleation and thereby prevent further growth g

during warming, as most of the freezable water would have already been consumed in the formation

of the nuclei. It was also noted in these studies that the concentrated solutions (39%) did not appear

to recrystallize (Forsyth and MacFarlane, 1986). By inference, ice crystallites smaller than the resolution of light might be expected to be innocuous to the integrity of tissues in which they form. However,

this assumption remains to be validated by direct experimentation in cryopreserved tissues.

Another approach to produce maximally nucleated samples is to spike the solutions with special

agents that promote nucleation. Products such as freeze-dried Pseudomonas syringae
 (commercially

available as Snowmax for the snow-making industry) are potent ice nucleators that have been used

experimentally to minimize supercooling in frozen samples (Fahy, 1998). It has been proposed that

combining efficient ice nucleators with an abundance of antifreeze compounds, such as antifreeze

peptides, might be a way to facilitate the formation and stabilization of myriads of supposedly harmless

ice nuclei (Fahy, 1998; see also Chapter 5 for a discussion of similar principles in plants). This concept also awaits specific investigation as a practical approach to vitreous cryopreservation of tissues.


22.4.4 ICE-GROWTH INHIBITORS


Through evolution, nature has produced several families of proteins that help animals (e.g., fish

and insects) and plants survive cold climates (see Chapters 3, 5, and 7). These proteins are known

collectively as antifreeze proteins (AFPs). AFPs have the ability to modify ice structure, the fluid
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properties of solutions, and the response of organisms to harsh environments. The natural AFPs

found in polar fish and certain terrestrial insects are believed to adsorb to ice by lattice-matching

(Davies and Hew, 1990) or by dipolar interactions along certain axes (Knight and Duman, 1986).

These molecules actually bind to the forming face of ice nuclei. By default, when temperature is

lowered sufficiently, growth occurs preferentially in the c
 -axis direction (perpendicular to the basal plane) in a series of steps. This abnormal growth mode produces long ice needles, or spicules, that

are much more destructive to cells and tissues than normal ice (Mugnano et al., 1995). Regardless,

these molecules confer a survival advantage on certain animals. These observations led to the

hypothesis that naturally occurring antifreeze molecules might be improved on by synthesis of mol-

ecules that will bind either to other ice nuclei domains or on stable ice crystals.

Discovery of new ice-inhibiting cryoprotectants for use in either classical cryopreservation or

in molecular ice control techniques and vitrification has become an important focus of the research

program of Organ Recovery Systems, (Des Plaines, IL and Charleston, SC). Chou (1992) mentioned

an intention to specifically design ice crystal growth inhibitors. However, his interest was confined

to minor modifications of existing naturally occurring AFPs and did not include preparation of de



novo
 synthetic nonprotein antifreeze molecules. Historically, serendipity has been responsible for most discoveries of cryoprotectants. A major focus of our research has been the intentional design

of synthetic ice blockers, which will combine with conventional cryoprotectants, and possibly

naturally occurring antifreeze compounds, to minimize ice nucleation and growth during deep

subzero cooling and subsequent warming. Two proprietary synthetic ice blockers have already

demonstrated exceptional ice-blocking capabilities in our preliminary studies, as described below.

A complementary approach has recently been published by Wowk et al. (2000), who described

the enhancement of vitrification solutions using synthetic polyvinyl alcohol. The mechanism of

action of this compound is not clear, but based on visual observations and calorimetry, Wowk et

al. suggest that polyvinyl alcohol blocks ice primarily by inhibition of heterogeneous nucleation.

Such compounds might therefore be classified as antinucleating agents, as opposed to “ice blockers”

that bind in some way to an ice nucleus and prevent or slow its growth into a damaging ice crystal.

Ice blockers are compounds that interact directly with ice nuclei or crystals to modify their

structure or rate of growth. Examples of naturally occurring compounds include the antifreeze

peptides and glycoproteins. Examples of synthetic compounds include the cyclohexanetriols and

cyclohexanediols. Their properties are distinct from those of other cryoprotective solutes that lower

the freezing point of solutions on a colligative basis. The latter are independent of chemical nature,

whereas the former are highly dependent on chemical structure.


22.4.5 PRELIMINARY PHYSICAL STUDIES ON THE EFFECT OF SYNTHETIC ICE



BLOCKING MOLECULES


We have used molecular modeling techniques to identify molecular conformations that might

complement the atomic spacing of hydrogen-bonding sites on the prism face of an ice crystal.

Hypothetically, these structures might be expected to hinder the growth of ice by lattice-matching

with available sites on the basal plane surface of an ice crystal, as illustrated in Figure 22.3. Such

considerations revealed that 1,3,5 cyclohexanetriol or its -diol derivatives possess the required bond

angles and distances to conform with this hypothesis and were selected as lead compounds in

preliminary physical studies to determine their efficacy in controlling ice growth (Fahy, 2001). A

variety of related molecular structures were tested, but 1,3 cyclohexanediol (1,3 CHD) and 1,4

cyclohexanediol (1,4 CHD) were found to demonstrate significant ice-blocking capability and

proved to be more soluble than 1,3,5 cyclohexanetriol, which was impractical to use at concentra-

tions greater than 3% (0.2 M
 ).

Tests were conducted with concentrations up to 0.5 M
 (6%) of the new agents added to one of

our preferred cryoprotectant mixtures. This solution (designated V49) is a slightly diluted version

of the VS55 baseline vitrification solution comprising Me SO (2.75 M
 ), 1,2-propane diol (2.0 M
 ), 2
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FIGURE 22.3
 Molecular-modeling representation of the orientation of a synthetic ice blocker (SIB) with the basal plane of ice to demonstrate lattice matching. The model illustrates a remarkable coincidence between the spacing of strategically located hydroxyls on the SIB backbone and the 4.5 and 7.4 Å spacing of forward-projecting oxygen atoms of ice.


TABLE 22.1



Bulk Phase Ice Crystallization Measurements from Image Analysis



Cryoprotectant Solution



Number of Ice Crystals



Total Area Occupied by Ice (%)


V49 (7.5M CPAs)

Indefinite

100

VS55 (8.4M CPAs)

50 ± 6

1.3 ± 0.1

V49 + NaCl (6%)

609 ± 104

22.2 ± 1

V49 + Sucrose (6%)

5 ± 2

99.8 ± 0.1

V49 + 1,3 CHD(6%)

173 ± 76

2.3 ± 0.7

V49 + 1,4CHD (6%)

107 ± 66

1.7 ± 0.5

DP6 (6.0M CPAs)

2300 ± 385

39 ± 8

DP6 + 1,3 CHD (6%)

0 ± 0

0 ± 0

DP6 + 1,4CHD (6%)

6 ± 3

0.1 ± 0.1


Note:
 CPA, cryoprotective additive; 1,3 CHD, 1,3 cyclohexanediol; 1,4 CHD, 1,4 cyclohexanediol.

and formamide (2.75 M
 ) and would not be expected to vitrify at low cooling rates under 1 atm

pressure (Fahy et al., 1995). When cooled to temperatures below –34°C at slow rates (<3°C/min),

V49 freezes with extensive ice crystallization throughout the sample (see Table 22.1). Cooling tests

with V49 were performed in the presence of single synthetic ice blocking (SIB) compounds (6%

w/v) or alternative control solutes of the same concentration known to have high colligative activity.

The purpose was to identify specific ice-blocking activity compared with the more general colligative

freezing-point depression function of additive solutes such as sodium chloride and sucrose. The data

in Table 22.1 show that the presence of these SIBs caused a dramatic reduction of ice crystal formation

and growth in bulk samples (75 mL) cooled to –100°C under slow cooling conditions.

Combinations of V49 and colligative solutes (e.g., NaCl and sucrose) yielded ice crystals in

more than 20% of the volume (nearly 100% in the case of sucrose). By contrast, the SIBs were

effective in reducing ice formation and growth such that the total ice volume in the bulk samples

was less than 2%. In the case of our newer vitrification medium (DP6), which is a modification of

VS55 that omits formamide (demonstrated to be a toxic component for several cell types; Campbell

et al., 1999) and contains only 6.0 total CPA solutes (3 mols/l each of Me SO and Propanediol),

2

the addition of the SIBs was effective in reducing the amount of ice from approximately 40% to

negligible levels (data summarized in Table 22.1).
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FIGURE 22.4
 Kinetics of linear ice crystallization growth in vitrification solutions as a function of temperature. Solid lines represent the third-order regression curves fitted to the data with 95% confidence limits shown as dotted lines. DP6U-CV is DP6 solution prepared in Unisol (Organ Recovery Systems, Des Plaines, IL) cryoprotectant vehicle solution (Taylor et al., 2001; see text for details).

In additional experiments, the most effective ice-blocking compounds were evaluated for their

ability to affect the kinetics of ice growth using cryomicroscopy. Figure 22.4 shows the linear ice

growth rate measurements in both V49 and DP6 solutions alone and in solutions containing 6%

sucrose or 1,3 CHD. Similar to the results in bulk solutions, the SIB molecule was more effective

at slowing the rate of ice crystal growth in both solutions compared with sucrose at equal concen-

trations. 1,3 CHD has been shown to be highly effective for reducing the rate of growth to a very

low level over the entire temperature range below the freezing point of V49 or DP6. Importantly,

this combination of solutes proved more effective at controlling ice crystal growth than the baseline

VS55 vitrification solution.

In comparable experiments using AFPs and antifreeze glycoproteins (AFGP), there was no

statistical reduction in ice crystal growth rate by addition of either AFP III or AFGP to the V49

solution. This indicates that the small synthetic compounds exert their effect by a different mode

of action to the much larger AFPs. Traditionally, the physical properties of AFP in solution have

been quantitatively evaluated by nanoliter osmometry to determine the degree of thermal hysteresis.

This is the difference between the freezing and melting points of a solution containing so-called

“thermal hysteresis proteins” and typically amounts to a fraction of a degree depending on con-

centration (Barrett, 2001; Clarke et al., 2002; Duman et al., 1993; Ewart et al., 1998; Tyshenko et

al., 1997). Using this technique, we have undertaken some preliminary experiments to examine the

effect of our synthetic compounds on the thermal hysteresis (TH) of AFGP. Figure 22.5 illustrates

the thermal hysteresis for AFGP as a function of concentration measured using a nanoliter osmom-

eter (Clifton, Hartford, NY). Addition of 0.5 M
 1,4-CHD (60 mg/mL) to AFGP had no significant

effect, but in preliminary experiments using a similar concentration of 1,3-CHD, TH of the glyco-

protein appears to be increased by ~35% at every protein concentration increment (Figure 22.5B).

Another highly significant finding was the changes seen in the ice crystal shapes as they formed

in the presence of AFGP and 1,3-CHD. It is well documented that when an AFP solution is cooled

to subzero temperature, the protein binds to the prism surface of hexagonal ice crystals and limits

the growth along the a-
 axis (basal plane), but it does not affect the growth of the crystal along the c
 -axis (perpendicular to the basal plane). The result is the formation of needle-shaped ice spicules that are far more damaging to the frozen tissues and cells than normal hexagonal ice crystals

(Mugnano et al., 1995). Addition of 1,3-CHD to the AFGP solution not only retarded the growth

of ice crystals (at very low temperatures), it also changed the shapes of the forming ice crystals to
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FIGURE 22.5
 Thermal hysteresis of antifreeze glycoprotein (AFGP) and SIB molecules. Addition of 1,4

cyclohexanediol (0.5 M
 ) or NaCl (0.1 M
 ) to AFGP did not affect thermal hysteresis of the protein (A). A similar concentration of 1,3 cyclohexanediol potentiated thermal hysteresis of AFGP by 35% at various protein concentrations (B).

hexagonal, rectangular, or trapezoid forms as detected in the nanoliter osmometer. These observa-

tions could have a significant effect on designing new preservation media for freezing and storage

of biological samples.
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22.5 SYNOPSIS OF VITRIFICATION COMPARED WITH FREEZING,



AND THE ADVANTAGES OF VITREOUS CRYOPRESERVATION


Conventional cryopreservation techniques, which require the substitution of up to 30% of cell water

by a cryoprotective compound permit storage of many types of cells at deep subzero temperatures

(typically <–100°C). When the rate of cooling is low enough, ice forms exclusively outside the

cells and the external osmolality rises, dehydrating the cells. In fact, the ice is external to the system that it is desired to conserve, namely the cell, and the concentrated cell contents eventually solidify

as an amorphous glass; that is, the cells vitrify. If cooling is too rapid to permit dehydration, and

the cell contents actually freeze, the cell is invariably destroyed. It is noteworthy that this result

shows that cells can tolerate the vitreous state. It has now been established beyond any doubt that the principal problem in attempting to cryopreserve tissues and organs is that ice forms within the

system that it is desired to preserve, albeit outside the cells, and destroys both structure and function (Pegg, 1989; Taylor, 1984; Taylor and Pegg, 1982). It is clear that more than cell survival is needed

in tissue preservation; complete structural integrity is vital. We have shown that some tissues and

organs are severely damaged by extracellular ice and a mechanism that is adequate to account for

the effect of extracellular ice in vascularized tissues – the rupture of capillaries by accumulating

ice – has been demonstrated (Pegg, 1987; Pollock et al., 1986; Rubinsky and Pegg, 1988).


22.5.1 AVOIDANCE OF ICE


If a sufficiently high concentration of CPA could be used, the formation of ice would be avoided

completely. The rates of cooling and warming are then unimportant because there is no driving

force for transmembrane water movement and no ice to recrystallize during warming. The concen-

tration of CPA necessary to avoid freezing is very high (typically ~60%) and “compatibility” (the

absence of deleterious effects of the solute itself) is the essential problem such that the concentration of solute required is unattainable at suprazero temperatures. By taking advantage of the temperature

dependence of most toxic actions, it is possible to increase the concentration progressively as the

temperature is reduced. It was shown some years ago that by using this approach to increase the

concentration of Me SO in a stepwise manner to remain above the equilibrium freezing point during

2

cooling, it was possible to recover smooth muscle tissue with a high degree of stimulated contractile

function (Taylor et al., 1978; Elford and Walter, 1972b).

More recently, an alternative approach has been explored, based on dynamic features, to reduce

the amount of ice by selecting sufficiently high cooling rates to prevent ice nucleation. This approach

produces a metastable state that is at risk of devitrifying (recrystallization) during warming, and

ice formation during warming is just as injurious as during cooling. Nevertheless, vitrification

procedures by this technique have been developed and shown to provide effective preservation for

a number of cells, including monocytes, ova and, early embryos and pancreatic islets (Bodziony

et al., 1994; Fahy, 1988; Jutte et al., 1987a, 1987b; Rall, 1987; Rall and Fahy, 1985; Takahashi et

al., 1986). Vitrification refers to the physical process by which a concentrated solution of CPAs

solidifies during cooling without crystallization. The solid, called a glass, retains the normal

molecular and ionic distributions of the liquid state and is therefore usually considered to be an

extremely viscous supercooled liquid. The difference between conventional cryopreservation and

vitrification lies not in the occurrence of vitrification in only the latter method, but in the means

by which vitrification is produced—by extracellular freezing and progressive cell dehydration

during cooling in conventional preservation, and by achieving a vitrifiable system at the outset in

vitrification (Pegg and Diaper, 1990).

When materials are vitrified, no ice forms, even at cryogenic temperatures. The formation of

ice is prevented by the presence of high concentrations of chemicals that interact strongly with

water and, therefore, prevent water molecules from interacting to form ice. It has been shown that

depressing the homogeneous nucleation temperature until it equals T
 permits vitrification of

g
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macroscopic biological systems. Prevention of freezing means that the water in a tissue remains

liquid during cooling. As cooling proceeds, however, the molecular motions in the liquid permeating

the tissue decrease. Eventually, an “arrested liquid” state known as a glass is achieved. A glass is

a liquid that is too cold or viscous to flow. A vitrified liquid is essentially a liquid in molecular

stasis. Vitrification does not have any of the biologically damaging effects associated with freezing

because no appreciable degradation occurs over time in living matter trapped within a vitreous

matrix. Vitrification is potentially applicable to all biological systems.


22.5.2 ADVANTAGES OF THE VITRIFICATION APPROACH


Cryopreservation by the complete vitrification of the tissue suspension offers several important

advantages compared with procedures that allow or require crystallization of the suspension. First,

complete vitrification eliminates concerns for the known damaging effects of intra- and extracellular

crystallization. Second, tissues cryopreserved by vitrification are exposed to less-concentrated

solutions of CPAs for shorter periods of time. For example, during a typical cryopreservation

protocol involving slow freezing to –40° or –70°C, cells are exposed to solutions whose concen-

tration increases gradually to 21.5 and 37.6 osmolal, respectively. In contrast, cells dehydrated in

vitrification solutions are exposed for much shorter periods of time to less than 18 osmolal solution,

although the temperature of exposure is higher (Rall, 1987). Third, unlike conventional procedures

that employ freezing, vitrification does not require controlled cooling and warming at optimum

rates—cooling and warming need only be rapid enough to prevent crystallization, and this can

generally be achieved without the need for specialist equipment. It is widely anticipated, therefore,

that for many integrated multicellular tissues, vitrification may offer the only feasible means of

achieving cryopreservation without ice damage, and for some tissues such as pancreatic islets that

appear to partially withstand cryopreservation by freezing, vitrification offers a number of practical

advantages that will be attractive in tissue engineering, as indeed they have been for embryo banking

(Rall, 1987). On this basis we have committed to pursuing vitrification techniques for complex

tissues, as we discuss in the remainder of this chapter.


22.6 APPLICATION TO VIABLE TISSUES


In a recent editorial article in the journal Science
 (Kaiser, 2002), “New Prospects for Putting Organs on Ice” were discussed with the focus on the need for ice-free cryopreservation methods. The

consensus opinion is that viable tissues such as blood vessels, corneas, and cartilage that have

proved refractory to cryopreservation using conventional freezing methods can only be successfully

preserved with an adequate degree of poststorage function if steps are taken to prevent or limit the

amount of ice that forms during the cooling and warming. Some of the recent work that has

contributed to this consensus will be summarized here.

Kaiser’s 2002 editorial article in Science
 accurately summarizes the state-of-the-art of tissue and organ cryopreservation in that year. Clearly, ice-free approaches have taken preeminence over the futile

prospects of fine-tuning conventional freezing techniques to yield adequate methods for cryopreserving

structured tissues and organs. The historical background to the ideals of a vitrification approach has

already been outlined earlier in this chapter, and much of the current-day impetus for pursuing this

approach is credited to Fahy’s dedication over two decades to attempt vitreous cryopreservation of

kidneys (Fahy, 1989; Fahy and Hirsch, 1982; Fahy et al., 1990). Although his ultimate objective remains

elusive, the basic science that he and his collaborators have generated along the way has contributed

significantly to the recent advances in this field. The successful application of vitrification as an

alternative method for cryopreservation of embryos (Paynter et al., 1997; Rall, 1987; Rall and Fahy,

1985) and pancreatic islets (Bodziony et al., 1994; Jutte et al., 1987a, 1987b) provided enthusiasm for

the prospect of applying these techniques to other tissues such as corneas, blood vessels, and cartilage

that cannot be adequately preserved using freezing methods.
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22.6.1 CORNEAS


Armitage et al. (Armitage and Rich, 1990; Armitage et al., 2002; Hall and Armitage, 1999; Rich

and Armitage, 1991) focused principally on the formulation of the cryoprotectant solutions that

would promote vitrification of rabbit corneas. Their work in this area culminated in a demonstration

that corneas equilibrated in a solution containing 50% (v/v) propane-1,2-diol, 0.25 M
 sucrose, 6%

(w/v) polyethylene glycol, and 2.5% (w/v) chondroitin sulfate could be vitrified, as judged by the

absence of visible ice, when cooled to –110°C at approximately 6°C/min. Nevertheless, under these

conditions devitrification was reported to be a persistent problem, indicating that the cooling and

warming conditions have not yet been sufficiently optimized to avoid ice crystallization altogether.

Similar problems were encountered by Bourne and Nelson (1994) during their attempts to

vitrify human corneas using a solution containing 3.1 M
 Me SO, 3.1 M
 formamide, and 2.2 M
 1,2-2

propane diol in a corneal storage solution with 2.5% (w/v) chondroitin sulfate. It was demonstrated

in these studies that increasing the time of exposure of each step in the cryoprotectant addition

protocol from 10 to 25 min at 0°C permitted sufficient CPA permeation into the tissue to avoid

any detectable ice in the corneas during cooling at ~10°C/min. However, this prolonged CPA-

loading protocol led to unacceptable damage to the corneal endothelium, with the conclusion that

further advances for cryopreservation of corneas using a vitrification technique will require careful

optimization of the loading and unloading protocols for the cocktails known to vitrify at practical

cooling rates (Bourne and Nelson, 1994). It is clear, therefore, that significant advances have been

made toward ice-free cryopreservation of corneas, giving encouragement that this remains a rea-

sonable approach for the development of improved methods of cryopreservation.


22.6.2 VASCULAR GRAFTS


In recent years, an increasing and sometimes urgent need has developed for prosthetic blood vessels

for arterial bypass surgery. These prostheses are required for graft replacements in redo procedures and

when autologous vessels are not available. In the present era of arterial replacement, at least 345,000

to 485,000 autologous coronary grafts (either arteries or veins; American Heart Association, 1996;

British Cardiac Society, 1991) and over 200,000 autogenous vein grafts (Callow, 1983) into peripheral

arteries are performed each year. A recent marketing report indicated that at least 300,000 coronary

artery bypass procedures are performed annually in the United States, involving in excess of 1 million

vascular grafts (Frost and Sullivan, 1997). Many of these patients do not have autologous veins suitable

for grafts because of preexisting vascular disease, vein stripping, or use in prior vascular procedures.

It has been estimated that as many as 30% of the patients who require arterial bypass procedures will

have saphenous veins unsuitable for use in vascular reconstruction (Edwards et al., 1966).

Cryopreserved allogeneic veins are being used clinically (Brockbank et al., 1992; McNally et

al., 1992). However, in vivo
 studies using these grafts in both animal models and patients have

demonstrated poor long-term patency rates (Müller-Schweinitzer et al., 1998; Stanke et al., 1998;

Almassi et al., 1996). These grafts also demonstrate reduced endothelial cell functions and impaired

smooth muscle contractility after cryopreservation (Brockbank, 1994). In light of this, we have

entertained the hypothesis that prevention of ice formation in blood vessels by an alternative

cryopreservation approach, vitrification, will optimize cell functions and minimize extracellular

matrix damage, resulting in more effective, durable grafts. We have recently completed studies on

the vitrification of both veins and arteries (described in the next section).


22.6.2.1 Vitrification of Veins


A study was designed to evaluate a vitrification approach to storing a vascular tissue model (rabbit

jugular vein) compared with a standard commercial method employing slow cooling with dimethyl
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FIGURE 22.6
 Incremental steps for the addition and removal of VS55 solution in the baseline vitrification process. During dilution the EuroCollins vehicle solution was supplemented with 300 m M
 mannitol as an osmotic buffer.

sulfoxide (Me SO) and chondroitin sulfate as the cryoprotective agents (Brockbank, 1994; Brock-

2

bank et al., 1992; McNally et al., 1992). This method was developed during several years of

optimization studies by Brockbank and his colleagues for CryoLife, Inc., and remains the most

widely used method of cryopreservation for clinical vascular grafts (Brockbank et al., 1992;

McNally et al., 1992) because of CryoLife’s dominance in the U.S. marketplace.

Following Brockbank’s method for conventional cryopreservation involving freezing, the tissue

was initially immersed for 20 min in HEPES-buffered Dulbecco’s Modified Eagle’s Medium

(DMEM) containing 1 M
 Me SO, 2.5% chondroitin sulfate, and 10% fetal calf serum at 4°C.

2

Samples were then cooled at a controlled rate of 1.0°C/min to –80°C and finally transferred to

liquid nitrogen for storage. Thawing was accomplished by immersing the containers in a water

bath controlled at 37°C until all ice had visibly disappeared, whereupon the containers were

transferred to an ice-bath for elution of the CPA. This was achieved in sequential steps in which

the tissue samples were transferred to DMEM containing 0.5 M
 , 0.25 M
 , and finally 0 M
 mannitol as an osmotic buffer.

A method for vitrification of vein rings and segments was developed in which a baseline

vitrification medium (designated VS55 to reflect that it comprises 55% [w/v] total cryoprotective

solutes, but previously designated as VS41A by its originators [Mehl, 1993]) was used to replace

at least 50% of the tissue water with a combination of CPAs. The VS55 solution consisted of 3.1


M
 Me SO, 3.1 M
 formamide, and 2.2 M
 1,2-propane diol in EuroCollins solution (Fahy, 1988; Rall 2

and Fahy, 1985); the full strength mixture was added, and removed in stepwise manner as outlined

in Figure 22.6. This protocol was introduced as a baseline technique, and no attempt to optimize

the method was attempted at this stage (Song et al., 2000b; Taylor et al., 1999). In the vitrification

experiments with vein rings, the tissue was immersed in vitrification solutions in glass vials at each

step. Experiments with vein segments were carried out using a perfusion technique as follows.

The external jugular vein was perfused in situ
 to remove blood from lumen. A 4- to 5-cm length

of vein was cannulated in situ
 at its distal end, and perfusion was performed for addition and

removal of vitrification solution in these isolated veins. The perfusion system consisted of a reservoir

(a 60-cc syringe) connected to the cannula with three-way stopcock. The reservoir was adjusted to
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TABLE 22.2



Maximal Physiological Responses of Rabbit Jugular Veins



Drug



Control (g)



Frozen (g)



%



Control (g)



Vitrified (g)



%


Histamine

2.08 ± 0.15

0.52 ± 0.05*

25.0

1.78 ± 0.19

1.55 ± 0.27*

87.1

Bradykinin

1.70 ± 0.18

0.50 ± 0.05*

29.0

1.75 ± 0.18

1.49 ± 0.15*

85.1

Angiotensin II

0.94 ± 0.09

0.17 ± 0.04*

18.0

0.58 ± 0.06

0.49 ± 0.09*

84.5

Norepinephrine

0.87 ± 0.19

0.13 ± 0.03*

14.9

0.99 ± 0.12

0.83 ± 0.14*

83.8


Note
 : Data are expressed in grams of maximal tension generated. Values are means ± S.E.M.


%,
 percentage of corresponding fresh controls; frozen, vein rings cryopreserved with 1.0 M


Me SO (n = 28–32); vitrified, vein rings vitrified with vitrification solution (n = 26); control, 2

fresh vein rings (control for cryopreserved vein rings, n = 12–16; control for vitrified vein rings,

n = 11–15).


*
 P
 < .0001 vs. fresh controls.

provide physiologic pressure by adjusting its height to provide a hydrostatic pressure of 80 to 100

mmHg at the cannula. The vein was placed in a Petri dish containing vitrification solution precooled

to 4°C, and the dish was placed on ice during the perfusion process. Vitrification solution was

added in six steps and removed in seven steps as shown in Figure 22.6.

Vitrification was achieved by cooling the samples rapidly (43° ± 2°C/min) to –100°C, followed

by slow cooling (3° ± 0.2°C/min) to –135°C, whereupon they were transferred to a –135°C freezer

for at least 24 h. Rewarming was accomplished in two stages: initially, samples were warmed

slowly to –100°C (30° ± 2°C/min) and then warmed rapidly (225° ± 15°C/min) to melting,

whereupon the vitrification solution was eluted in a stepwise manner as shown in Figure 22.6.

Finally, all preserved samples were returned to physiological DMEM medium in preparation for

viability testing or transplantation (Song et al., 2000b; Taylor et al., 1999).


In vitro
 function of fresh control tissue from each rabbit or preserved rings was assessed using

a physiological organ-bath technique (Song et al., 1994, 1995). Each vein ring segment was mounted

between two stainless steel wire hooks suspended in a custom organ bath (Radnoti, Monrovia, CA)

containing 5 mL Krebs’-Henseleit solution, which was gassed continuously with 95% O /5% CO

2

2

at 37°C. One hook was fixed to the base of the organ chamber and the other was connected to a

force transducer (Myograph F-60, Narco Bio-Systems, Houston, TX). Isometric contractile tensions

were measured by adding a variety of agonists and antagonists to the tissue in the organ baths and

recording the changes in developed tension relative to baseline values. The panel of drugs used in

this study included histamine, bradykinin, angiotensin II, norepinephrine, and sodium nitroprusside.

Because baseline responses can vary between different freshly isolated veins, the experimental

design included paired controls for each preserved vein by testing the contractile responses of fresh

untreated sample rings from each jugular vein harvested for the preservation studies.

The maximal contraction of fresh, frozen, and vitrified vein rings in response to the panel of

agonists is shown in Table 22.2 (The data has been published in graphical form elsewhere; Song

et al., 2000b). It can be seen that the maximum contractions achieved by the vitrified blood vessel

rings in response to all four agonists were greater than 80% of fresh matched controls. In marked

contrast, the maximum contraction index for frozen rings was less than 30% of fresh matched

controls. Smooth muscle relaxation tests using sodium nitroprusside as the agonist drug showed

that vitrified veins produced maximum relaxation of the precontraction. This response was similar

to that of fresh control veins. In contrast, cryopreserved veins reached only 66% relaxation ( P
 <

.01). Moreover, the dose response curves showed that the vitrified vessels demonstrated similar, if

not slightly enhanced, drug sensitivities compared with untreated controls, whereas frozen vein

rings exhibited decreased drug sensitivities (Song et al., 2000b).
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22.6.2.2
 
In Vivo

 Studies



22.6.2.2.1 Graft Patency


Autologous vein implantation studies showed that the patency of fresh and vitrified rabbit jugular

veins was not significantly different after 2 and 4 weeks, with both groups exhibiting short-term

patency rates of ∼90% (Song et al., 2000a).


22.6.2.2.2 Graft Histology


Graft rupture, aneurysm, thrombosis, or inflammatory infiltration was not noted in any of the patent

grafts. Vitrification had not altered the pathophysiological cascade of events that occur when a vein

graft is inserted into the arterial system. The vitrification process did not appear to induce any

adverse effects locally or systemically in vivo
 . Morphological studies at both the light and ultrastructural level confirmed that vitrification had preserved endothelial cell and smooth muscle cell integrity

posttransplantation. Details of these studies have been published elsewhere (Song et al., 2000a).

The demand for cryopreserved allogeneic veins is growing despite the well-documented

immune response to these grafts and the low clinical patency rates. Between 1985 and 1992,

approximately 3000 cryopreserved allogeneic vein segments were used for arterial bypass (McNally

et al., 1992); however, the allograft veins cryopreserved using conventional cryopreservation meth-

ods produced less satisfactory results. Walker et al. (1993) reported that the cumulative survival

rate was 14% and the cumulative secondary patency rate was 37% at 18 months. The grafts

demonstrated reduced endothelial cell functions and impaired smooth muscle contractility after

cryopreservation in vitro
 and poor long-term patency rates in vivo
 (Field et al., 1969; Gelbish et al., 1986; Jackson and Abel, 1972; Sellke et al., 1991; Showlater et al., 1989; Stephen et al., 1978;

Tice and Zerbino, 1972). Our recent studies using an autologous animal model clearly demonstrate

a significant benefit of vitrification for preservation of graft function.


22.6.2.3 Effects of Storage Temperature and Duration on the Stability



of Vitrified Blood Vessels


As discussed above, a major concern regarding vitrified tissue storage has been glass stability at

very low storage temperatures. Because of this, it has proved advisable for vitrified tissue samples

to be stored a few degrees below the solution glass transition point ( T
 ′ ; –123°C for the VS55

g

solution used as a baseline solution in our studies). We further tested the hypothesis that vitrified

materials would be stable at less than –160°C (±10°C) compared to –130°C. Rabbit jugular veins

were vitrified using our standard vitrification protocol. The stability of the glass (the absence of

ice crystallization) during storage and on rewarming was verified by visual inspection. Cell viability

was assessed using the smooth muscle physiology method. There were five groups in this study:

group 1, fresh control; group 2, vitrified veins stored at –130°C for 4 weeks; group 3, vitrified

veins stored at –130°C for 4 months; group 4, vitrified veins stored at the temperature less than

–160°C (vapor-phase liquid nitrogen) for 4 weeks; group 5, vitrified veins stored at the temperature

less than –160°C for 4 months. The results showed that there was no ice formation in the vitrified

samples during storage at either –130°C or less than –160°C. In vitro
 function of fresh control

tissue from each rabbit or preserved rings was assessed using a panel of drugs as before. The

maximum contractions achieved by the vitrified blood vessel rings stored at either –130°C or less

than –160°C for either 4 weeks or 4 months were similar to veins stored for 24 h. The responses

of stored samples were not significantly different to fresh controls for three of the four agonists.

Smooth muscle relaxation tests using sodium nitroprusside (endothelium-independent) as the ago-

nist drug showed that vitrified veins produced maximum relaxation of the precontraction. This

response was similar to that of fresh control veins. Endothelium-dependent smooth muscle relax-

ation was tested using acetylcholine. No deterioration was observed at –160°C or over time. Dose

response curves showed that the stored vessels demonstrated similar drug sensitivities compared

with untreated fresh controls. This study demonstrated that the glass stability of vitrified samples
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can be retained during vapor-phase liquid nitrogen storage and that the cell viability is maintained

for at least 4 months.


22.6.2.4 Vitrification of Arteries


Additional studies focused on arteries to determine whether the methods effective for veins also

work for arteries. There is an extensive literature indicating that autologous internal mammary,

gastroeploic, and radial arteries are superior in terms of patency to autologous venous grafts. The

autologous internal mammary artery has superior long-term patency when it is employed with a

pedicle so that its vasa vasoral blood supply is uninterrupted (Barner et al., 1985; Loo et al., 1986;

Zeff et al., 1988). Autologous arterial conduits used as free grafts, including internal mammaries

and gastroeploic, radial, and inferior epigastric arteries, have similar or better patency rates than

autologous saphenous veins (Acar et al., 1992; Loop et al., 1986; Mills and Everson, 1989; Puig

et al., 1990).

A study was therefore undertaken to evaluate the feasibility of vitrification for arterial graft

preservation of small-caliber arteries (<6 mm internal diameter) for clinical implantation. For this,

our baseline vitrification method developed for veins was applied to arterial segments. However,

there have not been any studies of small-diameter cryopreserved or fresh allogeneic arteries to

compare with the studies of cryopreserved allogeneic saphenous veins for either coronary or

peripheral artery bypass. Larger diameter allogeneic arteries may have been used as arterio-venous

shunts for dialysis or in association with pulmonary or aortic allograft heart valves. Justification

of research on small-diameter artery preservation based on the need for peripheral and coronary

grafts is inappropriate and misleading, as allogeneic internal mammary arteries, gastroeploic arter-

ies, and redial arteries are not being used clinically.

During rewarming of vitrified samples, a transparent glassy vitrification solution could be

visualized at the early stage of warming, providing visible evidence that, at least by visual criteria,

vitrification of the samples had been achieved. As with the prior vein study, cryosubstitution was

used to confirm there was no detectable ice in the vitrified arteries, but extensive ice cavities were

prevalent throughout the arterial specimens cryopreserved by the traditional method of freezing.

After rewarming and removal of cryoprotective agents, vessel function was evaluated using an


in vitro
 contractility test. The maximum contractions achieved by the vitrified blood vessel rings in response to norepinephrine and phenylephrine were similar to those of fresh controls. In marked

contrast, the maximum contraction index for frozen rings was less than 30% of fresh control arteries.

In addition, vitrified arteries did not show significantly different sensitivity to the agonists compared to controls, whereas frozen arteries were significantly less sensitive to the agonists compared to

control arteries ( P
 < .05; Figure 22.7). Smooth muscle relaxation tests using sodium nitroprusside (endothelium independent) showed that vitrified and fresh control arteries relaxed to a similar

degree. In contrast, frozen arteries reached only 9% relaxation ( P
 < .001). Endothelium-dependent smooth muscle relaxation was tested using the calcium ionophore A23107. Although the maximum

response in vitrified samples was compromised when compared with fresh controls (37 vs. 68%),

the mean response was superior to the frozen vessels, which achieved only 28% relaxation. As

with the veins, it was clear that prevention of extracellular ice formation improved vascular smooth

muscle function.

Our current study outlined above demonstrated that vitrification is superior to conventional cryo-

preservation methods in preservation of rabbit carotid arteries. The VS55 solution preserved vascular

smooth muscle function, but endothelial functions were not significantly better than in conventionally

preserved arteries. VS55 was originally designed for vitrification of kidney slices (Mehl, 1993), and

its composition may not be optimal for preservation of arterial endothelial function. Earlier studies had demonstrated significant improvements in endothelial function of vitrified veins compared with conventionally frozen veins (see previous section). Modification of the formulation of the vitrification

cocktail and process are being investigated to improve arterial functions.
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FIGURE 22.7
 Maximal contractile responses of fresh, vitrified, and cryopreserved rabbit carotid arteries to noradrenaline. Arteries were either vitrified with VS55 solution or cryopreserved at a controlled rate (1°C/min) with 15% Me SO. All values are means ± SEM (n = 8). The P
 values were calculated using an unpaired 2

Student’s t
 -test.


22.6.3 ARTICULAR CARTILAGE


Fresh osteochondral allografts have proven to be effective and functional for transplantation.

However, the limited availability of fresh allograft tissues necessitates the use of osteoarticular

allograft banking for long-term storage (Bakay et al., 1998; Marco et al., 1992; Malinin et al.,

1985; Ohlendorf et al., 1996) .
 Although cryopreservation by means of freezing is currently a

preferred method for storing tissue until needed, conventional protocols result in death of 80 to

100% of the chondrocytes, along with damage to the extracellular matrix as a result of ice formation.

These detrimental effects are the main obstacles preventing successful clinical outcome of osteo-

chondral allografts (Ohlendorf et al., 1996; Stone et al., 1998; Tomford et al., 1984) and commercial

success of tissue-engineered cartilage constructs 
.

 Allogeneic cartilage is generally considered immunologically privileged because of an absence of both blood vessels and a lymphatic system.

Recipient immunosurveillance cells do not, therefore, come into contact with the graft’s chondro-

cytes, and immunotherapy is not required for graft function. As a consequence, the search continues

for a better preservation method.

Isolated chondrocytes can be preserved using conventional cryopreservation methods involving

freezing; however, chondrocytes embedded in their natural matrix are extremely difficult to preserve.

Studies using a variety of animal articular cartilage models (Ohlendorf et al., 1996; Marco et al.,

1992; Muldrew et al., 1994; Wu et al., 1998) and human cartilage biopsies (Stone et al., 1998)

have revealed no more than 20% chondrocyte viability following conventional cryopreservation

procedures employing either Me SO or glycerol as cryoprotectants. Ohlendorf et al. (1996) used

2

a bovine articular cartilage, osteochondral plug model to study their clinical cryopreservation

protocol. This protocol employed slow-rate cooling and 8% Me SO as the cryoprotectant. They

2

observed loss of viability in all chondrocytes except those in the most superficial layer at the

articular surface. Muldrew et al. (1994) previously investigated chondrocyte survival in a similar

sheep model. These researchers observed cells surviving postcryopreservation close to the articular

surface and deep at the bone/cartilage interface. The middle layer was devoid of viable cells. More

recently, Muldrew et al. (2001) demonstrated improved results using a step-cooling cryopreservation

protocol, but cell survival posttransplantation was poor, and again there was significant loss of cells

in the midportion of the graft. The reason for lack of cell survival deeper than the superficial layers
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FIGURE 22.8
 Light microscopy of vitrified and frozen cryosubstituted articular cartilage. (A) Vitrified cartilage. The matrix shows little evidence of ice; the tangential layer (T) reveals an elliptical chondrocyte (C) within its lacuna. The deeper chondrocytes (arrow) show some shrinkage. (B)
 Frozen cartilage. The chondrocytes within the ice-filled lacunae (arrows) appear totally disrupted; the deep matrix has considerable ice formation (white spaces). The chondrocytes (C) within the superficial and tangential layer (T) appear to have less ice. (100×).

of articular cartilage is most likely multifactorial and related principally to heat and mass transfer

considerations (Karlsson and Toner, 1996). Surface cells freeze and thaw more rapidly than cells

located deep within the matrix. This phenomenon could result in a greater opportunity for ice to

form, both within cells and in the extracellular matrix, deeper within the articular cartilage.

Furthermore, typically employed concentrations of Me SO (8 to 20%) may not penetrate adequately

2

to limit intracellular ice formation.

In view of the consistently poor outcome of classical cryopreservation of articular cartilage

reported by several groups, we hypothesized that vitreous cryopreservation would provide improved

recovery. This hypothesis was tested by using the baseline vitrification method that had proved to

be effective for the improved cryopreservation of vascular grafts (described above; Song et al.,

2000a, 2000b). Refrigerated cartilage was used as a positive control for viability.

Cryosubstitution studies of frozen and vitrified articular cartilage samples revealed negligible

ice in the vitrified specimens (Figure 22.8A) and extensive ice formation, both in the extracellular

matrix and deeper lacunae, in frozen specimens (Figure 22.8B) by light microscopy. Some cell

shrinkage was observed in the lacunae of vitrified specimens (Figure 22.8A), which was most likely

related to high concentrations of cryoprotectants.

Viability was assessed using two methods: fluorescent microscopy using a live/dead stain, and

a metabolic assay employing alamar blue. The fluorescence studies allowed observation at 30 to

50 µm deep into the tissue, and the metabolic assay gave an overview of cell viability for the entire

implant. Figure 22.9 is representative of the three experiments performed in a preliminary study.

Figure 22.9A depicts a quantitative estimate of the relative fluorescent intensity readings using

calcein (viable) stain and indicates vitrified tissue had approximately 80% of the viability of fresh

controls, whereas the frozen cryopreserved tissue was less than 13% viable. Moreover, the oxida-

tion-reduction indicator, alamar blue assay indicated that the metabolic activity of vitrified samples

was approximately 85% of fresh samples (Figure 22.9B) (Song et al., 2004b).

These studies combine to demonstrate that the vitrification process results in ice-free preser-

vation of rabbit articular cartilage tissue and that between 80 and 85% of the cells were alive

following rewarming. Frozen samples contained ice within the cells and the matrix, with the

exception of the articular surface, where some viable cells were observed. For an in vivo
 assessment of survival and function of osteochondral allografts, tissue samples were randomly assigned to the

three treatment groups: fresh, vitrified, and frozen. The O’Driscoll Score (O’Driscoll et al., 1985)
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FIGURE 22.9
 Viability assessments of articular cartilage samples using two fluorescence assays. (A) shows the mean (± sem) of four experiments using Calcein AM (measures intracellular esterase activity). (B) shows the mean (±sem) of ten samples of articular cartilage assayed using alamarBlue. Viability is expressed as relative fluorescence units (RFU) relative to the dry weight of each articular cartilage sample. *p<0.05 by one-way ANOVA, using the Kruskal-Wallis Test, Dunns Post-test.

is a composite of multiple factors that allows comparisons of overall graft survival between the

three treatment groups. Analysis of variance showed that there was a significant treatment effect

( P
 = .037), and a significant time effect ( P
 = 0.031). The difference between the fresh and the vitrified samples was not significant ( P
 > 0.05), but the differences between the fresh and the frozen ( P
 = 0.05) and the vitrified and the frozen were significant ( P
 < 0.01) at the 95% level of confidence.

The histology of fresh (4°C preservation) and vitrified explants was essentially the same,

although the cells were less well organized within the explants when compared with unoperated

control cartilage (Figure 22.10). The frozen cryopreserved explants were devoid of chondrocytes,

and only fibroblast-like cells were present (Figure 22.10D) (Song et al., 2004a).

These data make a strong case for cryopreservation of cartilage by vitrification. The vitrification

process protected the cartilage from damage associated with ice and resulted in 80 to 85% retention

of cell viability. Moreover, fresh refrigerated and vitrified cartilage plugs performed similarly in



vivo
 and were statistically superior to frozen plugs.


22.6.4 THE EMERGING “80/20” RULE


In the process of collating the information on tissue cryopreservation for this chapter, an interesting

observation was made that warrants brief mention in summary of this section on the vitrification

of tissues. Table 22.3 summarizes the viability data contrasting the outcome of vitrification with

conventional cryopreservation involving freezing. Interestingly, the functional survival of vitrified

tissues was approximately 80% or higher, whereas the frozen counterparts yielded less than 20%

survival. This marked contrast (~80% vs. 20 to 30%) appears consistent irrespective of the nature

of the tissue or the method of assay. This phenomenon serves to emphasize that avoidance of large

amounts of ice in organized tissues can improve the outcome of cryopreservation from a meager

20% survival to a respectable 80%. It will be interesting in future studies to see whether the

magnitude of this difference is also manifest in other tissues and whether the maximum recovery

can be further improved by optimization of the vitrification protocols.

In addition, a better understanding of molecular signaling pathways involved in cell injury

caused by cryopreservation is required. It is likely that both inhibition of apoptotic cell death and

stabilization of cell membranes during cryopreservation may have significant benefits. The idea

that there is a preservation threshold for the cryopreservation of viable tissues is depicted schemat-

ically in Figure 22.11. This schematic was constructed from the data given in Table 22.3, which

shows for a variety of tissues that survival after cryopreservation could be increased from ~20%

to ~80% by employing ice-free techniques. Althogh this represents a marked improvement that
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FIGURE 22.10
 Histological comparisons of representative 12-week explants from three preservation procedures and control cartilage. (A) Normal nonoperated rabbit articular cartilage:
 In the deeper zone, large cubical chondrocytes lie in vertical columns. In the superficial perichondrial zone, cells are smaller, flat and lie parallel to the joint surface. (B) 4°C preservation:
 Composed of hyaline cartilage-like tissue in the deeper zone and fibrous cartilage-like tissue in the superficial perichondrial zone. (C) Cryopreserved by vitrification:
 Similar to B in composition. (D) Cryopreserved by Freezing:
 The tissue is devoid of chondrocytes and most cells are representative of fibrous connective tissue.

elevates the preservation technique from one that yields inferior survival using freezing to one that

provides respectable recovery using vitrification, it nonetheless represents a threshold that provides

room for further improvement. The ultimate goal is 100% survival, and this might be approached

by further optimization of ice-free technologies or by attention to the “molecular paradigm” that

has recently been purported to be a way forward to remove the so-called preservation cap (Baust,

2002; Baust et al., 2001, 2002).

Moreover, as mentioned in section 22.4.1, the nature of the vehicle solution used to expose

cells and tissues to cryoprotectants at low temperatures has been shown to affect the outcome of

cryopreservation (Elford and Walter, 1972a, 1972b; Taylor, 1982; Taylor et al., 1978) and has

recently become the focus of additional research aimed at optimization and attenuation of the

cryopreservation cap (Baicu and Taylor, 2002; Baust, 2002; Baust et al., 2001, 2002; Taylor, 2002;

Taylor et al., 2001).
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TABLE 22.3



Contrasting Survival of Tissues after Cryopreservation in Either the Frozen or Ice-Free State



Survival Outcome (%)



Model Tissue



Assay



Frozen



Ice-Free



Reference


Taenia coli smooth muscle

Histamine-induced contractility

21

78

Taylor and Pegg, 1983

(Guinea pig)

Jugular vein (Rabbit)

Various contractile agonists

6–22

84–87

Taylor et al., 1999

Song et al., 2000a

Carotid artery (Rabbit)

Various contractile agonists

<30

>80

Song et al., 2001b

Articular cartilage (Rabbit)

Esterase activity (Calcein AM)

13

80

Song et al., 2001a

Brockbank et al., 2002

Metabolic activity (alamarBlue)

11

85

Song et al., 2004a, b

100

Ultimate Goal

Molecular paradigm [Biochemical] Anti-apoptosis

80

Ice-free cryopreservation:

vitrification

Improvement due to avoidance of ice [Biophysical]

% survival

Classical cryopreservation:

20

freezing

0

1

2

3

4

5

Tissue Type


FIGURE 22.11
 Schematic diagram to illustrate the paradigms that are considered to influence the outcome of the cryopreservation of multicellular tissues.


22.7 FUTURE DEVELOPMENTS IN RELATION TO TISSUE BANKING



AND TISSUE ENGINEERING FOR TRANSPLANTATION



22.7.1 THE COMMERCIAL OPPORTUNITY FOR CRYOPRESERVED TISSUES


Traditional tissue and cell storage cryopreservation methods have well-recognized technical prob-

lems that include tissue cracking, matrix disruption, and posttransplantation apoptosis and calcifi-

cation. Freeze-drying of tissues is still nowhere near a commercial process. The potential for U.S.

economic benefits of widely available tissue products was made very clear in the request for

proposals from the National Institute of Standards and Technology, Advanced Technology Program,

in 1997 which specifically identified “defining and designing conditions for long-term tissue and

cell storage that will make products globally available in varying environmental conditions”

(http://www.atp.nist.gov). The bottom line is that it was estimated that tissue engineering may

address diseases and disorders that account for about one half of the existing U.S. health care costs,

which in 1995 dollars had exceeded $1 trillion. We anticipate that this technology will first be

applied to research products followed by orthopedic clinical products, such as tissue-engineered

cartilage and bone constructs. Cardiovascular products using this technology, including allogeneic

human tissues, will follow close behind the orthopedic products. The potential markets are enor-

mous. In 1996, a Frost and Sullivan report indicated that the heart valve replacement and skin
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TABLE 22.4



Potential U.S. Organ and Tissue Markets



Structure



Procedures/Year


Skin

4,750,000

Cartilage

1,132,100

Blood Vessels

1,100,000

Pancreas

728,000

Kidney

600,000

Breast

261,000

Liver

155,000

Tendon and Ligament

123,000

Intestine

100,000

Ureter and Urethra

81,900

Heart Valves

65,000

Bladder

57,200


Sources:
 American Heart Association, 1996; Langer and Vacanti, 1993.

repair product markets alone have maximum potential market sizes of $225 and $5945 million,

respectively. Revenues in the total market are anticipated to continue growth at double-digit rates

(Frost and Sullivan, 1996). The ultimate potential annual U.S. market size for organ and tissue

transplants projected by Drs. Vacanti and Langer (Langer and Vacanti, 1993), assuming unlimited

supply of transplants for all potential applications, is indicated in Table 22.4. Many scientific

advances in the fields of tissue engineering and xenotransplantation, however, are required for this

potential to materialize. The numbers are also predicated on transplantation being such a safe

procedure that it would be considered appropriate therapy for a wide range of organ and tissue

diseases. Tissue engineering may eventually address diseases and disorders that account for approx-

imately half of all existing health care costs (Langer and Vacanti, 1993; Nerem and Sambanis,

1995; Wilkerson Group, 1992). This market is expected to be affected by major technological

changes, and most products will contain highly specialized cell components that will require

effective transport solutions and devices to enable product distribution and increase shelf-life.

Research efforts in bioengineering of tissues and organs are driven by the shortfall in allogeneic

tissues and organs. It is anticipated by both the scientific and business communities that with new

discoveries in tissue engineering, xenotransplantation, and the development of new immunosup-

pressive therapies, many more diseases will be treated by replacement of defective components

(Table 22.4). Hence, the need for reliable methods of storage and shipping will become increasingly

important as these developments emerge.


22.7.2 REMAINING HURDLES FOR COMMERCIALIZATION



OF VITRIFICATION PROCEDURES


Vitrification is a relatively well-understood physical process. There are, however, a number of

significant challenges for commercial deployment of this new technology. Vitrification approaches

to preservation have some of the limitations associated with conventional freezing approaches.

First, both approaches require low-temperature storage and transportation conditions. Neither can

be stored above their T
 for long without significant risk of product damage caused by inherent

g

instabilities leading to ice formation and growth (see Chapters 20 and 21). Both approaches also

use CPAs with their attendant problems, discussed below, and require competent technical support

during rewarming and CPA elution phases before product use. Therefore, it is possible to employ
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vitrified products in highly controlled environments, such as a commercial manufacturing facility

or an operating theatre, but not in a doctor’s outpatient office, or in third-world environments.


22.7.2.1 Challenges Relating to the Use of Cryoprotectants


The high concentrations of CPAs necessary to facilitate vitrification are potentially toxic because

the cells may be exposed to these high concentrations at higher temperatures than in freezing

methods of cryopreservation. (This point is discussed more fully in Section 22.5.) Cryoprotectants

can kill cells by direct chemical toxicity, or indirectly by osmotically induced stresses during

suboptimal addition or removal. On completion of warming, the cells should not be exposed to

temperatures above 0ºC for more than a few minutes before the glass-forming cryoprotectants are

removed. Chemical toxicity of CPAs is invariably temperature dependent, but in some cases even

subzero exposure can be detrimental. (Chilling injury is a thermal event and not related to CPAs,

which may actually protect against thermal shock.) There may be issues concerning safety of some

CPAs in conjunction with medical products. Formamide, one of the components of VS55, is a

known mutagen. Alternatives to formamide with fewer safety risks and potentially easier clinically

acceptance are being tested. In addition, a better understanding of molecular signaling pathways

involved in cell injury caused by vitrification is required. It is likely that both inhibition of apoptotic cell death (Baust, 2002; Baust et al., 2000, 2001) and stabilization of cell membranes during

vitrification may have significant benefits.

Since 1986, computer-operated organ perfusion devices have been employed to introduce and

remove cryoprotectants from animal organs (Fahy, 1994). The primary organs studied to date have

been the rabbit kidney and rat liver. At the present time, it is possible to introduce into these organs

CPA solutions that are capable of vitrification at ambient pressure, by employing subzero perfusion

temperatures for both addition and removal. Use of subzero perfusion temperatures helps to

overcome cryoprotectant cytotoxicity. Kidneys, which have been perfused with vitrification solu-

tion, cooled to subzero temperatures (but not vitrified), and then perfused to remove the vitrification

chemicals, have been reimplanted. These kidneys were shown to function in vivo
 and in some cases

supported life for several months (Fahy et al., 1995). This, and our own demonstration of the

tolerance of vascular grafts and articular cartilage to vitrifiable concentrations of CPA cocktails,

shows that the constraints of CPA toxicity and fluxes can be overcome by selection and optimization

of appropriate conditions. This leaves heat transfer issues as a primary hurdle for scaling up the

successes in model tissue samples to larger specimens of clinical dimensions.


22.7.2.2 Challenges Relating to Thermomechanical Stresses


As outlined in this chapter, techniques have recently been developed to preserve native tissues such

as blood vessels and articular cartilage in an essentially ice-free condition. However, although

vitreous cryopreservation has been demonstrated to provide superior preservation compared with

conventional freezing methods in these small model systems, cryopreservation of large tissue

samples continues to be hampered by thermomechanical constraints. These include problems arising

from the limits of heat and mass transfer in bulky systems and damage induced by mechanical

stresses including fractures. Such fractures are attributed to stresses that can arise because of the

nonuniform cooling of larger tissues. In fact, the higher cooling rates that facilitate vitrification

will typically lead to higher mechanical stresses. The competing needs of vitrification and mini-

mization of mechanical damage demand a greater understanding of both vitrification and stress

development. Although mechanical stress has long been recognized as an important mechanism of

tissue destruction, it has received very little attention in the context of cryobiology. It is our opinion that in some circumstances, even a single major fracture may prevent the tissue from recovery, or

effective use after cryogenic storage. Reduction of mechanical stress, and thereby prevention of fracture formation, is a necessary integral condition for successful cryopreservation of large specimens.
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We have already indicated that heating constraints impose severe limitations on the ability to

rewarm vitrified specimens without danger of devitrification. Hence a major hurdle for deployment

of vitrification methods is the development of effective rapid-warming techniques for larger spec-

imens (>10 mL volume) to prevent devitrification and ice growth by recrystallization; devitrification

is the freezing of a formerly vitrified solution. To prevent devitrification with current technology,

the vitrified material must be warmed uniformly at up to 300°C/min so that ice does not have the

opportunity to form in significant quantities. To achieve this warming rate, materials must be

warmed in 20 sec or less. Many simple structures, such as single-cell suspensions or cell aggregates

(with which vitrification has been successful) are small enough that rapid-warming rates can be

achieved using immersion in warm fluids.

The same is true for the small model tissues for which vitrification has been successful.

Unfortunately, tissue that has been engineered and allogeneic organs and tissues are generally of

a much larger volume; thus, more sophisticated techniques of warming are required. Microwave

warming has been attempted but has never been successful because of the uneven warming of

specimens and problems with thermal runaway, which results in heat-denatured tissues. Ruggera

and Fahy (1990) reported success in warming test solutions at rates of up to about 200°C/min using

a novel technology based on electromagnetic techniques (wire length resonance radio frequency

warming) developed and owned jointly by the American Red Cross and the U.S. Food and Drug

Administration. Unfortunately, unpublished results indicate that this method is also problematic

because of the uneven warming of specimens and problems associated with thermal runaway. Pegg

et al. are credited with the most comprehensive studies of this approach to rapid heating of

cryopreserved specimens. During a period spanning more than a decade, they have systematically

developed a new device for dielectric heating to achieve uniform and high rates of temperature

change (Marsland et al., 1987; Robinson and Pegg, 1999). At this point in time, the focus has been

on the electromechanical developments of the technique, which has been reported to yield maximum

warming rates of more than 10°C/sec (600°C/min). Using Pegg et al.’s device, frozen samples may

be warmed from –65°C to room temperature in less than 30 sec, with final spatial differences of

less than 20°C. Application of this technology to the survival of cells and tissues has not yet been

reported, so it is still not possible to say whether this approach will provide an answer to the

problem of rapid heating of cryopreserved tissues with adequate retention of cell viability and

tissue function.

As we have mentioned already, an alternative, or even adjunctive, approach involves the use

of molecular ice-control techniques to prevent the damaging growth of ice crystals during cooling

or warming. The objective is to identify molecules that specifically interact with ice nuclei, resulting

in either prevention of ice nucleus development or modification of ice crystal phenotype. These

natural or synthetic molecules promise to have benefits in both freezing and vitrification preservation

protocols either by rendering ice crystals less damaging or by permitting reduction of CPA con-

centrations, respectively.

There is now unequivocal evidence that ice formation within the extracellular matrix of mul-

ticellular tissues is the principal event that limits the survival of cryopreserved tissues using

conventional freezing techniques. This mode of injury can be circumvented using vitreous cryo-

preservation, which in the case of relatively small tissue specimens has recently been shown to

markedly improve functional outcome. However, this ice-free method of cryopreservation is not

easily applied to larger bulk samples of clinically relevant dimensions because of the effects of

nonuniform cooling and rewarming, which are the source of thermomechanical stresses in the

vitrified tissue samples. Moreover, these additional stresses in cryopreservation have not heretofore

been studied in sufficient detail to affect the rational design of improved methods of preservation.

It is our opinion that effective methods of cryopreservation of tissues and engineered tissue

constructs will only be realized using methods of preservation that not only minimize the effects

of ice formation (via vitrification) but also avoid thermomechanical stresses in the cryopreserved

samples during cooling, storage, and rewarming.
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Finally, it should be understood that vitrification is a technology that must be deployed with

extreme care and diligence. Errors in technique are common and can lead to failure to obtain

satisfactory results. A large part of our current research program is definition of the limits for each

step in the vitrification process including reduction of CPAs to the lowest possible concentrations,

long-term storage conditions and duration, and simplification of the CPA addition and removal

steps. Such efforts will produce vitrification procedures that can be deployed with less risk of tissue

quality being compromised.
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23.1 PROGRESS AND STASIS: 50 YEARS OF CRYOBIOLOGY


Few scientific problems have proved as intractable as cryopreservation. In his foreword to this

book, Harry Meryman recalls the astonishing shifts in scientific paradigms since the 1950s. If we

go back further, to the early 1940s, the differences become even more radical. When the Father of

cryobiology, Basil Luyet, published his seminal work Life and Death at Low Temperatures
 in 1940,

Avery had yet to prove that genes are composed of nucleic acids. Even scientists of the calibre of

J.B.S. Haldane wrote scornfully that DNA did not have the variability of structure necessary to

encode genes and argued that histones were more likely candidates. Yet at this time, Luyet had a

strikingly contemporary view of vitrification—still the holy grail of cryobiology. Compare Luyet

and Gehenio writing in 1940 with Taylor in Chapter 22 in this volume:

Good vitrification is not injurous, there being no molecular disturbance, while an incomplete vitrification or devitrification and, a fortiori, crystallization, are injurous to the extent that they disrupt the living structure. (Luyet and Gehenio, 1940)

A vitrified liquid is essentially a liquid in molecular stasis. Vitrification does not have any of the

biologically damaging effects associated with freezing because no degradation occurs over time in

living matter trapped within a vitreous matrix. Vitrification is potentially applicable to all biological systems. (Taylor et al., 2004)

Conceptually, then, little has changed in our understanding of vitrification for more than 60

years. Yet these passages also serve to highlight the tremendous distance that cryobiology has

actually covered since the 1940s. Luyet and Gehenio conceded failure to vitrify anything more

complex than moss, listing what must have been a frustrating succession of failures to vitrify cell
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suspensions, as well as plant and animal tissues, including leaves and muscle fibres. In contrast,

in their chapter in this volume, Taylor et al. report success in vitrifying complex tissues, if not yet

organs, including corneas, blood vessels, and articular cartilage.

It is not just vitrification that has leapt ahead. Chris Polge’s felicitous discovery of the cryo-

protective effects of glycerol in 1949 (which, incidentally, he referred to as vitrification) sparked

a revolution in the science of cryobiology—indeed, some claim it was the beginning of scientific

cryobiology. Since then, there have been tremendous developments in both the fundamental under-

standing and empirical practice of cryobiology. To give a single practical example, cited in the

Chapter 18, fertility results following artificial insemination with donor cryopreserved semen have

almost doubled in the United Kingdom in the last 8 years, whereas the number of treatment cycles

has declined by over 50%. Similar far-reaching advances have transformed the prospects in almost

all fields of cryobiology, from the apparently successful freeze-drying of platelets with trehalose

(see Chapter 21), to the vitrification of meristems from recalcitrant tropical plants, such as bananas

(see Chapter 10).

Perhaps the most remarkable fact about these achievements is that they are based, at least

philosophically, on protocols and techniques pioneered in the 1950s by Polge, Audrey Smith, and

James Lovelock. Not only are their early methodologies still in use today, but they are still regularly

discussed. Several chapters in this book (1, 2, and 17) contain passages in which the validity of

Lovelock’s conclusions is debated with vigor, if not firm consensus. It is hard to think of many

other fields of science in which the significance of experiments carried out 50 years ago is still in

dispute today (though quantum physics is one good example, lest readers confound protracted

problems with intellectual stagnation). If cryobiology seems to be running to stand still (or better,

standing still while giving the appearance of running), the reason is that most practical advances

have been built on incremental refinements in methodology. Thus, even though the triumphs might

make the pioneers green with envy, remarkably few modern cryobiological methods would take

them by surprise. The difficulty is that cryobiology has been straitjacketed by its need to conform

to the intractable laws of biophysics. For all its successes, cryobiology has been stuck in a rut.


23.2 LIMITATIONS OF THE BIOPHYSICAL APPROACH



TO CRYOBIOLOGY


The incremental refinements in practical methodology over the last 50 years have been based on

fundamental advances in our understanding of the biophysics of cryobiology, pioneered by Peter

Mazur, Akira Sakai, and others. These biophysical principles are detailed in the chapters by Mazur,

Muldrew et al., Taylor et al., and Sakai in this book.

In essence, the survival of cells and simple tissues when subjected to cryogenic temperatures

describes an “inverted U” according to the cooling rate. Very fast cooling rates supercool the

intracellular environment below the homogeneous nucleation point (about –40°C for cytoplasm),

typically causing lethal intracellular freezing. Conversely, very slow cooling (or “equilibrium”

cooling) results in the osmotic dehydration of cells as ice crystallizes in the extracellular spaces.

The osmotic stresses alone may be severe enough to cause lethal injury, for example, by “salting”

proteins into solution and permuting biochemical reactions, whereas changes in membrane perme-

ability to Na+ may lead to swelling and rupture, as originally argued by Lovelock. Extracellular

ice is likely to “seed” nucleation within cells and to directly injure cell membranes. Cells compressed

together in the dehydrated state by an advancing ice front are also liable to interact in ways that

are not easily reversible; for example, by the fusion of membranes. Even if ice formation is avoided

by vitrification, the rewarming of metastable glasses can be critically rate dependent, which poses

the problems of devitrification and recrystallization. Although the precise mechanisms of injury in

particular circumstances are often unproved, the outcome is clear: poor survival, especially of larger

tissues, which are also stressed by purely mechanical forces.
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Many of the triumphs of cryobiology over the last four decades stem from manipulating these

forces, using controlled freezing and rewarming protocols, along with cryoprotective agents (CPAs).

CPAs bring their own problems. At high concentrations, most are toxic in their own right. Exag-

gerating this toxicity, the equilibration of CPAs between the intracellular and extracellular com-

partments is slow, especially at subzero temperatures, in comparison with the osmotic movements

of water (which may be orders of magnitude faster, even in the absence of aquaporins). The final

distribution of CPAs, and the osmotic stresses generated, therefore depends on the permeability of

the cell membranes and the temperature. Nonpermeating CPAs have the potential to exacerbate

intracellular dehydration without stabilizing intracellular proteins or membranes, whereas perme-

ating CPAs may not be cleared from cells quickly enough on rewarming, leading to swelling and

possibly rupture (assuming that osmotic equilibration is rarely perfect, even when cells are subject

to “equilibrium” cooling). This means that successful cryopreservation depends largely on the

permeability of cells to water and CPAs, and on their sensitivity to the toxicity of high concentrations

of CPAs. Sometimes these factors can be balanced to give an optimal protocol, sometimes not.

Peter Mazur concludes his chapter with a beautifully concise summary of the practical limitations

of the traditional biophysical approach to cryopreservation:

In some cases, difficulties in cryopreservation may stem from the complex concatenation of conflicting

variables. Thus, cooling rates that are low enough to avoid intracellular ice formation may be so slow

as to induce damage from solution effects or chilling. The use of higher CPA concentrations to minimize

solution effects may introduce toxicity or exacerbate osmotic damage. Toxicity may be reduced at lower

temperatures, but lower temperatures slow the permeation and further exacerbate osmotic damage.

Damage from external ice can be prevented by vitrification, but the induction of the vitrified state

requires high CPA concentrations that exacerbate both toxicity and osmotic problems. These incom-

patibilities may not be challenges to our understanding but in some cases they remain challenges to

achieving successful cryopreservation. (Mazur 2004)

The problem today is that applying the basic principles of biophysics simply cannot solve many

of the remaining challenges in cryobiology. The fact is that some cells or tissues deal with physical

stresses better than others. Cells that are at once osmotically intolerant and sensitive to high

concentrations of CPAs will fare badly under virtually any conventional cryopreservation protocol.

Success is likely to be partial at best, and dependent on an empirical testing of different cooling

and warming rates, as well as on the concentrations and toxicities of various CPAs. This is, in fact,

exactly how some of the more cumbersome and difficult cryopreservation protocols have been

developed over the last decades, but as the remaining challenges become steadily more refractory, we

can predict that the successes will become correspondingly rare—especially in complex tissues in

which different cell types have exacting and diverse requirements. The failure to vitrify large or complex mammalian tissues and organs using CPAs alone illustrates the intractable difficulties involved.


23.3 NATURE’S LABORATORY


There is another way out, and herein lies the probable future of cryobiology: a future that is closely

tied in with the spectacular advances in molecular biology and genomics of the last decade. We

are today on the verge of an explosion in our understanding of genetic adaptation. As advocated

by Harry Meryman in the foreword, we can learn from nature’s own laboratory: a marvelous arena

with hundreds of specimens in each group—bacteria, algae, fungi, plants, invertebrates, fish, and

amphibians—and millions of years run-time. The future of cryobiology is surely the dovetailing

of formal biophysics with the study of life’s adaptations to similar problems. In effect, if some

cells and tissues are refractory to cryopreservation protocols, the trick is not necessarily to change

the protocol but to change (precondition) the cells themselves. If the mountain will not come to

Mohammed, then Mohammed must come to the mountain.
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Even so, a number of failures show the difficulties involved in trying to apply the “tricks” of

nature to the problems of cryobiology. Just as the incremental advances in conventional cryobiology

have been achieved by the application of a mathematical formalism, so too we must in future apply,

at the very least, a philosophical formalism to the remaining challenges. That is to say, we need

to think carefully about the selection pressures involved in evolution and the extent to which they

coincide with the biophysical pressures of cryogenic freezing. It is not necessarily true that “nature

knows best,” when nature has never been called on to adapt to –196°C. In this final chapter, then,

I will explore some of the most likely avenues of the future. The discussion is inspired by broad

themes discussed in the foregoing chapters, and is not intended (or referenced) as a review; rather,

it is a “preview” of future possible worlds.

A good example of enthusiasm running before formal analysis is the genetic engineering of

tomatoes to express fish antifreeze proteins (AFPs), in the hope of protecting them against frost

injury. This was first accomplished in the early 1990s, but proved a disappointment: The engineered

tomatoes duly expressed the fish AFPs but were, if anything, more vulnerable to frost than normal

tomatoes. Today we know the reason why: At high concentrations, fish AFPs alter the crystalline

habit of ice, from dendritic to spicular, and sharp spicules of ice are more destructive of tissue

structure than dendritic crystals. This outcome is worth dwelling on for a moment, as it highlights

the uneasy relationship between the two Janus faces of science: the fundamental and the applied.

From a fundamental point of view, a detailed understanding of the mechanism of AFPs, apart

from being fascinating in its own right, feeds back into applied science in unexpected ways. In this

case, fish AFPs are now being used to potentiate damage in cryosurgery, as discussed in Chapter

3 by Elster and Benson, and Chapter 16 by Hoffmann and Bischoff. Moreover, close scrutiny of

the mechanisms of spicule formation has underpinned the development of synthetic ice blockers

(SIBs), such as 1,3-cyclohexanediol, discussed in the chapter by Taylor et al. By retarding ice

formation in general, and by altering the crystalline habit of any ice that does form to hexagonal,

rectangular, or trapezoid shapes, SIBs have the power to revolutionize vitrification. If they really

can limit the devitrification and recrystallization of metastable glasses, SIBs may overcome the

decades-old challenge of successfully rewarming vitrified organs (and, potentially, recalcitrant

hydrated tropical seeds such as coconuts, as discussed in the chapter by Benson).

From a strictly “applied” point of view, however, the engineering of tomatoes to express fish

AFPs betrays a tendency toward an empirical “wishful thinking” that falls well short of the

philosophical formalism discussed above. Any serious progress in resolving the future practical

challenges in cryobiology will need to take a more structured approach. Empirical “shots in the

dark” are no longer enough. Parallel fields can sometimes cloud the issue. The burgeoning interest

in astrobiology, for example—the pursuit of life in space and on planets like Mars—has reinvigo-

rated polar research, especially into microbial adaptations to extreme conditions, including extreme

cold. As discussed in the chapters by Elster and Benson, and by Ponder et al., astrobiology shares

common ground with cryobiology, but should not be conflated with it. The adaptations of life to

cold take two broad forms: freeze tolerance and freeze avoidance. The latter is of profound

importance to polar and permafrost ecology. Many permafrost bacteria, for example, avoid freezing

and show signs of limited metabolism. In terms of the prospects of finding life actually living on

Mars or Europa (rather than anabiotic in space), the study of metabolic adaptations and freeze

avoidance is of far greater relevance than “mere” long-term preservation.

From the practical perspective, though, freeze avoidance at high subzero temperatures is a very

different matter than freeze avoidance or freeze tolerance at cryogenic temperatures, where cellular

metabolism certainly stops. (In both Antarctic sea ice and permafrost bacteria, metabolic activity

and protein synthesis are undetectable below about –20°C.) This is the trouble with fish AFPs:

Their evolutionary “purpose” is to prevent fish from freezing without the need for high concentra-

tions of osmolytes. This they do very effectively, within a restricted temperature range, by inducing

a thermal hysteresis of 1 to 2°C (a lowering of the freezing point without affecting the melting

point). Playing around with thermal hysteresis, however, is a dangerous game that can have
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catastrophic consequences, such as the formation of spicular ice if the temperature supercools below

the hysteresis point. In ecological terms, this is unlikely to happen at sea: Fish live in a stable, if

icy, environment. Looking to the evolution of fishes for an answer to the very different problems

of freeze tolerance or avoidance on land (where temperatures are far more variable and extreme),

or worse, at cryogenic temperatures, is sloppy thinking.


23.4 THE CRUCIBLE OF EVOLUTION


Evolution is a grand experimental crucible, but it differs from human experimental research in two

crucial respects: first, evolution is “applied” to a degree that would make purists blench, and second,

it is inherently multivariate. By “applied” in this case I mean that life evolves to cope with very

particular conditions, but only when this type of adaptation, rather than another, is advantageous.

The lack of an adaptation may or may not be evidence that it cannot happen. Is the absence of

frozen penguins in the Antarctic evidence that large, warm-blooded animals cannot be frozen, or

merely that frozen penguins would make an easy meal for marauding seals? In North America,

smaller animals, such as frogs and turtles, do indeed freeze. Does the fact that they are smaller and

cold-blooded reflect ecological, physiological, or biophysical constraints on freezing tolerance (or

all three)?

There are other problems with the use of adaptations as a window on future cryopreservation.

Inherent in the very word “adaptation” is a stable environment; obviously no organism can adapt

to an asteroid impact, but given a stable environment, life’s adaptations are often astonishingly

precise. Conversely, the same adaptations are useless if the parameters are suddenly shifted. As

discussed in the chapter by Kenneth and Janet Storey, wood frogs ( Rana sylvatica
 ) can survive

freezing for days or even weeks at –4°C, but they cannot survive much longer at this temperature,

or at all below about –6°C. Similarly, as discussed by Elster and Benson, the Antarctic alga Zygnema


can endure repeated overnight exposures to temperatures of about –4°C and still maintain photo-

synthetic capacity during the day; but if exposed to more prolonged periods of freezing, or to lower

temperatures, the cells leak solutes, lose their photosynthetic capacity, and die. The alga is in fact

adapted to the Antarctic summer, when nocturnal temperatures rarely fall below –4°C. Wood frogs

manage to restrict the temperature to within narrow limits by insulating themselves with snow,

leaves, and moss, by which means they also contrive to limit evaporative water loss. In other words,

both wood frogs and Antarctic algae have adapted with precision to expected average conditions,

which they may help to regulate through their behavior, and natural selection has never been called

on to protect them against lower temperatures. One of the most fascinating and difficult questions

for cryobiology in future will be the extent to which adaptations to freezing at high subzero

temperatures can help precondition against subsequent cryogenic storage. Certainly it is beyond

our current competence to cryogenically preserve a frog already frozen at –4°C. We will need to

learn from the spirit of the frog’s adaptations rather than the letter.

The wood frog is also a good example of the multivariate nature of evolution. As outlined by

the Storeys, the expression of a large number of genes is either upregulated or downregulated in

response to freezing. The function of several of these genes is still unknown, but those that have

been identified do give some sense of the range of adaptations. Broadly speaking, the adaptive

response falls into three categories: cryoprotection, suppression of metabolism, and stress response.

Glucose is the main colligative CPA, and it probably also helps to stabilize cell proteins during the

controlled dehydration of organs. Ice-nucleating agents (INAs) are found in the plasma and extra-

cellular spaces, and presumably help direct extracellular ice formation and reduce osmotic stress.

Central metabolism is selectively suppressed, especially ion-motive ATPase activity, muscle energy

catabolism, and general biosynthetic pathways, with only a limited fermentative energy production

to cover basal metabolism and specific biosynthetic pathways. Of these, the mitochondrial inner

membrane ADP/ATP translocase is upregulated severalfold in response to freezing, but how this

affects basal metabolism is as yet unknown.
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The stress response encompasses both biochemical and biomechanical adaptations, notably a

rise in the activity of several antioxidant enzymes including glutathione peroxidase, and indeed a

tenfold rise in glutathione levels in some organs, such as the brain. The most striking biomechanical

adaptation is the production of fibrinogen peptides, which presumably aid in blood clotting in

damaged capillaries following rewarming. The main point, however, is that the frog’s cryoprotective

strategy is exquisitely fine-tuned, both temporally and spatially. Within minutes, freezing triggers

a carefully modulated chain of events, controlled by various signal-transduction pathways and

transcription factors. Different genes are transcribed at different rates and in different organs. A

loss of synchronization would in all likelihood undermine success. For example, fibrinogen is

transcribed during the freezing period, rather than on rewarming—an energy-consuming task in

difficult times. Presumably it is vital, literally, to block internal bleeding immediately on thawing,

rather than potentially hours afterwards.


23.5 PARALLELS IN PLANTS


Plants orchestrate their responses to freezing in an equally complex manner, as discussed in the

chapter by Roger Pearce. At least 60 plant genes are upregulated or downregulated in response to

freezing, though not necessarily all at once in the same species (and indeed not necessarily all in

response to freezing: Some may be adaptations to other aspects of the winter environment, such

as wind and waterlogging). As in freeze-tolerant animals, the identity and function of many of

these genes is still unknown, but the parallels in function of the known gene products are striking.

Plant adaptations fall within the same three broad categories of cryoprotection, metabolic suppres-

sion, and stress response. In terms of cryoprotection, the classes of adaptation are again similar:

raised concentrations of colligative cryoprotectants (such as raffinose, sucrose, or fructans) and

nucleation of ice in extracellular compartments with INAs. In addition, some plants express AFPs,

which (with the odd exception of the carrot) are evolutionarily distinct from fish and insect AFPs.

Given my earlier remarks on fish AFPs, it is interesting to note that plant AFPs exert little thermal

hysteresis, usually a few tenths of a degree, but are strong inhibitors of recrystallization on

rewarming. They also tend to be present at lower concentrations than in animals, consistent with

the lower thermodynamic driving force for recrystallization. Thus, in conjunction with INAs, the

purpose of the AFPs seems to be to direct and restrict recrystallization, rather than to prevent ice

formation at all, as is the case in fish and some insects.

Perhaps most important of all are the various plant adaptations to dehydration and desiccation.

Intracellular desiccation, caused by the growth of extracellular ice, is the main cause of death in

overwintering cereals and other crops. Plant adaptations to dehydration stress are orchestrated by

plant hormones (such as abscisic acid) and transcription factors (such as drought-response element

binding-factors, or DREBs). Several signal transduction pathways run in parallel or even converge.

Overall, these raise the levels of proline, amino acids, and a number of late-embryogenesis-abundant

proteins such as the dehydrins, which were first described in desiccating seeds. The exact mechanism

of dehydrins is still unknown, but they are usually supposed to interact with hydrophilic groups on

lipids and proteins to stabilize their structure during dehydration. Another interesting possibility is

that they stabilize the glassy state in dehydrated tissues at freezing temperatures by raising the

glass transition temperature ( T
 ). In seeds, this would reduce the likelihood of repeated cycles of g

vitrification and devitrification at freezing temperatures (which are associated with free radi-

cal–mediated decomposition). However, there is a danger here, as they also appear to lower the T
 g at high water content (presumably preventing immature seeds from entering the glassy state, and

again protecting against damaging cycles of vitrification and devitrification). Thus, at high water

content, dehydrins seem to inhibit entry to glassy state, and at low water content, they stabilize the

glassy state. If this is true, we can predict that the dehydrins should actually be detrimental to the

cryopreservation of samples with high water content, as they would tend to destabilize the glassy

state, especially at higher subzero temperatures (from –60° to –20°C). Again, we need to think
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carefully about what dehydrins evolved to do. In applying them to cryopreservation protocols, there

is no substitute for a deeper fundamental understanding of their mode of action and evolutionary

purpose.

The metabolic response of plants to freezing depends on the broader strategy adopted: innate

dormancy (as in woody species, which show the greatest known tolerance of freezing) or potential

activity (as in plants that continue to grow during milder spells). In the latter case, metabolic rate

is initially greatly suppressed by cold, but then partially recovers, with some degree of oxidative

phosphorylation, photosynthesis, and protein synthesis taking place. Such changes are accompanied

by other adaptations that facilitate metabolic activity, such as shifts in the spectrum of membrane

lipids toward greater unsaturation, to maintain the fluid state. For example, active thylakoid mem-

branes of chloroplasts consistently show a high level of lipid (e.g., phosphatidylglycerol) unsatur-

ation in response to chill (low positive temperatures). In extreme cold, and therefore cryogenic

preservation, such changes are probably counterproductive, as unsaturated lipid membranes are

likely to lose their normal lamellar structure when dehydrated, and these lipids are also more

vulnerable to lipid peroxidation on rewarming. Thus, adaptations favoring winter activity may prove

detrimental to successful cryopreservation.

One factor that does seem to be common to both metabolically active and dormant (freeze-

tolerant) species is the upregulation of antioxidant enzymes and other stress proteins. A number of

antioxidant enzymes are expressed at higher levels in cold-acclimated plants, such as freeze-tolerant

wheat, including ascorbate peroxidase, glutathione reductase, and catalase. However, freezing

inactivates enzymes such as superoxide dismutase, so high levels of simple antioxidants such as

ascorbate and reduced glutathione may play a more important role at deep-freezing temperatures.

Again, there is a striking parallel with the wood frog, in which reduced glutathione levels show

the most marked rise. As noted in the chapter by Benson and Bremner, many colligative cryopro-

tectants, including glycerol, sucrose, and Me SO, are also excellent free radical scavengers, and

2

may exert a part of their protective effect through this mechanism.


23.6 FIRST STEPS TO THE “NEW” CRYOBIOLOGY


Taken together, the main difficulty in basing the “new” cryobiology directly on nature’s laboratory

is that evolution selects for phenotypes adapted to specific conditions. Put another way, evolution

selects blindly for multigene combinations, gambling on average conditions, whereas the scientific

method prescribes the variation of single parameters, while maintaining other parameters at constant

levels. It becomes very difficult to interpret the results of experiments in which multiple variables

are changed simultaneously. This may be necessary, nonetheless, as individual changes can easily

be counterproductive in isolation. For example, the seeding of small extracellular ice crystals with

INAs to restrict supercooling prevents the sudden and inequitable osmotic stresses that accompany

uncontrolled rapid freezing, whereas dehydration helps to promote vitrification of the intracellular

environment. These changes, however, may be far from helpful if there are no compensating

defenses against the mechanical injury caused by small extracellular ice crystals (e.g., raised

fibrinogen levels in the frog), no defenses against recrystallization (for example AFPs), or no

intracellular accumulation of compatible solutes to protect against osmotic stress, membrane fusion,

and the precipitation of proteins. Most conventional cryopreservation protocols consider only

dehydration and colligative cryoprotection, although INAs and AFPs are beginning to make an

appearance in vitrification protocols. With a few exceptions, the other broad issues—the stress

response and metabolic suppression—are yet to be incorporated in a systematic way into cryo-

preservation protocols.

This last consideration returns us to the question of which changes that are adaptive at high

subzero temperatures will also protect cells and tissues at cryogenic temperatures. Clearly, colli-

gative cryoprotection is a must. The similarity in the choice of CPAs in bacteria, protists, fungi,

algae, plants, and animals, compared with cryopreservation protocols, is striking. Chris Polge’s
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accidental discovery of glycerol has been equally “accidentally” replicated in nature hundreds of

times. Interestingly, most species use only one or two colligative CPAs, such as glucose in frogs,

sucrose in many plants, and trehalose in many bacteria, yeasts, and fungi (see chapter by Tan and

van Ingen). Why this should be the case has never been satisfactorily explained, but the precise

choice does matter. A CPA that works well in one species may work badly in another. Thus glucose

is an excellent CPA for frog erythrocytes but a poor CPA for human erythrocytes. The problem

with glucose is presumably its reactivity with proteins in the Maillard (browning) reaction, as

happens in people with diabetes. How wood frogs deal with such high levels of glucose is a fascinating

question, with manifest medical applications, and the Storeys discuss a number of secondary adaptations

to insulin structure and glucose transport that may have a bearing on the matter.

There is a broader point here—the evolutionary and energetic cost of multiple adaptations. The

concentrations of CPA required to protect cells against dehydration, so as to enable vitrification,

are likely to be toxic in their own right. Combining a number of CPAs at subtoxic levels is a

possible solution to the problem (as in most vitrification protocols), but from a biological point of

view, this requires potentially costly controls over the concentration and toxicity of individual

components. Each must be homeostatically regulated within tightly defined limits. An alternative

possibility is to guard against the toxicity of a single CPA, such as glucose, as in the wood frog.

Here the evolutionary rationale is to precondition (in good time) against that CPA, to mitigate its

toxic effects. Thus, the wood frog reacts within minutes to ice formation, but its tolerance of high

glucose levels varies seasonally. Although such preconditioning involves quite a few concerted

adaptations, it is easier to envisage these evolving from an existing stress response—to dehydration,

say—than to imagine separate adaptations to subtoxic levels of numerous CPAs. How far we might

be able to simulate preconditioning in organisms that (unlike frogs) have not had the benefit of

millions of years of evolutionary honing to dehydration is an open question, but it certainly makes

sense to amplify natural responses where possible, rather than to superimpose an “alien” protocol.


23.7 PRECONDITIONING DEHYDRATION TOLERANCE


Dehydration tolerance is critical in plants. As discussed in the chapter by Sakai, the twigs of

extremely hardy plants such as Salix sachalinensis
 , Populus maximowiczii
 , and Betular platyphylla
 can even survive freezing to nearly absolute zero in liquid helium (at –269°C), if they are first

equilibrium-cooled down to about –30°C. The procedure partially freeze-dries the twigs, with much

of the freezable water in the cells extracted by equilibrium freezing. When plunged into liquid

nitrogen, the remaining intracellular solution vitrifies, preventing further water loss to extracellular

ice at lower temperatures, and so avoiding lethal dehydration damage. The stability of such glassy

matrices depends on the T
 , which in turn varies with the concentration of the intracellular solu-g

tion—in other words, the degree of dehydration. This depends on time, as well as the tolerance of

cells to dehydration. If the cooling rate is too quick, or is held only a little below zero, then cells

do not dehydrate sufficiently, and the intracellular solution may devitrify on rewarming, leading to

intracellular ice formation and recrystallization. However, if the prefreezing phase is too protracted,

or continues much below –30°C, then the intracellular environment desiccates too far and the cells

are injured by dehydration. The “safe zone” varies according to the desiccation tolerance of the

plant (and, as we have seen, can be modified by proteins such as dehydrins).

The vitrification protocols pioneered by Akira Sakai replace the prefreezing stage with either

solute dehydration or air desiccation, to prevent the formation of ice in both the intracellular and

extracellular compartments. Again, tolerance of dehydration is critical. Freeze-drying, solute dehy-

dration, and air-desiccation all require either an innate or an acquired dehydration tolerance.

Extremely hardy species have an innate dehydration tolerance, but, excitingly, it seems that even

the meristems of tropical monocots, such as bananas and orchids, can acquire dehydration tolerance.

By taking advantage of the plant’s own stress response, the procedure is remarkably simple, if

time-consuming. Thus, preconditioning of meristem donor plants can be achieved simply by
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supplementing their growth medium with rising concentrations of sucrose over a period of a month

before vitrification. Similar protocols, and others such as transient heat shock (at about +45°C),

also precondition fungi and yeasts, enhancing freeze-tolerance and survival (see chapter by Tan

and van Ingen).

Although cause for celebration, there are greater difficulties in applying such elegant and simple

methods to mammalian tissues. For a start, animal cells do not have a cell wall. The extent to which

plant cell walls protect against osmotic dehydration is uncertain, but vitrified plant cells are

considerably plasmolyzed (their cytoplasm contracts away from the cell wall). This probably

protects in two ways, neither of which applies to animal cells: first, the CPA solution fills the

periplasmic space, protecting membranes and preventing collapse of cell volume; and second, the

cell walls preserve tissue structure and integrity, and prevent fusion of dehydrated cells. However,

even though there is no equivalent to cell walls in mammalian cells, the microscopic structure of

mammalian tissues is bulwarked by collagen scaffolding, and the absence of cell walls has not

prevented the successful vitrification, using SIBs, of quite complex tissues, as discussed earlier (or

see the chapter by Taylor et al.). Indeed, the cryobanking of many mammalian tissues does not

even require cell survival, but rather the preservation of structural integrity, which acts as a

framework for the regrowth of cells from the perimeter (see the chapter by Wusteman and Hunt).

Of course, this approach only applies to small grafts with a periphery that is contiguous with the

adjoining tissues, from which the appropriate cells can grow, and not to whole organs (although

cryopreserved cells can be “seeded” into an organs, as in hepatocyte or islet cell transplants, which

repopulate parts of damaged or dysfunctional organs).

A second problem may pose more of an obstacle to the successful vitrification of mammalian

cells in organs: the lack of an appropriate stress response to cold. Even in plants, this can be a

problem. The strongest protection against freezing injury in plants is produced by upregulating the

DREB transcription factors. However, DREBs regulate the downstream transcription of many genes,

each of which has an incremental effect on frost tolerance. The difficulty is that DREBs are also

found in tropical or temperate plants. In these cases, they seem to control the transcription of a

different or overlapping suite of genes in response to other stresses. Rice, for example, expresses

DREBs but has no tolerance to cold below +15°C. In mammals and other warm-blooded animals,

the problem is even more acute: Whereas mammalian cells are perfectly capable of mounting stress

responses, they are extremely sensitive to changes in temperature and do not produce any systematic

stress response to chilling below about +32°C. Worse, mammalian homeostasis regulates salt

balance strictly, and mammals are never subject to the kind of salt stress that is a major selective

pressure for amphibians like frogs. For these reasons there has been little interest in preconditioning

mammalian cells to freezing.

Even so, such preconditioning might still be possible. Not all mammalian cells are so molly-

coddled. For example, the cells of the renal medulla can tolerate fluctuating concentrations of salts

in the molar range as part of the urine-concentrating countercurrent multiplication system. They

do so by accumulating compatible solutes, including sorbitol, myoinositol, glycine betaine, and

taurine, via transcription factors acting on osmotic response elements. The system appears to be

an ancient throwback to similar mechanisms in bacteria and protists. Interestingly, the renal medulla

cells are not the only mammalian cells that can respond in this way to osmotic stress. There is

some evidence that glucose triggers an osmotic response in vulnerable tissues (such as the micro-

circulation) in people with type II diabetes. Other cells show similar responses in cell culture,

implying that the osmotic response elements are still functional in many mammalian cells. Whether

preconditioning with glucose or salts, or genetic manipulation of the osmotic response elements,

might improve CPA loading and tolerance before vitrification is a fascinating question for the

future. Certainly, harnessing endogenous osmotic response elements to the task of CPA loading

has the potential to overcome many of the difficulties encountered in the engineering of desiccation

tolerance in mammalian cells (such as transfection of trehalose-synthase genes, or membrane

poration), discussed in the chapter by Acker et al.
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23.8 STABILITY OF GLASSES


Assuming that these methods do ultimately enable the stabilization and vitrification of dehydrated

organs, one question looms: How stable are metastable glasses? Is there an upper limit to the

temperature at which they can be stored, or might it be possible to desiccate to glass and store at

room temperature? Predictions about the future have a knack of returning to haunt those reckless

enough to make them, but it would be unfair to readers to address the future of cryobiology without

venturing an opinion. As befits one of the editors of Life in the Frozen State
 , I hazard the view that desiccation followed by storage at room temperature will prove less fruitful than cryogenic vitrification. Quite apart from the hazards associated with the “collapse temperature” (the temperature

at which freeze-dried preparations exhibit observable deformation and cannot easily be rehydrated)

the most interesting reasons relate to the stability of glasses below T
 . As discussed by Acker et g

al., it is not true to say that “molecular motion stops” below T
 . On the contrary, although molecular g

motion and chemical reactions are much slower in the glassy state than in aqueous solution,

membrane degradation can take place in a matter of weeks, even at 50°C below T
 .

g

The basis of this degeneration is little known, but it may relate to oxidative reactions, especially

if the glass is stored not far below T
 and the temperature or moisture content fluctuates (which g

promotes cycles of vitrification and devitrification and accompanying free radical reactions). Cer-

tainly, oxidative damage is known to take place in viable desiccated seeds stored at –20°C. The

degree of damage is influenced by the moisture content and the prestorage status of seeds, such as

age and lipid composition. Cell survival improves when steps are taken to minimize oxidative

damage; for example, by lowering the moisture content, or by storing under vacuum, under nitrogen,

or in the absence of light. In this context, Crowe et al. suggest one reason why trehalose seems to

be superior to other nonreducing sugars like sucrose, at least under non-ideal conditions: The

glycosidic bond between the sugar monomers in trehalose is far less vulnerable to hydrolysis than

that in sucrose. As a result of such hydrolysis, the rate of Maillard browning in samples stored

with sucrose approaches that of glucose and is up to 2000 times faster than with trehalose. Even

with trehalose, however, it is safer to assume that oxidative degradation will continue to some

extent at ambient temperatures. For example, lyophilization of some yeasts with trehalose gives

rise to genetic variants, such as the petite, respiratory-deficient variants that lack part of their

mitochondrial DNA (see chapter by Tan and van Ingen). For long-term storage, it may be necessary

to preserve at temperatures well below T
 .

g

The extent to which oxidative damage can occur at cryogenic temperatures, in either the frozen

or the vitrified state, is an open question discussed in the chapter by Benson and Bremner. Gamma

irradiation of cells stored in liquid nitrogen produces a detectable hydroxyl-radical signature on

electron paramagnetic resonance spectroscopy, but the lack of decay implies that the radicals are

“trapped” in the matrix and do not react (at least until rewarmed). Interestingly, the hydroxyl-radical

signal does decay at –162°C, which presumably means that hydroxyl-radical reactions can take

place in the vapor phase of liquid nitrogen, especially if the storage facility is regularly accessed

(see Chapter 15). Similar reactions may take place in the permafrost, which is exposed to ultraviolet

and gamma radiations. Even deeply buried permafrost bacteria express catalase, possibly to protect

against gamma radiation from radioactive potassium-40 in the surrounding rocks; see the chapter

by Ponder et al. Polar bacteria appear to repair DNA at temperatures as low as –17°C, as judged

by the incorporation of radio-labeled thymidine, presumably implying that it is damaged at these

temperatures, perhaps by oxidative reactions. Whether some degree of DNA damage or epigenetic

instability (such as changes in DNA methylation) can be caused by oxidative reactions at cryogenic

temperatures is unknown (and seems unlikely), but the stability of genes and genomes over the

whole course of cryogenic storage is an issue of growing interest, recently christened “cryobion-

omics” by Keith Harding. The apparent genetic variability of freeze tolerance between individuals

implies that selection for cryogenically stable genotypes might take place before, during, or after
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storage. Such selection could reflect natural variations in resistance to oxidative stress rather than

other, perhaps ultimately more desirable, phenotypic traits related to wild-type vigor.

Nonetheless, if suitable precautions are taken (such as shielding against radiation or light, and

safeguarding against large temperature fluctuations in the vapor phase, to prevent degenerative

cycles of vitrification and devitrification), it seems unlikely that hydroxyl radicals would be gen-

erated by oxidative reactions during cryogenic storage. There is little detectable activity of oxidative

enzymes, such as lipoxygenase, below about –20°C. At lower temperatures, the concentration of

reactants by ice can promote nonenzymatic oxidative reactions and lipid peroxidation. Data from

the frozen food industry give an indication of how far such reactions can proceed: In frozen parsley,

for example, nearly 20% of phospholipids are lost within a month of deep freezing at –32°C, and

remarkably, 70% are lost within 3 d at –18°C. Thus, cryogenic temperatures may be required to

inhibit oxidative reactions altogether.


23.9 STABILIZING ENERGY-TRANSDUCING MEMBRANES


Regardless of how many oxidative reactions take place during cryogenic storage, the most serious

threat posed by oxidative injury is postponed until rewarming. This damage is a sequel of the spatial

and organizational disruption of energy-transducing membranes during cryopreservation. The vul-

nerability of mitochondrial membranes was demonstrated by Tappell and others during the 1960s,

when they showed that ATP synthesis is uncoupled by cycles of freezing and thawing. The

chloroplast membranes are similarly (if not more) vulnerable in plants. Damage to the photosyn-

thetic and respiratory redox proteins (which are very densely packed, accounting for 60% of

membrane composition), and to the highly unsaturated lipid bilayer in which they are embedded,

is likely to be manifest only on rewarming, when electron transport begins again. Now, oxygen is

freely available as an electron acceptor, but the integrity of the electron transport chains is com-

promised. Such conditions are practically guaranteed to generate superoxide radicals, hydrogen per-

oxide, and hydroxyl radicals. Apart from the ensuing failure to restore primary energy metabolism

when most critically needed, mitochondrial and chloroplast free radical production distorts cellular

redox signaling, and if unrestrained, it may promote apoptosis. Release of cytochrome c from damaged

mitochondria is redox dependent, and a critical component of the apoptosis execution machinery.

Such vicious circles are well known in the context of ischemia-reperfusion injury in transplanted

organs, and although cryogenically preserved tissues are not ischemic (because metabolism has

ceased altogether), membrane disruption is likely to provoke a similar outcome. That this really is

the case is illustrated not only by studies of cryopreservation (e.g., many studies of oocyte cryo-

preservation show mitochondrial degeneration) but also by research into the mechanisms of tissue

destruction following cryosurgery. For many years a “Cinderella” subject, modern cryosurgery is

coming into its own as a sophisticated molecular science with direct relevance to cryopreservation

as well as surgery. As discussed in the chapter by Hoffmann and Bischoff, free radical–mediated

mechanisms underpin both microvascular and immune injury, which in turn produce indirect

cryosurgical damage well beyond the confines of the ice-ball itself. Although the intention of

cryosurgery is to maximize damage, it seems probable that the only reason such injury is not

routinely detected following suboptimal cryopreservation is that it is not routinely looked for. In

this context, Taylor et al. speculate that the “80% ceiling” of success in the vitrification of mam-

malian tissues may be a consequence of apoptotic cell death and membrane instability. The situation

is even more extreme in conventional cryopreservation. For example, the number of live chondro-

cytes in cryopreserved articular cartilage (40% survival immediately after thawing) is “dramatically

lower” 3 months after transplantation, a loss that Muldrew et al. ascribe to apoptosis. The question

is, Can we learn from nature’s laboratory how to limit the disruption of the energy-transducing

mitochondrial and chloroplast membranes?
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Plants provide a clue. In photosynthesis, several alternative pathways of cyclic, noncyclic, and

pseudocyclic photophosphorylation coexist, and it seems likely that their joint operation ensures

redox poise under extremely variable ambient conditions. Similar, albeit less sophisticated, controls

are found in mitochondria. Indeed, the existence of independent platoons of mitochondrial and

chloroplast genes may be a testament to the importance of rapid genetic responses to environmental

changes, to maintain redox poise. Regarding freeze-tolerance, the most interesting adaptation of

plant mitochondria is the rapid expression of an alternative oxidase in response to cold, which

bifurcates the respiratory chain. The alternative oxidase generates little energy, as it bypasses

complexes II, III, and IV, but it does have two important effects: first, it quickly reduces excess

oxygen to water, and second, it leaves the respiratory complexes in a relatively oxidized state. Thus,

in response to the sudden onset of cold, the mitochondria are effectively “parked” in an oxidized

state, with few respiratory electrons kicking around to cause trouble and with low levels of oxygen

available to react on rewarming. At the same time, the pool of reduced antioxidants, in particular

glutathione and ascorbate, is built up. These antioxidants are concentrated in the mitochondria and

chloroplasts. Whatever else happens there deserves closer scrutiny. For example, sugars such as

trehalose have been shown to stabilize the respiratory complexes (such as ATPase activity) following

freeze–thaw of isolated mitochondria, but whether sugars—or proline and dehydrins—do concen-

trate in the organelles of freeze-tolerant plants is unknown. Clearly we need to learn a lot more

about the subcellular compartmentalization of freezing tolerance.

Given that animal cells do not benefit from the plant’s alternative oxidase pathway, is it possible

to “park” animal mitochondria in a stable, relatively oxidized state before freezing? It is certainly

feasible. Presumably this happens naturally in starvation. Many freeze-tolerant insects survive the

polar winters by voiding their guts. Such behavior is usually interpreted in terms of the ice-

nucleating properties of feces—removing the feces removes the most potent ice nucleators—but

the lack of sustenance may provide the additional benefit of “parking” respiratory chains in a

relatively oxidized state. Certainly, as discussed in the chapter by Elster and Benson, the larvae of

the Arctic diptera Heleomyza borealis
 enter a preconditioned hypometabolic state before the onset of winter, and this dormant state appears to be its main protective strategy. It is conceivable that

we could stimulate similar changes in mammalian cells. For example, calorie restriction in mammals

promotes major changes in gene expression, which regulate mitochondrial function and suppress

free radical leakage. It would be interesting to see whether calorie restriction, perhaps for a period

of a few weeks or months before freezing, could improve mitochondrial integrity during and after

cryo-preservation.

The other beneficial effect of expressing an alternative oxidase in plants is the removal of excess

oxygen. This may be less easy to manipulate in mammals, as oxygen delivery to cells is very tightly

regulated. However, there are some signs that elimination of oxygen is desirable. Mazur’s group

have shown that the motility of mouse sperm is nearly doubled after cryopreservation with an


Escherichia coli
 membrane preparation called Oxyrase, which reduces the oxygen tension to less

than 3% of atmospheric pressure. Although such preparations are hardly applicable to whole tissues,

it is already known that the outcome of vitrification is enhanced by storage under nitrogen, as

discussed earlier. Thus, experimental manipulations to reduce the oxygen tension in stored tissues

may well be a profitable avenue in future.


23.10 THE FUTURE OF CRYOBIOLOGY


So where does all this leave the future of cryobiology? We have much to learn from Mother Nature,

but if we consider the spirit rather than the letter of evolutionary adaptations, and how to dovetail

these adaptations with the formal biophysics of cryobiology, the years ahead look rich with

possibilities. The fields that seem especially rewarding relate to the stability of glasses, the precon-

ditioning of dehydration tolerance, and the preservation of metabolic integrity during and after
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cryogenic storage. If each of these aspects can be incorporated into cryopreservation protocols, I

see no reason why the future challenges of cryobiology should not be successfully overcome. Above

all, it is time to cast off the old biomechanical view of cells as passive osmomoters and to embrace

the dynamism of the new biology.
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Figure 13: The primordial connection between metabolism and reproduc-
tion. LUCA (the Last Universal Common Ancestor) could generate energy
using, indirectly, the energy of ultraviolet radiation, which splits water to
produce oxygen (via free-radical intermediates). LUCA could trap the oxygen
with haemoglobin and generate energy from its reduction using cytochrome
oxidase. The greater the intensity of ultraviolet radiation, the greater the
production of oxygen, hence the more energy available for successful repro-
duction. However, free-radical intermediates damage DNA and lower the
chances of successful reproduction. The viability ot primordial cells therefore
depended on sensing the number of free radicals produced, and responding
accordingly (optimal trade-off). This original ‘health-sensor’ system still
underpins more sophisticated defences, such as our own immune system.
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Figure 10: A ‘rooted’ universal tree of life, showing the three domains of life.
The tree is based on sequence comparisons of ribosomal RNA, analysed by
Carl Woese and his colleagues. The order and length of branches are propor-
tional to the sequence similarities within and between the domains and the
kingdoms of life — in other words, they are directly proportional to the
genetic similarities between species. It is humbling to note that the animals,
plants and fungi account for just a small corner of the Eucarya domain, and
that there is less vanation in ribosomal RNA sequences within the entire
animal kingdom than there is between different groups of methanogen
bacteria.

The common ‘root’ represents LUCA, the Last Universal Common Ances-
tor of bacteria, archaea and eukaryotes. Notice that the Archaea are inter-
mediate between the Bacteria and Eucarya, as inferred from many of their
detailed morphological and biochemical properties, as well as their ribo-
somal RNA sequences. The boxed dates indicate the minimum age of
selected branches, based on fossil evidence and biochemical fingerprints,
such as the characteristic membrane steroids found by Jochen Brocks and his
colleagues in the shales underlying the Hammersley iron formation in
Australia. Adapted with permission from Andrew Knoll and Science.
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Figure 5: Changes in atmospheric composition over the Phanerozoic period,
from 600 million years ago, based on the models of Robert Berner. Oxygen
levels (top graph) reached a peak of 35% in the late Carboniferous and early
Permian, before falling to 15% in the late Permian. Oxygen levels peaked a
second time at 25 to 30% in the late Cretaceous (K) before falling to present
atmospheric levels in the Tertiary (T). Carbon dioxide levels (bottom graph)
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iferous. Reproduced with permission from Graham et al., and Nature.
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Figure 11: Hydrogen peroxide leakage from heart mitochondria in (a) mice
(maximum lifespan 3.5 years), (b} parakeets (maximum lifespan 21 years)
and (c) canaries (maximum lifespan 24 years). The rate of leakage is much
lower in birds than in comparably sized mammals; the asterisks denote
statistically significant differences between the groups (p<0.05 and p<0.01,
respectively). All three animals are similarly sized, and have similar resting
metabolic rates. Analogous relationships are found in pigeons and rats. The
mitochondrial theory of ageing predicts that free-radical leakage should be
lower from the mitochondria of bats than from mice (which have similar
metabolic rates but live only a fifth as long), but this is as yet unknown.

Adapted with permission from Gustavo Barja and the New York Academy of
Sciences.
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Figure 3: Changes in carbon isotope ratios during the late Precambrian and
early Cambrian periods. The changes are given in parts per thousand (0/00)
relative to the PDB standard. (The PDB standard is the carbon-13 level found
in belemnite from the Pee Dee formation in South Carolina; belemnite is 2
form of limestone made from the calcification of an extinct order of molluscs
related to squid, which were widespread in the Jurassic and Cretaceous
periods.) The asterisk at the left-hand side shows the average present-day
carbon-13 value. The peaks of carbon-13 (positive anomalies) indicate a sub-
stantial increase in the amount of organic-carbon burial (and therefore prob-
ably rising oxygen levels), whereas the troughs (negative anomalies) indicate
virtually no organic-carbon burial. The negative troughs correspond to pos-
sible ice-ages or snowball Earths, of which the two most important were the
Sturtian (750-730 million years ago) and the Varanger (610-590 million years
ago). Fe indicates the presence of banded-iron formations. The cross marks a
major extinction of microplankton that immediately predated the appear-
ance of the Ediacaran fauna — the cushioned Vendobionts and the first
worms. Adapted with permission from Knoll and Holland, and the National
Academy of Sciences.
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Figure 2: Geological timeline expanding the mid-Precambrian period
(Archaean and early Proterozoic). Note the burst of evolutionary activity in
the period 2.3 to 2 billion years ago, as oxygen levels rose to about 5-18% of
present atmospheric levels.
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Figure 6: Correlation between body length of amphipods in millimetres
(given as an index of average length, TSy,5) and (a) temperature and (b) oxy-
gen concentration. Lake Baikal, the Caspian Sea and the Black Sea are outliers
from the temperature curve because they are brackish or freshwater, rather
than saline. Oxygen dissolves more readily in freshwater, so the correlation
is restored by plotting the length of amphipods against the dissolved oxygen
concentration. Reproduced with permission from Chapelle & Peck, and
Nature.
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Figure 9: Predicted structures of ribosomal RNA from (a) the archaeon Halo-
bacterium volcanii, (b) the eukaryote baker's yeast, and (c) cow mitochondria.
RNA is single-stranded, but, as in DNA, the letters can pair up to form bridges
between two chains. In the case of RNA, a single chain doubles back on itself
to form loops and hairpins (whereas the famous DNA double helix is in fact
two distinct chains entwined in a helix). The ‘bubbles’ in this illustration are
single-stranded RNA, in which the letters have not paired up. A comparison
of the three ribosomal RNAs shows that the overall shape and structure of
ribosomal RNA (its secondary structure) has been maintained throughout
evolution. However, the actual sequence of letters has drifted substantially,
and the sequence similarities are very low. The mitochondrial RNA structure
is reminiscent of bacterial RNA, from which the mitochondna onginated.
Adapted with permission from Gutell et al., and Progress in Nucleic Acid
Research and Molecular Biology.
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Figure 4: Geological timeline expanding the late Precambrian period and
Cambrian explosion. Exactly when the first metazoans evolived is not known.
Calculations from molecular clocks suggest a date of somewhere between
700 and 1200 million years ago. The succession of snowball Earths appears to
have driven atmospheric oxygen up to atmospheric levels similar to those

today.
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Figure 12: Schematic representation of the ‘double-agent’ theory of ageing.
In the young cell (a), infections (an external reversible trigger) cause a rise in
oxidative stress within the cell. Oxidative stress activates NF«B, which
migrates to the nucleus, where it orchestrates the transcription of ‘retalia-
tory’ genes. These genes code for stress proteins and proteins that mediate
inflammation, such as tumour necrosis factor and nitric oxide synthase.
Active inflammation resolves the infection. Once the trigger is removed,
oxidative stress returns to normal. In the old cell (b), an equivalent rise in
oxidative stress is brought about by leaky mitochondria (an internal irre-
versible trigger), which also activate NF«B and the inflammatory response. In
this case, it is impossible to resolve the trigger, so the inflammatory response
becomes chronic. This contributes to the diseases of old age, and also attenu-
ates the acute response to infections and other physical stresses. Because
oxidative stress is pivotal to our recovery from infections in youth, and
therefore affects our likelihood of surviving to have children, it is positively
selected for by natural selection to our own detriment in old age.
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