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Course Description







Artificial intelligence (AI) is a research field in computer science, which studies
 how to
 transfer (or impact) the
 human
 intelligence
 and (/or) logical behaviours to the computer machines
 . The ultimate goal of Artificial intelligence is to make or develop computer systems that can independently and autonomously learn, plan, strategies, and solve real-life problems. Due to the extensive and unrelenting studies that have been carried out in this magnificent field (of computer science) for more than half a century, systems are now built that can stand the test of intelligence with human beings. Examples of such intelligent systems include self-driving cars, online robotic teaching agents, intelligent home service agents, autonomous planning agents, Deep Blue IBM system (famously known for defeating a world chess champion) etc.







This book is Part I of the II Parts series, in this introductory course
 on AI
 , we will study the most fundamental knowledge for understanding a
 rtificial intelligence
 .
 The first 10 chapters of this introductory course cover the fundamental and foundational principles driving the design, development, and implementation of intelligent systems. The topics discussed include AI fundamentals and methodology; historical background; Applications and impact of AI; Intelligent Agents; Problem Solving; Basic and Advanced Search Strategies.







The succeeding 5 chapters introduce the reader to more advanced forms of AI, which includes: knowledge representation; First-Order Logic; Uncertain Knowledge and Reasoning; Making Simple and Complex Decisions.



Reader will also learn ‘how to’ use Artificial intelligence with the practical case studies and walk-through examples to practice. We will go through usage of Artificial intelligence within Digital World such as using Artificial Intelligence in Online Platforms, Market places Platforms, Social Media Platform, Gaming Platforms and much more in the Part II of this introductory series.







The main goal of the course is to equip you with the tools to tackle new AI problems you might encounter in life.









Course Objective







The main purpose of this course is to provide the most fundamental knowledge on AI to the reader so that they can understand what the Artificial Intelligence (‘AI’) is all about.







Course Objectives



	
To have an appreciation for artificial intelligence and an understanding of both the triumphs of AI and the principles fundamental to those accomplishments.


	
To have an appreciation for the core principles which are essential to the design of artificial intelligence systems.


	
To have an elementary adeptness in a traditional artificial intelligence language which includes an ability to write simple programs.


	
To have an understanding of the basic search strategies, as well as more advanced search strategies and fundamental issues hovering over intelligent agents and their environments.


	
To have an elementary understanding of (some of the) more advanced topics of artificial intelligence such as knowledge representation, reasoning, first-order logic, and decision-making.











Legal Notes







S. Russell and P. Norvig. Artificial Intelligence: A Modern Approach. 3rd edition. Prentice Hall.



This coursework is developed mainly on the work of Russell and Norvig.
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Objective of this Chapter:



At the end of this chapter, the reader should have learnt:



	
Definition of intelligence


	
Diverse definitions of artificial intelligence


	
Various approaches to artificial intelligence


	
Artificial intelligence techniques


	
Basics about the traditional Turing Test


	
Goals and importance of artificial intelligence


	
Foundations of artificial intelligence


	
Branches of artificial intelligence
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1.1
 
 
Definition of terms








Before delving into what Artificial Intelligence is all about, it is of utmost importance that one understands what each of the terms means when disjointed.











What is intelligence?







Intelligence is defined as “the capability to think and comprehend as an alternative to doing things by instinct” (Collins, 1990). This definition explains why we call ourselves, human beings,
 Homo sapiens – wise man –
 because of our intelligence. This distinctively makes a distinction between us – humans and animals who react mostly based on instincts.
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Howard Gardner, the author of the book “
 Frames of Mind: The Theory of multiple intelligences”
 in 1983 where he
 proposed the concept of different intelligence to which he attempts to categorise intelligence under specific modalities (Gardner, 1983).
 He added supplementary theories in
 Intelligence Reframed
 in 1999. According toGardner, intelligence is:



	
The capacity to create an operational product or proffer a service that is cherished.


	
A set of skills or abilities that make it likely for a person to decipher problems.


	
The potential for finding or creating solutions for problems, which involves gathering new knowledge









Founder and Founders
 designer
 Mark Vital
 has highlighted these various types of intelligence (Founders and Founders, 1983) and what they offer with the neatly designed infographic below.
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Figure 2: Types of Intelligence (Founders and Founders, 1983)










Using Gardner’s’ illustration of intelligence, one can say that for a machine to possess intelligence; it must be furnished with at least one and at most all of the various types of intelligence in it.







It can be said that intelligence is composed of but not limited to:







	
Abstract
 thinking


	
Perception –
 ability to perceive one's environment


	
Learning
 – ability to learn from past experiences


	
Reasoning
 - ability to solve problems


	
Communicating
 - ability to with other entities


	
Creativity
 - exploration, modification, redesign, etc.


	
Autonomy
 - ability to set goals and decide on appropriate actions to accomplish the set goals


	
Organization


	
Decision-making
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Figure 3: Components of Intelligence










What is artificial?







Artificial simply put means, something made or produced by the human beings rather than occurring naturally. In other words, artificial can be said to be human-made, synthetic, imitation, or manufactured.











What is artificial intelligence?







Artificial Intelligence refers to the ability of a machine or a computer program to mimic the activities of the human using (and improving on) given intelligence enabling it to function properly and with foresight in its surroundings.







Because of our inquisitive nature as humans, through the ages, we have sought to comprehend how we think. We have attempted to know how we perceive things through our sensory organs, how we come to understand things, how we manipulate and so on. Artificial intelligence goes further to attempt build machines or systems that exhibit intelligence.
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Figure 4: Relevant descriptions of artificial intelligence (Honavar, 2006)









1.2
 
 
 
Artificial Intelligence Approaches








Actually, there are four approaches to artificial intelligence, and these procedures have been followed, each of diverse people with different methods.
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Explaining Figure 5







	
The classifications on top, i.e.
 definitions A and B
 are focused on
 reasoning
 . However, the classifications at the bottom, i.e.
 definitions C and D
 , are focused on
 behaviour


	
The definitions to the left, i.e.
 definitions A and C
 , focuses on the subject of human
 performance or action
 , while the descriptions to the right, i.e.
 definitions B and D
 , addresses the concept of
 rationality
 .









Different authors based on their perception of the term AI have defined differently artificial intelligence as we can see from Figure 5 above and their definitions have thus been carefully organised into four categories. These categories have further led to researchers to look at artificial intelligence from different approaches. We will now explore these methods in more detail.











1.3
 
 
 
Artificial Intelligence Techniques




	

 Thinking Humanly: The Cognitive Modelling approach


	

 Thinking Rationally: The “Laws of Thought” approach


	

 Acting Humanly: The Turing Test approach


	

 Acting Rationally: The Rational Agent approach













1.3.1
 
 
Thinking Humanly: The Cognitive Modelling approach




To make computers or machine think like humans, the first step is to understand how humans think, i.e. the actual working of the human mind. According to Russell & Norwig (2010), there are three ways to achieve this. They are:



	

 Using introspection –
 trying to catch our thought as they go by.


	

 Through physiological experiments –
 observing a person in action


	

 Through brain imaging –
 observing the brain in action
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Figure 6: How humans think (Russell & Norwig, 2010)










The focus of this approach is not just on behaviour or input and output; it also looks at the human
 reasoning process.
 This method attempts to study a step by step process of how people think then replicate this in machines. Russell & Norwig (2010) proposed that “if the program’s input-output behaviour matches corresponding human behaviour, that implies evidence or indication that some mechanism of the program could similarly be operating or working in humans.” At this point, we can submit that the programs mechanism is working as a human mind.







Herbert Simon and Allen Newell in 1961 developed a program named the “
 General Problem Solver
 ”. The problem solver always keeps track of the human mind regardless of correct answers. Some researchers were not satisfied with the result of GPS as they were concerned with getting the right answer regardless of the human mind.







The goal of this approach is not just to produce human-like behaviour but to produce a sequence of steps of the reasoning process that is similar to the steps followed by a human in solving a task.











1.3.2
 
 
Thinking Rationally: The “Laws of Thought” approach








In reference to the 1999 Cambridge Dictionary of Philosophy, “laws by which or in harmony with which valid or binding thought proceeds, or that explain or justify valid
 inference
 , or to which all lawful and valid
 deduction
 is reducible is known as laws of thought are.” This definition is in close correlation to the term
 Syllogism
 that describes a kind of logical and rational argument that applies deductive and inferential reasoning to arrive at a result or conclusion based on suggestions that are assumed to be true.







A study of the laws of thought introduced the field known as
 logic.
 Aristotle was an advocate for syllogism, and he gave his definition of syllogism as “…combination of a general statement and a particular statement to infer a conclusion…” An example of a syllogistic argument is; “all men are mortal. Socrates is a man. Therefore, Socrates is mortal.” The goal of this approach is to authenticate the reasoning process as a system of logical rules and procedures for inferences. The challenge with this approach is that not every problem can be unravelled through reasoning and deduction or inference.









1.3.3
 
 
Acting Humanly: The Turing Test approach








This approach is essentially focused on
 Action and Performance.
 It is to this end that Alan Turing in 1950, proposed
 The Turing test.
 The main goal of designing this test was to provide an acceptable definition of intelligence and develop systems that are like humans.







The Turing test requires two (2) people and a computer which will be in three (3) different rooms. One person acts as the
 interrogator
 while the other person acts as the
 interrogated
 . The interrogator asks both the person and the computer different questions by typing questions to them, they (the person and the computer) in turn also respond by typed messages. The interrogated and the computer are represented by letters, say “A” and “B” before the interrogator. The interrogator then tries to determine which of the two is the human and which one is the computer.
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Figure 7: Turing Test (Extreme_Tech_Image, 2014)










The fundamental goal of the interrogated is to be able to convince the interrogator that he/she is human. On the other hand, the machine also attempts to fool the interrogator into believing that it is the human. In other words, the machine is considered intelligent if the interrogator gets to a juncture where he cannot differentiate which is human and which is a computer from the two entities.
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Figure 8: Qualities to pass Turing Test (Russell & Norwig, 2010)










Since intelligence is not necessarily measured by seeing a person (physical appearance), the above test purposely avoids physical contact between the interrogator and the interrogated (the person and the machine). However, there is a second test, the
 Total Turing Test
 which comprises a video to enable the interrogator to assess the perceptual abilities of the machine. For a computer to participate in the total Turing test, it must possess:







	
Computer Vision
 to perceive objects, and


	
Robotics
 to manipulate objects and move about.









The qualities mentioned in Figure 8 above – natural language processing, knowledge representation, automated reasoning, and machine learning, as well as robotics, and computer vision – all constitute what artificial intelligence is all about and the areas to which researchers in artificial intelligence are often directed.













1.3.4
 
 
Acting Rationally: The Rational Agent approach








Simply put, an agent is someone or entity that acts. Computer programs do things, i.e. acts; a rational agent is meant to do much more than an ordinary computer program, i.e. function autonomously, perceive or observe their environment, persevere over a lengthy period, adjust to change, and create and hunt goals (Russell & Norwig, 2010). A rational agent attempt to imitate intelligent behaviour by means of computational processes. The approach tilts towards the direction of automating intelligence
 .
 A rational agent
 is an agent that acts t
 o
 realise the best outcome, or when there is doubt, it behaves to achieve the best-expected outcome.







This approach has two advantages, which are:







	
In contrast to the laws of thought, which is solely dependent on correct inference, this approach uses correct inference as one of several ways or rationales for attaining rationality.


	
It is more open to scientific development rather than other methods or approaches based on human behaviour.





The goal of this approach is to develop systems that are rational and satisfactory.









1.4
 
 
Goals/Importance of Artificial Intelligence








1.4.1
 
 
Goals of Artificial Intelligence




The primary goal of artificial intelligence research is to increase our understanding of perceptual, reasoning, learning, linguistic and creative processes. This understanding is no doubt helpful in the design and construction of useful new tools in science, industry, and culture. The tools resulting from artificial intelligence research are already beginning to extend human intellectual and creative capabilities in ways that our predecessors only imagined. Sophisticated understanding of the underlying mechanisms and the potential and limits of human as well as other forms of intelligence is also likely to shed new light on the social, environmental, and cultural problems of our time and aid the search for solutions.











1.4.2
 
 
Importance of Artificial Intelligence




Among the different importance of artificial intelligence in our world today, a few have been listed below:
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Game Playing





A significant number of the games that we play in this day and age exhibit some level of artificial intelligence in them. Take, for instance, the game of chess. For the program to beat a human, it has to undergo series of computations, looking at hundreds of thousands of positions, which happens all within seconds.







	
Speech Recognition





Research into speech recognition has been of great importance in diverse fields. For example, some airlines have put in place speech recognition for flight numbers and city names in replacement of keyboard tree for flight information. This has proven to be a much more convenient and better means of navigation.







	
Understanding Natural Language





Supplying computers or machines with letters, words or even sentences are no more enough. Computers now need to understand the domain in which these words and sentences are about, and this can be achieved through artificial intelligence.







	
Computer Vision





The human eyes and the conventional computer cameras’ input are two-dimensional. However, there exist three-dimensional objects in our world. Complete computer vision requires fractional three-dimensional (3D) information that is not just a set of two-dimensional (2D) views.











1.5
 
 
Foundations of Artificial Intelligence




The different fields that contribute ideas, viewpoints, and techniques to artificial intelligence are being examined in this section.









1.5.1
 
 
Philosophy (428 B.C – Present)








Philosophers in their quest to understanding intelligence tried to answer the following questions.



	

 Can formal rules be used to derive valid or binding conclusions?


	

 How is the mind raised from a physical brain?


	

 Where does knowledge originate from?


	

 How does knowledge lead to action?
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Aristotle (384–322 B.C.), established an informal structure of syllogisms for proper reasoning, which in standard certified one to produce conclusions mechanically, given initial premises.







Ramon Lull (d. 1315), was of the opinion that useful reasoning could be carried out by a mechanical artefact.







Thomas Hobbes (1588–1679), suggested that reasoning was like numerical computation in which we perform addition and subtraction in our silent thoughts.







Other philosophers who also responded to the question above or developed programs to support their views included Leonardo da Vinci (1452–1519), Re
 n
 Descartes (1596–1650), Gottfried Wilhelm Leibniz (1646–1716)











1.5.2
 
 
Economics (1776 – Present)




	

 How should we arrive at decisions to maximise payment?


	

 How should we perform this when other people may not go along?


	

 How should we approach the issue when the payment may be distant in the future?
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An Inquiry into the Nature and Causes of the Wealth of Nations
 , a book published by Scottish philosopher Adam Smith in 1776 kick-started the science of economics. While the ancient Greeks and others had made contributions to economic thought, Smith was the first to review it as a science, by making use of the idea that specific agents maximising their economic well-being also relates to economics.







1.5.3
 
 
Mathematics (1800 – Present)




	
What are the formal or prescribed rules to draw important, valid conclusions?


	
What can be computed or calculated?


	
How do we reason with unclear or uncertain information?
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Philosophers gambled out some of the central notions of artificial intelligence, but the leap to a formal science required a level of mathematical formalisation in three central areas: logic, computation, and probability (Russell & Norwig, 2010). Philosophers and mathematicians in this era developed three theorems.







G
 del in 1931 revealed that restrictions on deduction do exist. Therefore, he came up with the theory of
 incompleteness,
 which stressed that in any formal theory, there exist correct statements that are not decidable because they do not have any proof of the theory.







Steven Cook (1971) and Richard Karp (1972) were pioneers of the
 NP-completeness
 theory, which provides a method to
 how one can recognise an intractable problem
 .







Gerolamo Cardano (1501–1576) came up with the theory of
 probability,
 which James Bernoulli (1654–1705), Pierre Laplace (1749–1827), and other mathematicians further advanced. The theory, described originally in terms of the possible outcomes of gambling events, was later advanced when Thomas Bayes proposed a rule for updating probabilities in the light of new evidence.











1.5.4
 
 
Neuroscience (1861 – Present)




	

 How do brains process information?





Neuroscience is the field of study that engages the nervous system, principally the brain. The particular way in which the brain aids thought is one of the pronounced mysteries of science. It has been cherished and respected for thousands of years that the brain is somehow involved in thought, because of the evidence that has revealed that injuries to the head can lead to mental incapacitation.








[image: Image result for computer and HUMAN brain infographics]




Figure 9: Comparing the Human brain and Computer










1.5.5
 
 
Psychology (1879 – Present)




The source of scientific psychology is traced back to German physiologist Hermann von Helmholtz (1821-1894) together with his student Wilhelm Wundt (1832 – 1920). In 1879, Wundt commissioned the leading laboratory of investigational of trial psychology at the University of Leipzig. In the US, the development of computer modelling opened the way to the creation of the field of
 cognitive science
 . The field of study can be said to have begun at the workshop in September 1956 at MIT.











1.5.6
 
 
Computer Engineering (1940 – Present)




For artificial intelligence to thrive, two things are needed – an artefact and intelligence. The computer has been the artefact of choice.
 Artificial intelligence
 as well owes an obligation to the software side of computer science, which has supplied the programming languages, operating systems, and tools needed to write and code new programs.











1.5.7
 
 
Control theory and Cybernetics (1948-present)




Ktesibios of Alexandria designed and created the first self-controlling machine, which a water timer with a regulator that kept the movement of water running through it at a constant, anticipated pace. Modern control theory, particularly the division known as stochastic optimal control, possess as its target, the design of systems that make the best use of an objective function over time.











1.5.8
 
 
Linguistics (1957-present)




Modem linguistics and artificial intelligence started at about the same time, and developed together, overlapping in a fusion field known as natural language processing or computational linguistics.
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1.6
 
 
Branches of Intelligence




1.6.1
 
 
Introduction




Artificial intelligence over the years has grown to have so many branches that cut across science, medicine, engineering and so many other fields. The following section will look into these various branches, how they explain AI and the importance or relevance of AI in each of the branches.







1.6.2
 
 
Branches of Artificial Intelligence







[image: ]




Figure 10: Branches of artificial intelligence (Prof. Rao, Prof. Pradipta, & Prof. Sahu)
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 Checklist



The reader should be able to discuss:



	
The concept of intelligence


	
Diverse definitions of artificial intelligence


	
Various approaches to artificial intelligence


	
Artificial intelligence techniques


	
Basics about the traditional Turing Test


	
Goals and importance of artificial intelligence


	
Foundations of artificial intelligence


	
Branches of artificial intelligence




























































Chapter 2 Historical Review of Artificial Intelligence
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Objective of the Chapter



At the end of this chapter, the reader should have learnt:



	
Historical account of the artificial intelligence AI


	
Examples of the historical events in artificial intelligence
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1.7
 
 
Introduction




The history of artificial intelligence is imperative to the actual study of the entire field of artificial intelligence as the field contains excitement and anticipation, discovery, and disappointment. It also discusses the over-promises of early (and later) AI research, to fears of the unknown from the general public.











1.8
 
 
Gestation of Artificial Intelligence (1943–1955)




Alan Turing was the primary person to express the vision of AI in his 1950 article titled
 Computing Machinery and Intelligence.
 It was in his article that he then discussed the Turing test, machine learning, genetic algorithms, and reinforcement learning. This gestation period of artificial intelligence occurred between the years of 1943 up till 1955.



Through the 1950s, artificial intelligence began to gain ground as a field of study. During this period, much of the focus was on the term
 Strong AI.
 Strong AI concentrates on developing AI that mimics the mind.
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1.9
 
 
Birth of Artificial Intelligence (1956)
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In 1956, there was a conglomeration of US researchers interested in automata theory, neural nets, and the study of intelligence orchestrated by John McCarthy (Dartmouth University), through the support of Marvin Minsky (Harvard University), Claude Shannon (Bell Telephone Laboratories), and Nathaniel Rochester (IBM). It was a two-month workshop at Dartmouth in the summer of 1956 in which an agreement was made to adopt the new name,
 artificial intelligence
 , for the field. McCarthy suggested the name Artificial intelligence.











1.10
 
 
Early enthusiasm, high expectations (1952–1969)




We can characterise the early years of AI by incredible enthusiasm, great ideas but minimal success. Some few years earlier, computers had just been introduced to execute routine mathematical calculations and computations, but now artificial intelligence researchers are indicating and establishing that computers could do more than that. It was an era of high hopes (Negnevitsky, 2005).







Herbert Simon and Allen Newell in 1957 designed a system named
 General Problem Solver
 (
 GPS
 ) aimed at building a universal problem solver machine. The order in which the program measured goals and possible activities was related to that in which humans approached the same challenges. We can, therefore, say that GPS was probably the first program to exemplify the “thinking humanly” approach.






[image: Image result for General problem solver by Herbert Simon and Allen Newell]









Figure 12: Developers of the General Problem Solver, Allen Newell and Herbert Simon (http://bit.ly/2tRinOA)









After coining the name artificial intelligence, John McCarthy developed the first programming language known as LISP in the year 1958. At the time, he was working at the Massachusetts Institute of Technology (MIT). John McCarthy introduced the language in his book
 Recursive Functions of Symbolic Expressions and Their Computation by Machine, Part I
 . McCarthy’s LISP also pioneered many advanced concepts now familiar in computer science, such as trees (data structures), dynamic typing, object-oriented programming, and compiler self-hosting. LISP was used in some early artificial intelligence systems, demonstrating its usefulness as an AI language.
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Figure 13: http://bit.ly/2sVs3mT










Similarly, in 1958, John McCarthy presented a paper, “
 Programs with Common Sense
 ”, in which he proposed a program called the
 Advice Taker
 to search for solutions to general problems of the world (McCarthy, 1958).







Herbert Gelernter created the Geometry Theorem Prover in 1959. It was capable of proving theorems that several students of mathematics would find quite complicated.







Likewise, in 1968, Tom Evans as well developed the
 ANALOGY program
 designed to solve geometric analogy problems that appear on IQ tests.













1.11
 
 
A dose of reality (1966–1973)




Researchers made certain predictions in previous years that reflected lots of expectations from the field of artificial intelligence. A popular quote by Herbert Simon in 1957 reads:







“It is not my aim to surprise or shock you, but the simplest way I can summarise is to approximate that there are now in the world machines that think, that learn, and that create. Moreover, their skill and capability to do these things are going to increase rapidly until—in a visible future—the range of problems or difficulties they can handle will be comparable or equivalent to the range at which the human mind has been applied (Simon, 1957)”.







Herbert used the term “visible future” interpreted in various ways by various people. Simon, however, made some predictions that;



i)
 
 within 20 years a computer would be a chess champion, and



ii)
 
 a machine would prove a significant mathematical theorem.







These predictions came true (or approximately true) within 40 years rather than 10.








[image: Image result for Simon Herbert prediction]




Figure 14: http://bit.ly/2tywiq9














The reality was that due to the promising performances of early AI systems on simple examples, researchers like Herbert were too overconfident. In almost all cases, however, these early systems failed significantlywhen tested on wider selections of problems and more difficult problems
 .
 This difficulty arose because:







	
Most early programs knew nothing of their subject matter; they succeeded using simple syntactic manipulations.


	
Most of the early artificial intelligence programs unravelled problems by trying out several combinations of steps up until they find the solution. This strategy worked initially because micro worlds contained very few objects and hence very few possible actions and short solution sequences.


	
Some fundamental limitations on the underlying structures being used to generate intelligent behaviour exists.













1.12
 
 
Knowledge-based systems: The key to power (1969-1979)




Dendral
 (Buchanan
 et al.
 , 1969) was a significant forerunner project in artificial intelligence in the 1960s, together with the computer software,
 expert system,
 that it developed. Its significance was that it was the first successful
 knowledge-intensive
 system that derived its expertise was from large numbers of special-purpose rules. Its principal aim was to support organic chemists in identifying and detecting unknown organic molecules, by analysing their mass spectra and using the understanding of chemistry. It was carried out at Stanford University by Bruce Buchanan, Edward Feigenbaum, Carl Djerassi, and Joshua Lederberg.











1.13
 
 
AI becomes an industry (1980–present)




In 1981, the Japanese declared the “Fifth Generation” project. It was a 10-year strategy to build intelligent computers operating on Prolog. In response, the United States or America put together the Microelectronics and Computer Technology Corporation (MCC) intended to be an investigation consortium designed to guarantee national competitiveness
 .I
 n general, the artificial intelligence industry grew from a few million dollars in 1980 to billions of dollars in 1988, as well as hundreds of companies developing expert systems, vision systems, robots, and software and hardware specialised for these purposes.











1.14
 
 
AI adopts the scientific method (1987–present)




Regarding methodology, AI has finally come firmly under the scientific method. One must subject theories to harsh and severe empirical experiments to be recognised, and the results must be analysed statistically for their importance (Cohen, 1995). It is now likely to reproduce experiments by using common repositories of test data and code.







Methodologies based on
 hidden Markov models
 (HMMs) have come to dominate the scientific area in recent years. Speech technology and its related area of handwritten character recognition are at present making the change over to widespread industrial and consumer applications. The
 Bayesian network
 formalism was devised to permit efficient representation of, and rigorous reasoning with, uncertain knowledge.











1.15
 
 
The emergence of intelligent agents (1995-present)




The progress perceived from solving problems in artificial intelligence has encouraged researchers to look at the “whole agent” problem again. One of the utmost important environments for intelligent agents is the Internet that wa
 s
 rolled out in 1984.











1.16
 
 
 
Historical Events in AI




	
World Chess Champion: IBM's Deep Blue defeated Gary Kasparov





Deep Blue versus Garry Kasparov:
 Garry Kasparov won the first match played in 1996. A rematch was fixed again in 1997 in New York City, and it was in the 1997 match that
 Deep Blue
 won Kasparov. The 1997 game happened to be the first defeat of a reigning world chess champion to a computer under tournament conditions.








[image: Image result for World chess champion Garry Kasparov defeated by IBM’s Deep Blue]
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Figure 16:

 
http://bit.ly/1PBPR3n










	
Apple introduces Siri
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Siri
 is an intelligent special assistant (developed by Apple). It incorporates voice queries and natural language processing (NLP) to answer questions, make recommendations and perform various tasks as it is capable of performing. It uses advanced machine learning technologies to function. It was released as an app for iOS in 2010.









	
IBM Watson defeats Jeopardy game show champions





IBM Watson
 defeated in an unprecedented manner two world great jeopardy champions. Ken Jennings and Brad Rutter were the two champions of the jeopardy game before the 2011 game with Watson, an artificial intelligence machine developed by IBM to play the jeopardy game. Before the match, Ken had the longest unbeaten run of a whopping 74 winnings while Brad had the greatest amount ever earned in the game, an amount that stood at $3.25 million. In 2011, the duo agreed to play Watson, a machine that has never played jeopardy before. To their surprise and the astonishment of all those present, IBM’s Watson defeated both Ken and Brad. It was not a natural, easy, or relaxed game at all as both Ken and Brad tried at different times to outrun Watson, but it was just too smart an opponent for them.
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AI start-up ‘Vicarious’ passes foremost Turing test: CAPTCHA





Vicarious, founded in 2010, is an artificial intelligence company that uses the computational philosophies of the human brain to build or design software that can think and learn like a human.On October 28, 2013, Vicarious, a start-up firm declared that its algorithms can now reliably crack modern CAPTCHAs. Fundamental perceptions from machine learning and neuroscience were used by Vicarious in developing this program. An achievement of distinct human act of perception occurred for the very first time.
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Figure 18: CAPTCHA example (http://bit.ly/2v1LT47)









	
DeepMind squad uses deep learning algorithms to produce a program that wins Atari games




[image: Image result for DeepMind team uses deep learning algorithms to create a program that wins Atari games]
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DeepMind in 2014 taught its machine learning systems how to play Atari games. The design of the program was in such a way that it could learn how to play and defeat Atari games, and even score higher points. The only problem back then in 2014 was that the system could only learn to play a single game at a time. If it needs to learn a new game, then the memory and knowledge of the previous game are erased. But what improvements do we have today? We have DeepMind’s new Algorithm capable of adding memory (BURGESS, 2017) i.e. when it learns a new game, the previous game discovered will be stored in memory, and perhaps it can be useful for inference at later times.









	
Google's self-driving cars hit 2 million miles





Google self-driving cars hit yet another milestone attaining 2 million miles with its autonomous testing Odometer.
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The student should be able to discuss:
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Chapter 3 Artificial Intelligence in action
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Objective of the Chapter



At the end of this chapter, the student would have learnt about:



	
Application areas of artificial intelligence


	
Advantages and disadvantages of artificial intelligence













1.17
 
 
Introduction




This chapter explains what artificial intelligence is capable of doing. It uses some developed programs as examples to explain what AI has been able to achieve.











1.18
 
 
What can Artificial Intelligence do?




To give a concise answer to the above question will be difficult. The reason is that there are so many activities happening in different subfields of artificial intelligence. The following points will be used to explain AI in action in some fields.











	
Robotic Vehicles





Through extensive and rigorous research of in the area of robotics, AI researchers have been able to develop a driverless robotic car named STANLEY that sped through the rough terrain of the Mojave Desert at 22 mph, finishing the 132-mile course first to win the 2005 DARPA Grand Challenge. STANLEY is a Volkswagen Touareg outfitted with cameras, radar, and laser rangefinders which equip it to perceive the environment and surrounding, and it also includes onboard software to command the steering, braking, and acceleration (Thrun, 2006).
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Figure 21: Example of a robotic vehicle (http://bit.ly/2u9hVMy)













	
Speed Recognition





Artificial intelligence has significantly impacted the field of natural language processing. For example, a traveller calling United Airlines to book a flight can have the entire conversation guided by an automated speech recognition and dialogue management system.






[image: Related image]



Figure 22: Speech recognition illustration (http://bit.ly/2rJFCH2)









	
Planning and Scheduling





Artificial intelligence has been imperative in autonomous planning, forecasting and scheduling. NASA’s Remote Agent program from a million miles away from Earth turns out to be the first onboard independent planning program to regulate and control the schedule of operations for a spacecraft (Jonsson
 et al.
 , 2000).
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Game Playing





In the development and enhancement/improvement on games, artificial intelligence has shown much strength. IBM’s DEEP BLUE became the first computer program to conquer a world champion in a chess match. The victory occurred when IBM’s DEEP BLUE overcame Garry Kasparov (a world chess master) by a mark of 3.5 to 2.5 in an exhibition game (Goodman and Keene, 1997).






[image: Image result for game playing]
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Spam Filtering





Learning algorithms categorise above a trillion messages as spam every day, and this goes a long way in saving the recipient from wasting useful and precious time deleting unwanted messages. Because the spammers are continually updating their tactics, an algorithm intended to tackle spam messages requires a learning algorithm to keep it updated (Sahami
 et al.
 , 1998; Goodman and Heckerman, 2004).








[image: Image result for spam filtering]
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Logistics Planning





In the course of the Persian Gulf crisis of 1991, the United States armies installed a DART (Dynamic Analysis and Replanning Tool) fitted with the task of automating and programming logistics planning and forecasting for transportation. The deployment consists of up to 50,000 automobiles, cargo, and people at once, and it was necessary to make an account for starting points, destinations, directions, and conflict resolution between all factors.






[image: logistics-planning]



Figure 26: Aspects of planning (http://bit.ly/2vnk7zP)









1.19
 
 
 
General Pros and Cons of AI



[image: Artificial Intelligence Advantages Disadvantages]







(Advantages and Disadvantages of Artificial Intelligence)



Artificial intelligence has several pros, but it has its disadvantages as well. The benefits and risks of artificial intelligence require careful consideration before employing for personal convenience. Or, in the greed to play God, a man may destroy himself.



The table below tries to summarise some general advantages and disadvantages of artificial intelligence









Advantages of Artificial Intelligence







The chances of error are slim or almost nil with artificial intelligence, and we see greater achievement in precision and accuracy.



Artificial intelligence finds applications in space exploration. Intelligent robots can be used to explore space. They are machines and hence can endure the hostile environment of the interplanetary space.



Intelligent robots can be used for mining purposes. We can harness the intelligence of machines for exploring the depths of oceans.



Intelligent machines can replace human beings in many areas of work. Robots can do certain laborious tasks; which humans do with much energy or are incapable of doing.



Smartphones are a great example of the application of artificial intelligence. In utilities like text prediction, spelling correction, GPS and Maps applications, voice interactions etc., we see AI at work. Thus, we see that artificial intelligence makes daily life a lot easier.



Fraud detection in smart card-based systems is possible with the use of AI. Financial institutions and banks, to organise and manage records, also employ it.



Emotions that often intercept rational thinking of a human being are not a hindrance for artificial thinkers. Because of this lack of the human emotional side, robots can think logically and (are guaranteed to) take the right decisions.



One can utilise artificial intelligence in carrying out repetitive and time-consuming tasks efficiently.



Robotic radiosurgery (a medical field where artificial intelligence greatly influences) helps achieve precision in the radiation given to tumours, thus reducing the damage to surrounding tissues.



Machines do not require sleep or breaks and can function without stopping. They can continuously perform the same task without getting bored or tired. When employed to carry out dangerous tasks, there is a reduction in the risk to human health and safety
 .







Disadvantages of Artificial Intelligence







The cost incurred in the maintenance and repair is high.



Programs need to be updated to suit the changing requirements, and machines need to be made smarter. In case of a breakdown, the cost of repair may be very high. Procedures to restore lost code or data may be time-consuming and costly.



Machines may be able to perform repetitive tasks for long, but they do not get better with experience as humans do. They are not able to act any different from what they are programmed to do. Though mostly seen as an advantage, it may work the other way, when a situation demands one to act in ways different from the usual. Machines may not be as efficient as humans in altering their responses depending on the changing situations.



Imagine intelligent machines employed in creative fields. Thinking machines lack a creative mind. Human beings are emotional intellectuals. They think and feel. Their feelings guide their thoughts. This is not the case with machines. Also, machines lack common sense.



If robots begin to replace humans in every field, it will eventually lead to unemployment. Thinking machines will govern all the fields and populate the positions that humans occupy, leaving thousands of people jobless.



Also, due to the reduced need to use their intelligence, lateral thinking and multitasking abilities of humans may diminish. With the massive application of artificial intelligence, humans may become overly dependent on machines, losing their mental capacities.



The idea of machines replacing human beings sounds fantastic. Nevertheless, is it exhilarating? Ideas like working wholeheartedly, with a sense of belonging, and with dedication have no existence in the world of artificial intelligence. Machines cannot understand concepts such as care, understanding, and togetherness, which is why, how much ever intelligent they become, they will always lack the human touch.







Table 2: Advantages and Disadvantages of Artificial Intelligence (Fekety, 2015)
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Application areas of artificial intelligence
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Chapter 4 Impact of AI in different
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Objective of this Chapter:



At the end of this chapter, the reader should have learnt:



	
The impact of artificial intelligence in the areas of:

	
Transportation


	
Healthcare


	
Education


	
Entertainment


	
Public safety and security


	
Home/Service robots
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Transportation



[image: https://www.startupbootcamp.org/wp-content/uploads/assets/images/blog/2014/may/infographic-2_final-1.jpg]




Figure 27: New Technologies in Artificial Intelligence (New Technologies in Transportation, 2014)










Visible Impacts
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Figure 28: Impacts of AI in transportation
















	

Context



	

Automated Functionality



	

Release Date






	

Parking



	

Intelligent Parking Assist System



	

2003 (Intelligent Parking Assist System, 2016)






	

Parking



	

Summon



	

2016 (The Telsa Motors System, 2016)






	

Arterial and Highway



	

Lane departure system



	

2004 (Lane departure warning system, 2016)






	

Arterial and Highway



	

Adaptive cruise control



	

2005 (Autonomous cruise control system, 2016)






	

Highway



	

Blind spot monitoring



	

2007 (Blind spot monitoring, 2016)






	

Highway



	

Lane changing



	

2015 (Hull, 2015)















Table 3: Introduction of some automated functionalities in cars as cited in (One-Hundred-Year-Study-on-Artificial-Intelligence-(AI100), 2015)
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Home/Service Robots




Special purpose robots will transport packages, parcels, clean offices of dirt, and improve security, but mechanical constraints and the high costs of dependable technical devices will linger in limiting commercial or profitable opportunities to intently defined applications for the predictable future (One-Hundred-Year-Study-on-Artificial-Intelligence-(AI100), 2015).
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Vacuum Cleaner:
 After years of development, in 2001, a vacuum cleaning robot known as the Electrolux Trilobite, turn out to be the first commercial home robot. It possesses a simple and basic control system to perform obstacle dodging and avoidance tasks and some tools for navigation. After one year, iRobot revealed to the public Roomba, which happens to be tenth the value of the Trilobite and, with as little as 512 bytes of RAM, was able to run a behaviour based controller. The most intelligent and smart thing the robot was able to achieve was to avoid or prevent itself from falling off stairs (One-Hundred-Year-Study-on-Artificial-Intelligence-(AI100), 2015).














[image: Related image]
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Home Robots:
 The significant advances in speech understanding and image labelling supported by deep learning will boost robots’ interactions and collaborations with people in their various homes
 .
 More than half a dozen start-ups around the world are creating artificial intelligence based robots for the household, for now, focused principally on social interaction. New ethics, principles and privacy issues may surface as a result (One-Hundred-Year-Study-on-Artificial-Intelligence-(AI100), 2015).














[image: http://www.robots.nu/assets/RobotBrands/Amy-Robotics/_resampled/resizedimage450269-amy-m1-social-service-robot.jpg]
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Healthcare




Healthcare has been a domain that AI seeks to break through and succeed in for quite some decades. Now, AI-based applications could improve health outcomes and quality of life for millions of people and even improve what it currently does in coming years to make it much better and fulfilling
 .
 Leading applications consist of patient monitoring and coaching, clinical decision support, automated devices to support in surgery operation or patient care, and management & control of healthcare systems (One-Hundred-Year-Study-on-Artificial-Intelligence-(AI100), 2015).









	
Healthcare Analytics





“Health care analytics
 connotes the analysis activities embarked upon as a result of collected data from four parts within the healthcare system” (Fan, Han, & Liu, 2014).


[image: ]



The essence of healthcare analytics is to give room for pattern examination in various healthcare data to determine how clinical care can be improved while cutting cost.








[image: http://www.oribatejo.pt/wp-content/uploads/2016/06/fraude.jpg]
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Healthcare Robotics





The advantages of healthcare robotics have proven to over the years to outweigh the disadvantages. These robots have been helpful in areas of surgical operations making very smaller incisions with more precision. These robots can also help to alleviate routine tasks of nurses which include drawing blood, checking vital signs, check body conditions, etc. They are designed to perform repetitive tasks which will enable the humans (nurses or doctors) to attend to more/other issues that involve making rational decisions.






[image: Image result for healthcare robotics]
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Mobile Health





The practice of medicine and public health reinforced and maintained through mobile devices is known as mobile health. It is a term often used when people refer to using cell phones, tablets or wearable smart devices to perform medical self-service.






[image: Image result for mobile health]
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Elder Care



Eldercare simply refers to meeting the needs and (medical) requirements of the aged people within a community. It encompasses services which include but not limited to adult day care, assisted living, long-term care, nursing homes, and home care.
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Education

Although quality education will always require active engagement by human teachers, Artificial intelligence has shown that it is capable of enhancing education at all levels (One-Hundred-Year-Study-on-Artificial-Intelligence-(AI100), 2015). Depicted below are some application areas:



	
Teaching Robots

	
Ozobot (Ozobot, n.d.)








[image: Image result for ozobot]
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Cubelets (Cubelets, n.d.)








[image: Image result for cubelets]
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Wonder Workshop’s Dash and Dot (Meet Dash, n.d.)








[image: Image result for Wonder Workshop’s Dash and Dot]
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PLEO rb (Pleo rb, n.d.)








[image: Related image]
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Intelligent Tutoring Systems (ITS) and online learning








[image: Image result for ONLINE LEARNING]


[image: ]













	
Learning analytics








[image: Related image]
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Entertainment




User-generated content, established by the internet has grown to be a sustainable source of information and entertainment. Social networks of the likes of Facebook are now prevalent, and they act as tailored channels of social interaction, communication and entertainment. Apps such as Snapchat and WhatsApp allow smartphone operators to stay persistently “in touch” with peers and share or distribute sources of entertainment and information (One-Hundred-Year-Study-on-Artificial-Intelligence-(AI100), 2015).
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Public Safety and Security




Cities already have begun to deploy artificial intelligence technologies for the safety and security of the general public
 .
 These comprise of drones, predictive policing applications, and cameras aimed at surveillance to detect irregularities pointing to a possiblecrime
 .
 Artificial intelligence may enable policing regulatory and control activities to become more directed and used only as at when needed. Also, assuming that there exists careful deployment operation, artificial intelligence may also assist in removing some of the favouritism or unfairness inborn in human decision-making
 .
 One of the additional use of artificial intelligence analytics is in spotting crimes, such as credit card fraud (RSA Adaptive Authentication, n.d.).
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 Checklist



The student should be able to discuss:



	
The impact of artificial intelligence in the areas of:

	
Transportation


	
Healthcare


	
Education


	
Entertainment


	
Public safety and security


	
Home/Service robots



































































































 
Chapter 5 Impact of AI on Digital Industry
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Objective of the Chapter



At the end of this chapter, the reader should have learnt about:



	
The impact of artificial intelligence on digital online platform industry


	
The impact of artificial intelligence on digital gaming industry
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Impact of AI on Digital Online Platform Industry







[image: The Essential Landscape of Enterprise A.I. Companies]









Figure 42: Online Platform in various fields of AI (Jia, 2017)









1.25.1
 
 
Facebook




	
About Facebook





Facebook is a social networking application developed by Mark Zuckerberg and some of his roommates at Harvard University. The launching of Facebook took place on the 4th of February 2004.
 Currently, Facebook stands out as the largest social network website.
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Impact of AI





People Tagging



In the early years of Facebook, tagging was a great challenge. At some time, its tagging feature was likely to recommend wrong tags for people that appear in photos and pictures. Thanks to artificial intelligence that has helped to increase the accuracy of Facebook tags.











Image Recognition



With artificial intelligence, Facebook’s image recognition capabilities have improved in recent years. Without tags or captions, users are allowed to search photos using keywords.











Content Control



Facebook uses artificial intelligence to deliver the right content to users based on their daily views.











Others



Other areas include Ad filtering, news feed, real-time stream, voice recognition, ability to understand user likes, etc.













	
User Growth Rate
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Revenue Statistics




[image: Image result for facebook revenue chart 2017]
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1.25.2
 
 
Instagram
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Impact of AI





Artificial intelligence as affected the growth of Instagram in different areas, which include the following:
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User Growth Rate




[image: Image result for user growth of instagram 2017]
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1.25.3
 
 
Snapchat




	
About Snapchat





Snapchat is an image messaging social mobile application that was designed and developed byBobby Murphy, Evan Spiegel,and Reggie Brown. They were undergraduates at Stanford University at the time.









	
Features





All these features over time have been improved upon and greatly enhanced with the knowledge of artificial intelligence.
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Growth Image




[image: Image result for snapchat revenue rate]
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1.25.4
 
 
LinkedIn




	
About Facebook





LinkedIn is a professional social networking website comprising of both employers and employees. Employers post their job vacancies while employees post their rsu
 m
  and they both network together within the social app. It was established in December 2002 and launched in May 2003.


[image: Image result for Linkedin history]



Figure 51: Timeline history of LinkedIn









Below is a list of a small number of areas where artificial intelligence has significantly influenced the online platform.
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Impact of AI on Digital Gaming Industry




1.26.1
 
 
Enhancements of graphical upgrades




When we look at the games developed in the past, e.g. Skyrim Overhaul and compare its latest update, we will see a lot of improvements regarding the graphical interface. Thus, contributing significantly to general acceptability of games in our society today.
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1.26.2
 
 
Game convenience through portability




Gone are the days when you require a keyboard and a mouse or a gaming pad before you can play games. In the passion to making everything portable, the gaming industry is never left out. The gaming industry has reached a stage where you can play (all) games wherever you at any point in time.
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1.26.3
 
 
Introduction of 3D




2D (2 dimensional) games are games with certain limitations which include limitations to top, down, views and platform. However, we now 3D games, although been in existence for decades (but not deemed appealing), that look better and enhanced with improved graphics. 3-dimensional games have substantially changed the look and feel of games.
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1.26.4
 
 
Multiplayer Game




Ever since the beginning of online gaming, multiplayer games have gained and received so much recognition than single player games. People can now play games and compete against each other in real time irrespective of their geographical location.
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 Checklist



The student should be able to discuss:



	
The impact of artificial intelligence on digital online platform industry with examples


	
The impact of artificial intelligence on digital gaming industry with examples






























































Chapter 6 Intelligent Agents
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Objective of this Chapter:



At the end of this chapter, the reader should have learnt about:



	
The nature of agents


	
The diversity of environments


	
The structure of agent types
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Introduction




In chapter one, we considered the concept of rationality which is imperative to our approach to artificial intelligence. This chapter begins by examining agents, environments and then relating the two concepts together. We will look at various types of agents and how they behave or perform in different environments.







1.28
 
 
Agents and environments




Who is an agent?
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According to Merriam-Webster dictionary (2017), an agent is “a means or an instrument by which a guiding intelligence achieves a result”. In lay terms, an agent can be said to be
 a person who is officially representing another person in carrying out tasks.
 We see examples in travel agent, real estate agent, secret agent, customer care agent, etc. In a nutshell, an agent acts on behalf of someone.







In artificial intelligence, an
 agent
 is whatsoever thing seen as perceiving or observing its
 environment
 using
 sensors
 and acting on such an environment through effectors (also known as
 actuators
 ). Figure 57 demonstrates the above definition.
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Figure 57: Agents interact with environments through sensors and actuator










The question mark (?) refers to an attempt in answering the question: what different designs will bring about successful agents?



1.28.1
 
 
Human Agent




The sensors for a human agent include eyes, ears, and other sense organs while the actuators are the hands, legs, mouth, and other body parts.
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Figure 58: Illustration of a human agent










1.28.2
 
 
Robotic Agent




The sensors for a robotic agent are cameras and infrared range finders while various motors denote the actuators.
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1.28.3
 
 
Software Agent




The sensory inputs for a software agent include receiving file contents, keystrokes, and network packets while it performs necessary actions on the environment using writing data, displaying on the screen, and sending network packets.
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Figure 60: Illustration of Software agent










Agent Terminologies











Percept



Percept
 is the agent's perceptual inputs received at any point in time.











Percept Sequence



Percept sequence
 is the complete history of the totality of what the agent has perceived so far.











Agent Function



Arithmetically speaking, we say that an
 agent function
 defines
 the agent’s behaviour, which plots any specified percept sequence to an action. We mathematically represent the agent function with a formula as seen below:
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Agent Program



The task of implementing the agent function for an agent is fitted with an
 agent program.
 The agent program is a tangible implementation of the agent’s function, which is an intangible mathematical description, running on the agent’s architecture.







To better explain the above concepts
 ,
 we will use the example of a vacuum cleaner world described in Figure 61. The vacuum cleaner world is an elementary invented world, and so we can describe everything that happens within it. There are only two locations for this particular world: squares A and B.
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Figure 61: A vacuum-cleaner world with just two locations










The vacuum agent observes the area it is in and checks if there is dirt on the square or not. The available actions that the agent can perform includes
 MOVE Left
 ,
 MOVE Right
 ,
 SUCKUP Dirt
 , or
 DO Nothing
 .
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Table 4 shows a partial tabulation of this agent function.









	

Percept sequence



	

Action






	

{A, Clean}



	

Right






	

{A, Dirty}



	

Suck






	

{B, Clean}



	

Left






	

{B, Dirty}



	

Suck






	

{A, Clean}{A, Clean}



	

Right






	

{A, Clean}{A, Dirty}



	

Suck






	

{B, Clean}{B, Clean}



	

Left






	

{B, Clean}{B, Dirty}



	

Suck






	

{A, Clean}{A, Clean}{A, Clean}



	

Right






	

{A, Clean}{A, Clean}{A, Dirty}



	

Suck






	

{B, Clean}{B, Clean}{B, Clean}



	

Left






	

{B, Clean}{B, Clean}{B, Dirty}



	

Suck















Table 4: Partial tabulation of a simple agent function for the vacuum-cleaner world shown in Figure 61













Shown below is the agent program for the agent function in Table 4:
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1.29
 
 
 
Concept of rationality












	
How should agents ACT?





A
 rational agent
 is one that, in all circumstances, does the right thing. Obviously, doing the right thing is better than doing the wrong thing. But what does this mean? As a first guess, we will say that the right action is the one that will cause the agent to be most successful. That leaves us with the problem of determining
 how
 and
 when
 to assess the agent’s success.











	
Answering the HOW question





Performance measure
 is the criteria that determine how successful an agent operates. An agent situated in an environment produces a series of actions based on the percepts it acquires. The agent’s action plan causes the environment to go through a cycle of states. If the end state after series of cycle is desirable, then the agent has performed satisfactorily
 .
 Performance measure
 captures the concept of desirability which weighs any given sequence of states in an environment.











We determine the success of an agent by environments state rather than the agent’s state. It will be irrational to define success based on an agent’s view of its performance. The reason being that, an agent may attain perfect rationality merely by deceiving itself that its performance was excellent. Let us use the example of the vacuum cleaner agent illustrated above to prove the
 how
 question.











The agent (Vacuum Cleaner agent) is intended to clean a dirty floor. Below are two credible performance measure examples for determining the agent’s success.













	
What is the amount of dirt cleaned within a given time frame (basic)?


	
What is the amount of electricity consumed, the amount of noise generated, and the amount of trash cleaned within a given time frame (advanced)?













There is a great problem here for those who develop performance measures.



	
If one measures success by the amount of dirt cleaned up, a smart agent might decide to fetch in a load of dust every morning, swiftly clean it up, and get a good performance score.


	
What we intend to measure is
 the degree of cleanliness of the floor,
 but determining that is more challenging than just evaluating the dirt cleaned up.













	
Answering the WHEN question









The “
 when
 ”
 of evaluating performance measure is also highly imperative.



	
If one measures how much dirt the agent has cleaned up in the first hour of the day, one would be rewarding some agents who start early (even if they do little or no work), punishing those that work consistently. Thus we want to measure performance over the long run, be it a twelve-hour shift or a lifetime period.





Because there is not a fixed performance measure for all tasks and agents, it is important to follow the general rule that when developing performance measures, “…
 it is better to design performance measures according to what one wants in the environment, rather than according to how one thinks the agent should behave.
 (Russell & Norwig, 2010, p. 37)
 ”









1.29.1
 
 
Rationality and Omniscience




Four things influence what is rational at any specified time, they are:
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This leads to the definition of a rational agent, which according to Russell & Norwig (2010), states that:



“For each possible percept sequence, a rational agent should select an action that is expected to
 maximise
 its
 performance
 measure
 , given the
 evidence
 provided by the percept sequence and whatever built-in knowledge the agent has.”







Among other things, two important requirements that an intelligent agent ought to satisfy include:



	
An ideal mapping from percepts (sequences) to actions


	
Autonomy
 :
 the case of agents being designed based on both
 experience
 and
 built-in knowledge
 as against acting based on just the latter.





There are two examples of animals given below which we will use to understand the concept of
 autonomy.



1.29.2
 
 
Case One: Dung Beetle
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The Dung Beetle, sometimes called rollers, roll dung (poop) into round balls which it uses for food or for building chambers. A species of the Dung beetle (
 Onthophagus Taurus
 ) is capable of rolling dungs 1,141 times their body weight which is the equivalent of an average person pulling six double-decker buses full of people (Khaleeli, 2010).









The Dung Beetle rolls dung every day of its life, and while rolling this dung, some particles fall off on the way. If the beetle's nest is far, it is possible that before getting to its nest, all of the dung falls off on the way, when this happens, the Dung Beetle goes back in search of another ball of dung to roll. And the cycle continues. What we see in this little overview of the process of dung rolling carried out by a Dung Beetle is that the Beetle lacks autonomy, i.e. the beetle does not use its experience (prior knowledge) to improve on its dung rolling process. It performs the same routine every time.









1.29.3
 
 
Case Two: Sphex wasp
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Sphex wasps are known to sting and paralyse their prey. When a Sphex stings a prey, the bite does not kill the prey but paralyses it with wasp toxins. When preparing for egg laying, Sphex constructs a secure nest which they stock with captured prey. The aim is to make food available for its offspring whenever they are hatched. When a Sphex stings its prey, it drags and drops it at the opening of its nest. It goes inside the nest to inspect it and make sure that the nest is precisely the way it prepared it.







After inspection, the Sphex goes to the opening to bring in the prey. If by any chance the victim’s location has changed, the Sphex locates, drags, and drop the prey at the opening of its nest again, goes into the nest and inspect again.







This process repeats itself for as long as the victim’s location changes. What we see in this little overview of the process of picking and putting its prey in the nest is that the Sphex wasp lacks autonomy, i.e. the Sphex does not use its experience (prior knowledge) to improve on its prey drop-off process. It performs the same routine every time.









1.29.4
 
 
Autonomous System




A system is autonomous when we can affirm that its own experience determines its behaviour or conduct. An agent that operates by built-in assumptions will only operate successfully when prevailing assumptions holds; it, therefore, lacks flexibility.











1.29.5
 
 
Omniscience




The primary difference between rationality and omniscience is that, while omniscience implies absolute perfection, rationality does not profess perfectness in totality. An omniscient agent is aware of the
 actual
 outcome of its decisions or actions and, based on that, acts accordingly; but omniscience is practically impossible in reality. Rationality is not the same as perfection. While rationality maximises expected
 performance, perfection maximises actual performance. Undertaking actions to alter future percepts, sometimes called
 information gathering
 , is a significant part of rationality.











1.30
 
 
 
Model of environment




In our example and illustration of a
 vacuum cleaner world
 , we can group everything under the term
 task environment,
 represented with the acronym
 PEAS (P
 erformance
 , E
 nvironment
 , A
 ctuators
 , S
 ensors
 )
 . In designing an agent, the first step must always be to specify the task environment as thoroughly as possible. In other words, in designing a rational vacuum cleaner agent, we need to determine:







	
The
 P
 erformance measure


	
The
 E
 nvironment


	
The
 A
 ctuators and
 S
 ensors









If we are to organise a PEAS description of the task environment for a vacuum cleaner, we would have:
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Table 5: PEAS description of the task environment for a vacuum cleaner.








The example of a vacuum cleaner world is a simple one; the chart below reviews the PEAS description for more complex agent types.
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Table 6: PEAS description of compound task environments














	
Properties of Task Environments





The number of task environments that may spring up in artificial intelligence is numerous. One can, nevertheless, identify a relatively small number of dimensions to which one can categorise task environments. The following are categories of task environments as illustrated by Russell & Norwig (Artificial Intelligence: A Modern Approach (Third Edition), 2010).











1.30.1
 
 
Fully observable versus partially observable




When the sensors of an agent reveal to it the entire state of the environment at every point in time, we say that such a task environment is
 fully observable
 . Furthermore, if the sensors of the agent can perceive the entire aspect of an environment that is pertinent to the choice of action of the agent, then we say that the task environment is effectively fully observable.







Because of inaccurate sensors or missing state from sensory data, an environment is termed
 partially observable
 .







There are also cases of unobservable environments. An environment is described as
 unobservable
 if the agent does not have any sensors detect any aspect of the environment.











1.30.2
 
 
Deterministic versus stochastic




A deterministic environment is one that the action an agent performs in the current state determines the following state(s)in such an environment; otherwise, it is stochastic – an agent’s action in current state does not determine the next state of the environment
 .
 An environment can be influenced to be stochastic if such an environment is partially observable.









1.30.3
 
 
Episodic versus sequential




In an
 episodic
 environment, we segment the agent’s experience or understanding into atomic episodes. In the separate episodic chapter, an agent performs a single action upon the percepts received. The next episode, however, does not depend on the actions taken in previous episodes.







In
 sequential
 environments, on the other hand, the current decision could affect all future decisions. An example of a sequential environment is chess game as short-term actions can have long-term consequences.











1.30.4
 
 
Static versus dynamic




In a
 dynamic
 environment, the environment is subject to constant change even while an agent is still reflecting on which action to perform. The environment is
 static
 when the environment is stationary and stable. Static environments are easy to deal with because the agent does not need to be conscious of the world while it is determining an action to undertake, neither does it need to worry about the passage of time. Dynamic environments, on the other hand, are more complex as they are always asking the agent what it wants to do
 .
 In a situation wher
 e
 the environment in question does not change but the agent’s performance score changes with the passage of time, we say such an environment is
 semi-dynamic
 .











1.30.5
 
 
Discrete versus continuous




A
 discrete
 or
 continuous
 is determined based on three points:







	
How an agent handles time?


	
The state of the environment


	
The percepts and actions of the agent









For instance, in the game of chess, the environment has a finite number of peculiar states. The set of percepts and actions in the game of chess is also discrete – the constituting elements are individually distinct.









A Taxi driver’s environment is a continuous-state and continuous-time problem environment because of the location of the cab and the precise speed that the driver exerts at any point in time sweep through a series of continuous and ever-changing values and do so efficiently and effortlessly over time.











1.30.6
 
 
Single-agent versus multi-agent




Using real-life scenarios to differentiate a single agent from a multi-agent, we can say that an agent cracking a crossword puzzle problem all by itself is obviously in a
 single-agent
 environment, whereas an agent playing the game of chess with a human or a machine is in a
 multi-agent
 environment.



When we look through the above categories of task environments, we can deducethat th
 e
 hardest cases are
 partially observable
 ,
 multi-agent
 ,
 stochastic
 ,
 sequential
 ,
 dynamic
 , and
 continuous
 .











In Table 7 below, we have given some task environments and their characteristics.
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Table 7: Examples of task environments and their characteristics














1.31
 
 
 
Structure of agents








The job of artificial intelligence is to design the agent's program principally with:







	
a function that ensures the agent correctly maps its
 percepts
 with
 actions


	
an assumption that the program will run on some computing device called the
 architecture









The structural design makes available to the program the percepts received from the sensors. The architecture executes the program, and production of the program’s action choices, supplied to the effectors occur. Given below is the connection between the agent’s architectures, the agent itself, and its programs:


[image: ]







Before designing an agent’s program, one must have a good idea of the possible percepts and corresponding actions, i.e.:







	
The goal(s) or performance measure(s) the agent is supposed to achieve, and


	
The sort of environment it will operate in









Figure 64 illustrates an example of a simple agent program, which keeps a record of percept sequence and uses it as an index into a table of actions to choose what to do.








[image: ]
 [image: ]













Below are important points to take note of about the structure of an agent:







	
An agent can receive only a single percept as input at a time.


	
In a simple situation, an agent may be successful without saving percept in memory. However, in a complicated situation, an agent must store percepts in memory to attain a particular level of success, but it is not possible to store the complete percept sequence.


	
The performance measure is but a yardstick for measuring the efficacy of an agent and not a part of the agent program.













Types of Agent Programs







	
Simple reflex agents


	
Model agents


	
Goal-based agents


	
Utility-based agents

















1.31.1
 
 
Simple reflex agents




This agent has a function that maps from the set of all inputs to the set of all outputs. This is the most unintelligent agent because it has no internal state and consequently acts only on current percept. It is impossible to draw up an explicit table containing all the possible percepts and the corresponding action so we can take a portion of the table. Some processing is done on the sensor to establish a condition which triggers the agent program to act based on the condition. This type of connection is so-called a
 condition-action rule,
 written as:







if
 condition
 then
 action



if
 car-in-front is braking
 , then
 initiate braking














Figure 65: Schematic diagram of a Simple Reflex Agent
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Rounded rectangles are used to denote the current internal state of the agent’s decision process, and rectangles to represent the background information used in the process. As revealed in Figure 66, the agent program is a simple one in which we see th
 e
 INTERPRET-INPUT function generating an abstracted depiction of the current state from the percept received, and the RULE-MATCH function, which returns the very first rule in the set of rules that, parallels the given state description
 .
 Simple reflex agents have the property of being simple. Nevertheless, they turn out to be of faulty intelligence. Some problems that this kind of agent is likely to encounter include:







	
Impossibility to draw a complete look-up table of all possible percept and the corresponding actions. This is because the table will be too big to generate and store.


	
Lack of ability to adjust to variations in the environment. Updates have to be made in the table to accommodate changes.













1.31.2
 
 
Model-Based Agent








A model-based agent is a reflex agent with an internal state; it’s an upgrade to the earlier discussed simple reflex agent. In the case of a simple reflex agent, making correct decisions through current percepts is the only way to ensure that it will work.







Let us review the taxi driver scenario to explain the model-based agent further. For a successful and safe driving:







	
The driver checks the rear-view mirror to confirm the locations of neighbouring vehicles from time to time.


	
Whenever the driver is not looking in the mirror, the cars in next lane are invisible, i.e. the driver does not know the state in which other vehicles are; however, to decide on a lane change, the driver needs to know whether vehicles are there or not.











The problem that is shown by the example above surfaces because the sensors do not provide access to the complete state of the world. In a condition like this, it is vital that the agent maintains some internal state information. To bring up-to-date, the internal state information of the agent, as time goes by, the agent requires two types of knowledge to be programmed in the agent’s program.











First, information about how the world evolves independently of the agent is required. For example, an overtaking car will be close behind than it was some minutes ago.











Secondly, information about how the agent's actions affect the world is also important. For example, when the agents decide to change lanes, there will be a gap in the lane it was in before.











Figure 67 gives the structure of the model-based reflex agent with internal state, showing the connection between the present percept and the internal state information from the past to generate an updated and efficient depiction of the current state, established on the agents ideal of how the world operates. The agent program shown in Figure 68 illustrates the function UPDATE-STATE that is responsible for creating the new internal state description.
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1.31.3
 
 
Goal-Based Agent








The knowledge about the immediate state of an environment is often not sufficient to decide on what actions to perform. Take, for instance, a taxi driver at a road junction can decide to turn left, right, or go on straight as he drives.











The taxi driver will make the right choice if he is aware of where exactly his destination is. In other words, the agent requires some
 goal information,
 as well as a description of the current state that defines the circumstances, which are desirable. The agent program can link this with the information about the outcomes of likely actions (the similar information as was used to bring the internal state up-to-date in the reflex agent) to select actions that realise specific goals. Figure 69 shows the goal-based agent's structure.
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Even though the goal-based agent gives the idea that its efficiency is little, it is more flexible since the knowledge and information that maintains its decisions is characterised explicitly and is subject to modification. For instance, while the taxi driver is driving, let us assume it starts to rain, the agent may update its knowledge base of how effectively and efficiently its brakes will operate; this action also will automatically force all of the related behaviours to be changed to suit the new conditions.











A better general performance measure ought to allow an assessment of various world states according to precisely how satisfied they would make the agent after achieving such standards. An agent’s
 utility function
 fundamentally means internalising the agent’s performance measure. If the internal utility function together with the external performance measure of an agent is in consonance, then the agent that selects an action to maximise its utility will be lucid according to the external performance measure provided.













1.31.4
 
 
Utility-Based Agent




In most environments, goals alone are not enough to generate high-quality behaviour. For example, some action sequences will get the taxi driver to its target destination. However, some action sequences are faster, safer, more dependable, or inexpensive than others.
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1.31.5
 
 
Learning Agent
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The learning agent can be categorised into four logical components, as presented in Figure 71. We discuss these components below.







	
Learning element
 : this is responsible for making improvements. The learning element uses the feedback or response from the
 critic
 on the way the agent is performing, and it decides how the performance element should be modified and enhanced to do better in the future.


	
Performance element
 : this is responsible for selecting external actions. It accepts percepts as inputs and then decides on what steps to undertake.


	
Critic
 : this informs the learning element how fine the agent is doing concerning stipulated performance standards. The critic is crucial for the reason that the percepts themselves offer no sign of the agent’s success.


	
Problem Generator
 : This is responsible for suggesting actions that will lead to new and informative experiences
 .
 The job of the problem generator is to propose exploratory actions.
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 Checklist



The student should be able to discuss:



	
The impact of artificial intelligence on digital online platform industry with examples


	
The impact of artificial intelligence on digital gaming industry with examples






























































Chapter 7 Problem Solving
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Objective of this Chapter:







At the end of this chapter, the reader should have learnt about:



	
The fundamentals of a problem-solving agent.


	
The concept of problem and various types of problems that exist.


	
Problems and solutions using examples.


	
The algorithms for searching for a solution.











1.32
 
 
 
Introduction








Searching is one of the operational tasks that describes artificial intelligence programs best. Almost every artificial intelligence program be influenced by a search technique to execute its prescribed or recommended functions. Problems are typically defined regarding state, while solution parallels to goal states.







There are two sequence steps that problem-solving using search technique implements:



(i)
 
 Problem
 Definition
 – Identifying a given problem’s required initial and goal state.



(ii)
 
 Analyse the problem
 - The best search technique for the given problem is chosen from different artificial intelligence search techniques that produce one or more goal state in a minimum number of states.









1.33
 
 
 
Types of problem




In general, we can classify problems into four categories which on the two important properties below:



(i)
 
 The amount of the agent’s knowledge of the state and its action description.



(ii)
 
 The connection of the agent to its environment through percepts and actions.
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Figure 72: Types of problem














1.33.1
 
 
Single State Problem




In a single state problem, the environment is deterministic, and fully observable (at least in the initial state). The agent knows the exact state it is in, and its solution is a sequence of actions. We can, therefore, approximate that the environment is:



	
Observable


	
Deterministic


	
Static


	
Discrete









Example: Vacuum Cleaner
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1.33.2
 
 
Multiple State Problem




In a multiple state problem, the agent environment is not observable. The agent knows it may be in any of some states. Its solution to a problem, if any, is a sequence of actions. We can assume that the agent’s environment is:



	
Partially observable (initial state not observable)


	
Deterministic


	
Discrete


	
Static









Example: Vacuum Cleaner
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1.33.3
 
 
Contingency State Problem




In a contingency state problem, the agent environment is partially observable and non-deterministic. The agents’ percepts provide new information about current state and its solution to a problem is a tree or policy. This type of agent has more intelligence in that; it can sense if its location is either dirty or clean, then use that to perform necessary action.

















Example: Vacuum Cleaner
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1.33.4
 
 
Problems and Solutions








A
 problem
 can be defined formally by five components. These components are:



	
The
 initial state, i.e.
 the state that agent starts in


	
Successor function (S):
 A description of the possible actions available to the agent. Given a particular state x,
 S(x)
 returns a set of states reachable from
 x
 by any single action


	
Goal test:
 This determines whether a given state is a goal state. At times, there can be a set of possible goal states; the test just checks if the particular state is a member of the set


	
Path cost:
 This is a function that assigns a numeric value to each path. A problem-solving agent selects a cost function that reveals its performance measure.













State Space







The initial state, transition model, and actions tacitly define the
 state space
 of the problem, i.e. the set of all states accessible by any sequence of actions from the initial state. The state space creates a focused network or
 graph
 which categorises the nodes as
 states,
 and
 actions
 are the links between nodes. A series of states connected by a sequence of steps
 within a state space is known as the
 path
 .







To streamline search algorithms, it is often suitable, rationally and programmatically, to describe or represent a problem (state) space as a
 tree
 . A tree typically cuts the complexity of a search at a distinct
 cost
 .







We can liken a
 tree
 to a graph in which, in the least, two vertices are linked by just one path.
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Figure 73: A simplified road map of part of Romania. (Russell & Norwig, 2010)














1.33.4.1
 
 Formulating Problems







Using the above map of Romania, let us formulate a problem.







	
Initial State:
 the initial state for our agent in Romania might be labelled to be In(
 Arad)





	
Successor function (S)
 : given a particular state x, SUCCESSOR-FN(x) returns a set of (action, successor) pair, where each action or move is one of the permitted actions in state x and respective successors are states accessible from x by applying certain actions. If an agent is In(
 Arad
 ) state, its successor function would return a set of three states {[Go(
 Timisoara
 ), In(
 Timisoara
 )], [Go(
 Sibiu
 ), In(
 Sibiu
 )], [Go(
 Zerind
 ), In(
 Zerind
 )]}


	
Goal test
 : The agent’s goal in Romania is the singleton set {In(Bucharest )}


	
Path cost
 : If an agent is concerned about time, then the agent is conscious of path cost. For the agent travelling from Arad to Bucharest, we can assume path cost to be the numerical distance between states. The step cost
 ‘c’
 of taking action ‘
 a’
 to go from state ‘
 x’
 to state ‘
 y’
 is denoted by
 c(x, a, y)
 .









A
 solution
 to a problem is a sequence of actions that generate a goal state from a defined initial state. The path cost function measures the quality of a solution. An
 optimal solution
 is one that has the lowest or smallest path cost among the entire set of solutions.









1.33.4.2
 
 Problem Solving Agent



Problem-solving agents are types of goal-based agent, where the agent chooses its next action by finding series of actions or moves that lead to the anticipated states. Where the difficulty arises here is getting the knowledge about the formulation process, (from the current state to outcome action) of the agent. If the agent comprehends the description of the problem, it becomes quite straightforward to build a search process for finding the required solutions. It suggests that a problem-solving agent has to be an intelligent agent for it to be able to maximise its performance measure.
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Figure 74: The sequence of steps done by the intelligent agent to maximise the performance measure
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1.33.4.3
 Application of the problem-solving approach to some task environments







1.33.4.3.1
 
 Vacuum world problem



States:
 the agent would be in one of two locations, which may or may not be dirty. Thus, there are 2 * 2
 2
 = 8, i.e. we have eight possible world states. Figure 76 below shows these states.



Initial state:
 We can label any of the states as the initial state



Successor function:
 the agent here can perform 3 actions (
 Left, Right,
 or
 Suck
 )



Goal test:
 this checks whether all floors are clean



Path cost:
 each step cost 1 point. Therefore, the path cost is the number of steps in the path to the goal state.
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Figure 76: The complete state space for Vacuum World










1.33.4.3.2
 
 8 Puzzle problem







The 8-puzzle problem (as shown in Figure 77 – initial state) is a ‘3 by 3’ board with a blank space and eight numbered tiles. A tile can slide into the blank space if it is adjacent to the blank space. The objective is to reach a specified goal state.







States:
 A state, depicting the location of each of the eight tiles and the blank in one of the nine squares.







Initial state
 : We can label any state as the initial state.







Successor function:
 Legal
 actions of this agent are only four. These actions are
 Right
 ,
 Left
 ,
 Down,
 or
 Up
 .







Goal test:
 This test checks if a particular state matches the configuration of a goal state.







Path cost:
 In the route to the target state, we denote the number of steps taken as the path cost. Therefore, we assume a cost of 1 for each move or action taken.
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1.33.4.3.3
 
 8 Queens Problem



The goal of the 8-queen’s problem is to arrange on a chessboard, eight queens in a way that no queen attacks another queen. A queen attacks another queen or any other chess piece when such a piece is in the same row, column or in diagonal with the queen. Figure 78 shows an attempted solution that fails: the queen at the top left attacks the queen at the bottom right column.
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Figure 78: Almost a solution to the 8-queens problem
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Figure 79: A solution to the 8-queens problem










States:
 This is the set of all possible configurations of n queens (
 [image: ]
 ) where there is one queen per column, with no queen attacking any other queen.







Initial state:
 No queens on the board







Successor factor:
 Add a queen to any square in the leftmost empty column such that no other queen attacks it.







Goal test:
 Check
 the arrangement and placement
 of all the eight queens on the board such that no queen attacks each other.







Path cost:
 The path cost for this problem is zero













1.33.4.3.4
 
 Missionaries and Cannibals problem



On the side of a river, there are three cannibals and three missionaries. At the riverbank is a boat to transport all of them to the other end of the river. However, the boat can only accommodate a maximum of two people at a time.







The task is to find a means of transporting all the cannibals and missionaries to the other side of the river. At any point in time, do not leave the group of missionaries outnumbered by the cannibals at either side of the river.







Assumption



	
The number of trips is not restricted


	
Both the missionary and the cannibal can row a boat








[image: Image result for missionaries and cannibals problem]




Figure 80: missionaries-cannibal image










States:
 An ordered sequence of two numbers is used to define a
 state. It represents the number of cannibals and missionaries. For example, (i, j) = (3, 3) three missionaries and three cannibals







Successor function:
 The possible moves across the river are:



	
Two missionaries


	
Two cannibals


	
One missionary and one cannibal


	
One missionary


	
One cannibal









Initial state:
 (i, j) = (3, 3), i.e. three missionaries and three cannibals at one side of the river.







Goal test:
 (i, j) = (3, 3), i.e. three missionaries and three cannibals in the other side of the river.







Path cost:
 Number of trips to and fro the two sides of the river
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Table 1: Rule table for solving missionary-cannibal problem














Solution
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Table 2: Solving the missionary-cannibal problem









1.33.4.3.5
 
 Airline travel problem







States:
 An airport and the time of departure represent each state.







Initial state:
 departure airport







Successor function:
 this returns the state resulting from taking any scheduled flight (departure) from the current airport to another (arrival) airport. The state returned will have the arrival time as the current time while we represent the destination as the current location.







Goal test:
 The test checks whether we are in the target state (arrival airport) after a pre-specified time set by a passenger.







Path cost:
 The waiting time, monetary cost, customs and immigration procedures, flight time, time of day, seat quality, frequent flyer mileage awards, type of aeroplane, and the list goes on and on influences the path cost.









1.34
 
 
 
Searching for Solutions




A solution is a sequence of actions. Therefore, search algorithms operate by reviewing several possible series of action. The possible sequence of steps of a
 search tree
 begins at the root, which represents the initial state; actions are used to represent branches while the states in the state space of the problem signify
 nodes
 . An explicit
 search tree
 is used by search strategies to define the state generated by a successor function and the specified initial state. However, when we can reach the same state from several paths, instead of having a search
 tree
 , we have a search
 graph.
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Figure 81: Romania map










A
 search node
 signifies the root of the search tree which parallels to initial state which is
 In
 (
 Arad
 ). The first thing to perform is to check if the current state is the goal state. If this is true, then the problem is solved. If not, the state is subject to exploration or expansion. A new set of states is generated by applying to the current state, a successor function. In our case (Figure 81), we generate three new state, which is,
 In
 (
 Timisoara
 ),
 In
 (
 Sibiu
 ), and
 In
 (
 Zerind
 ). It is left for us to determine which of these three possibilities to explore further. At this point, we continue to choose, test, and expand until we reach a solution or goal, or there are no more states to explore. The decision of which state to expand solely rests on the
 search strategy.
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Figure 82: Partial search trees for finding a route from Arad to Bucharest










1.34.1
 
 
Tree Search Algorithm








From the image below, find a path to reach
 G
 from
 A
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Figure 84: Tree search example problem









The rules are the same.







	
Start the search from the initial state


	
Check whether the initial state is a goal state


	
Return success if the initial state is a goal state.


	
Else, from the initial state (current state) generate, expand, and test the new set of states.













Solution







Expanding ‘A.’
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Expanding ‘B’
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Expanding ‘D.’
 [image: ]











Expanding ‘E.’
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Sequence of steps to reach the goal state G from A is
 A→B
 → D → E → G
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There are many ways to represent nodes (states). Therefore, we take a five component data structure to represent a node:







State:
 the state in a given state space that represents a node.







Parent Node:
 the node that generates a new or successor node in a search tree.







Action (Rule):
 the action or step was taken on a parent node to produce a successor node.







Path cost:
 the cost, often signified by
 g(n)
 , of the route leading to a particular node from an initial state.







Depth:
 the total number of steps or moves along the execution path or route from the initial state.







Set or queue is used to represent the collection of nodes characterised in the search tree.







Set:
 A set consists of nodes expandable or exploreable from which a search strategy, using a function, selects the next node.









Use the graph below (Figure 85) to find the path to reach G using the queuing function in general tree search algorithm.
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Figure 86: Tree search example problem using Queuing function









1.34.2
 
 
Data structure in search algorithm








Data structures are fundamental in search algorithm as they assist in keeping track of the search tree. For every node in the tree (graph), there is a general structure that comprises of up to four components. These components are listed below:







	
n
 .STATE: this represents the state in the state space that corresponds to a node;


	
n
 .PARENT: the particular node in the search tree that generates another node;


	
n
 .ACTION: the action applied to a parent node to produce a new or successor node;


	
n
 .PATH-COST: the path cost, conventionally symbolised by g(n), from the initial node or state to the goal node, as specified by the parent pointers.









N.B: ‘
 n’
 is used to denote nodes
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Figure 86: Nodes are the data structures from which we construct the search tree. Each has a parent, a state, and various bookkeeping fields. Arrows point from child to parent.










The function CHILD-NODE given in the function below takes a parent node and an action as an argument and returns the subsequent child node(s).
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Nodes that are returned by the function above still needs to be stored somewhere. And that is where
 queue
 comes in. The suitable data structure, in this case, is a
 queue.
 Queues are a collection of nodes, and below are the operations on a queue:







	
MAKE-QUEUE (elements)
 – this creates a queue with the given elements


	
EMPTY (queue) –
 this
 returns true only if there are no more elements in the queue.


	
POP (queue)
 – this removes the element at the front of the queue and returns it


	
INSERT-ALL (elements, queue)
 – this inserts set of items into the queue and returns the resulting queue.


	
FIRST (queue)
 – this returns the first element of the queue.


	
INSERT (element, queue)
 – this adds an element into the queue and returns the resulting queue











The
 sequence
 in which queues stores inserted nodes is their means of distinguishing. There are three types of queue, they are:







	
First-In-First-Out
 (
 FIFO) Queue
 : this operates by removing (pop) from the queue its oldest
 element.


	
Last-In-First-Out
 (
 LIFO) Queue
 :
 this type of queue is otherwise identified as a
 stack
 operates by removing (pop) from the queue its newest element.


	
Priority Queue
 : this category of queue works by eliminating (pop) from the queue the element with the highest priority as specified by some ordering function.











Solution to Figure 85
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1.34.3
 
 
Measuring problem-solving performance








There are different designs for search algorithms and the criteria used to choose between these models is based on the performance of the algorithm which is characterised by the four points below:







	
Completeness
 : the algorithm guaranteed to find a solution when there is one


	
Optimality
 : the strategy find the optimal solutions, i.e. if more one way exists to get a solution, then the best one is selected


	
Time complexity
 : time taken to find a solution


	
Space complexity
 : (amount) of memory is needed to perform the search









Three quantities are employed illustrating complexity (time or space):



	
Branching factor (
 b
 ):
 this is the maximum number of successors or offspring of any node


	
Depth (
 d
 ):
 shallowest goal node which is the number of steps along the path from the root


	
Maximum length
 (
 m
 ):
 maximum length of any path in the state space.









The number of nodes generated during the search is used as a measurement for
 Time Complexity
 , whereas the maximum number of nodes stored in the memory is used to measure
 space complexity
 . The number of nodes at level d = b
 d.








[image: ]












[image: ]












[image: ]
 Checklist



The student should be able to discuss:



	
The fundamentals of a problem-solving agent.


	
The concept of problem and various types of problems that exist.


	
Problems and solutions using examples.


	
The algorithms for searching for solutions.


	
Techniques in which an agent can use to select actions in deterministic, observable, static, or completely known environments.










































































Chapter 8 Search Strategies
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Objective of the Chapter



At the end of this chapter, the student should be able to:



	
Discuss several search strategies that fall under uninformed and informed search.


	
Choose the best search strategy to approach a given problem.


	
Provide applications areas of different search strategies.
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Figure 87: Comparison between blind search and heuristic search










1.35
 
 
 
Uninformed Search




Six search strategies fall under the uninformed search category. The term
 uninformed
 means they have no information whatsoever about the number of steps or the cost of different paths from the initial or current state to the destination (goal) state. They are however capable of differentiating a goal state from a non-goal state.







We term this category of search
 Blind Search.
 Discussed below are the explanation for these several groups.











1.35.1
 
 
Breadth First Search




In a breadth-first search, we expand the root node first, then all the nodes that are generated by the root node are expanded next, and then their successors, and it goes on and on
 .
 A breadth-first search expands ever
 y
 node at depth
 d
 in the search tree before expanding other nodes at the following level (depth
 d + 1
 ).







It starts from the root node, explores the neighbouring nodes first and moves towards the next level neighbours. It produces one tree at a time up until the solution is found
 .
 Breadth-first search’s implementation can be execute
 d
 using First-In-First-Out (FIFO) queue data structure. This method is guaranteed to obtain the shortest possible path to the solution. In other words, calling
 TREE-SEARCH (Problem, FIFO-QUEUE ())
 results in a breadth-first search. The newly generated successors obtained by FIFO strategy are positioned at the close of the queue, making sure to explore shallow or short nodes before deeper nodes.
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The branching factor makes us see why this (breadth-first) is not always the strategy of choice because it gives us an idea as to the amount of time and memory it takes to complete a search. The root of the search tree produces
 b
 number of nodes at the initial level. Each of the nodes generated by the first node also generates separate
 b
 more nodes, realising a total of
 b * b =
 b
 2
 nodes at the second level. The third level generates when any or every one of level 2 nodes breeds
 b
 more nodes. The cycle continues until there is no more successor node to expand or explore. Imagine that the solution to a problem has a path length of
 d.
 At that point, the maximum number of nodes explored before finding a solution is 1 + b + b
 1
 + b
 2
 +
 b
 3
 + … + b
 d
 .
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The image below time and memory requirement for breadth-first search.


[image: ]




















































Figure 89: Time and memory requirement for breadth-first search.




Assumptions: branching factor, b = 10; 1000 nodes/sec; 100 bytes/node









Deductions from Figure 89 about Breadth-first Search
 (Russell & Norwig, 2010)







	
A great challenge for breadth-first search is its high memory requirements and its execution time, which may take ages for problems with deep depths.


	
Given the assumptions above, one might have to wait for 15 years before the breadth-first search is generated to find a solution for a problem with depth 11.









Example: Find a path from S to G using Breadth-first search


[image: ]



Solution
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From the solution above, there are different paths from S to G. Below are the possible paths:







	
S→A
 → D → G


	
S
 → B → D → G


	
S
 → B → G


	
S
 → C → G









As a solution to the problem above, the path that would be selected is either S→B→G or S→C→G because breadth-first search is guaranteed to find the solution at the shallowest depth level (which in our case is depth 2).







Space complexity
 and
 time complexity
 in breadth-first strategy is the same as the entire leaf nodes of the search tree and must be maintained in memory at the same time
 =
 O(b
 d
 )







Completeness:
 Yes







Optimality
 :
 Yes, provided the path cost is a non-decreasing function of the depth of the node









Important point to note



	
If there exists a solution to a problem, then breadth-first will certainly find it


	
If there are several solutions, breadth-first will find the shallowest goal state first.


	
Implementation of breadth-first search can be a simple queue or a First-In-First-Out data structure.


	
When respective nodes are generated, goal test is applied and not after selection for expansion.













Advantage:
 Guaranteed to find the single solution at the shallowest depth level











Disadvantage:
 Suitable for the only smallest instances problem (i.e.) (number of levels to be minimum (or) branching factor to be minimum).









1.35.2
 
 
Uniform Cost Search








Uniform cost search is an enhancement to the breadth-first search strategy by always expanding the lowest cost node on the fringe as measured by the
 path cost g(n)
 . Breadth-first search is optimal when all the step cost is equal because it always expands the shallowest unexpanded node. Instead of expanding the shallowest node, uniform cost strategy expands the node n with the smallest path cost.







The major difference between breadth-first strategy and uniform cost strategy is that, in uniform cost search:







	
After selecting a node for exploration or expansion, goal test is applied to such a node, whereas, in breadth-first search, application of goal test happens after expanding a node.


	
A node which is currently on the frontier includes a check test just in case we discover a better path.









Nonetheless, uniform cost search is identical to breadth-first search if each transition has the same path cost.
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Example



Task: Find the path from Sibiu and Bucharest using uniform cost strategy
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Solution
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When we expand
 Sibiu
 , the nodes generated are
 Rimnicu Vilcea
 (path cost
 80
 )
 and
 Faragas
 (path cost
 99
 ). Uniform cost searches for the least path cost node and expands it. The least path cost node from our first expansion is Rimnicu Vilcea with a path cost of 88. The next expansion is Rimnicu Vilcea.
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We now add the path cost from Sibiu to Rimnicu Vilcea to Pitesti and compare the result with the path cost from Sibiu to Faragas.



We have, Sibiu → Rimnicu Vilcea → Pitesti = 80 + 97 = 177. Comparing the resulting path cost, 177 with the path cost of Sibiu → Faragas = 99, we can see that the least cost node now is Faragas. The next expansion is Faragas.
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At this point, we add the node Bucharest to Faragas, and the path cost now is 99 + 211 = 310. Bucharest is our destination, i.e. the goal node or state, but is its path cost the lowest? We answer this by, comparing the path cost of Sibiu → Faragas → Bucharest which is 310 with the path cost of Sibiu → Rimnicu Vilcea → Pitesti which is 177. The path cost 177 is lower than 310, uniform cost strategy now expands Pitesti to confirm if we will realise another goal state which is lower than 310.
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The goal state Bucharest has now been added to Pitesti, and the cost path is 101. The path cost from Sibiu → Rimnicu Vilcea → Pitesti → Bucharest = 80 + 97 + 101 = 278. Now the algorithm checks to see if this new path is better than the old one. Since this new path is better than the earlier path having a path cost of 278, this new path is returned as the solution while we discard the other path. Uniform-cost search does not care about the number of steps a path has, but only about their total cost. Therefore, it will get stuck in an infinite loop if there is a path with an infinite sequence of zero-cost actions.







Time complexity and space complexity
 are the same as breadth-first strategy,
 O(b
 d
 )
 because minimum path cost is considered instead of depth level.







Completeness
 :
 Yes







Optimality:
 Yes









Important point to note







	
The restriction to non-decreasing path cost makes sense if the path cost of a node is taken to be the sum of the costs of the operators that make up the path.


	
The cost of a path will not decrease provided that the cost of every operator along such path is not negative


	
Uniform-cost search is guaranteed to find the cheapest path to a solution without having to explore or expand the entire search tree.


	
However, if some operator had a negative cost, then nothing but an exhaustive search of all nodes would find the optimal solution, because we would never know when a path, no matter how long and expensive, is about to run into a step with high negative cost and thus become the best path overall.













Advantage:
 Guaranteed to find the single solution at minimum path cost.







Disadvantage:
 Suitable for the only smallest instances problem.









1.35.3
 
 
Depth-first Search




Depth-first search always expands a child of the parent node and does so successively up till the deepest node or level of such a search tree. In a depth-first search, the search goes back to the very first unexpanded node whenever the search reaches a node with no further expansion (i.e. a dead end). As we explore subsequent nodes, previously expanded nodes are trimmed from the fringe, making the search branch to the next shallowest node unexplored. The depth-first search strategies implementation can be carried out using a tree search with a last-in-first-out (LIFO) queue, which is otherwise known as a stack.







Task example: Find a path from ‘A’ to ‘M’ using Depth-first search
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Solution
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Time complexity:
 The size of the state space
 O(b
 m
 )
 bounds
 the time complexity of depth-first graph search.







Space complexity
 : For a state space with branching factor b and maximum depth m, the memory required, regarding node, for depth-first search is O(bm) nodes.







Completeness:
 No







Optimality:
 No









Important points to note







	
For problems with many solutions, a depth-first search may, in reality, be faster than breadth-first search. It is so because depth-first search is likely to find a solution after exploring or expanding merely a small quota of the entire search space.


	
Depth-first search is required to review or expand all the paths thru length
 d – 1
 before it considers any node of length
 d.


	
There may be problems whose solution reside at the top of a search tree, perhaps some nodes away from the initial or start node. However, such search trees may have some nodes with infinite depth. Exploring such a node with an infinite depth might result in a continuous search which depth-first search may not recover from whereas the solution is just a few nodes away from the start node at the top.













Advantage
 :
 If there are multiple solutions in a search tree, depth-first search is best because exploration is done only in a small portion of the whole space.







Disadvantage:
 Depth-first search is not guaranteed to find a solution because it is likely to get trapped while exploring the wrong path.









1.35.4
 
 
Depth-limited Search (DLS)








Depth-limited search dodges the downsides of depth-first search by incorporating a cut-off on the maximum depth of any path. The implemented cut-off can be effected using:



	
A superior depth-limited search algorithm, or


	
An all-purpose search algorithm fitted with operators to trail the depth.









Implementing a depth-limited search can be as a simple modification to the general tree or graph-search algorithm or as a simple recursive algorithm. Shown below are both functions.
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For example, on the abridged map of Nigeria shown below, there are 22 cities. If we are to find a solution to such a map as this, we know for sure that if a solution exists, its longest length will never exceed 21. However, we can implement the depth cut-off using operators of the form. Imagine that you are in city “A” and have travelled a path of fewer than 21 states, generate a fresh state in city “B” and increase its path length by 1. With this new modification, it is certain that we will find the solution if it exists. The only worry is that the first solution we encounter may necessarily not be the shortest.


[image: C:\Users\JOSHUA\Documents\Customised map of Nigeria 2.png]




Figure 94: A partially defined (customised) roadmap of Nigeria










Example











Task: Find a path from Lagos to Kano using Depth-limited search















Solution







Our solution for a Depth-first search is similar to that of a Depth-limited search. The major difference is the incorporation of a cut-off number that does not exist in a Depth-first search. If during expanding, the depth of our tree equals the cut-off number (while the solution is yet unknown), we cut off that branch and begin to expand the next shallowest node.
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Time complexity
 :
 O(b
 l
 )
 where
 l
 is depth limit







Space complexity: O(bl)
 where
 l
 is depth limit







Optimality:
 No, because not guaranteed to find the shortest solution first in the search technique.







Completeness:
 Yes, guaranteed to find the solution if it exists.













Important points to note







	
Choose a small depth limit as cut off might end up making depth-limited search incomplete.


	
Depth-limited search can end abruptly with two categories of failure or error; 1) the standard failure value that indicates no solution; 2) the cut-
 off
 failure value indicates no solution within the depth limit.













Advantage:
 Cut off level is introduced in the DFS technique







Disadvantage
 :
 Not guaranteed to find the optimal solution.









1.35.5
 
 
Iterative Deepening Search (IDS)








The awkward stage in depth-limited search is when a good limit is to be selected. We chose 21 as our depth limit for the map of Nigeria problem, but then, a careful examination of the map reveals that we can get to any of the cities from another city in a far lesser number of 21 steps. This number (cut-off number), known as the diameter of the state space, gives us a better depth limit, which leads to the more efficient depth-limited search. However, for most problems, we will not know a good depth limit until we have solved the problem.







The order of state exploration in iterative deepening search is similar to breadth-first search, except we will expand or explore some states multiple times. Iterative deepening search expands multiple states multiple time and thus may appear wasteful or inefficient. However, it is proven that the overhead to be incurred on this multiple expansion or exploration is mainly rather small.
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Example







Task: Find a path from A to G
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Solution
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Solution:







We can reach the goal state “G” in four ways from “A”. These are:







1.
 A→B→D→E→
 G ------- Limit 4



2.
 A→B→D→E
 → G ------- Limit 4



3.
 A→C→E→
 G ------- Limit 3



4.
 A→F→
 G ------ Limit 2











The iterative deepening search chooses the path with the lowest depth limit. Hence we choose the path
 A
 → F → G (with depth limit 2) as the solution.











Time complexity
 :
 O(b
 d
 )







Space Complexity
 :
 O(bd)







Optimality:
 Yes, because the order of expansion of states is similar to breadth-first search.







Completeness:
 yes, guaranteed to find the solution if it exists.









Important points to note







	
Iterative deepening search approach bypasses the problem of selecting the best depth limit by examining all likely depth limits.


	
Iterative deepening search adds the advantages of depth-first and breadth-first search to make a better strategy. Like breadth-first search, the strategy is both complete and optimal while it takes advantage of the modest memory requirements exhibited by a depth-first search.













Advantage:
 Preferred for large state space, where the depth of the search is not known.







Disadvantage:
 Expansion of many states multiple times. For example, the state D is expanded twice in limit 2









1.35.6
 
 
Bidirectional Search








The idea behind bi-directional search is to simultaneously search both forward from the initial (start) state and backwards from the goal, and stop when the two searches meet in the middle. If we assume as usual that there is a solution of depth d, then the solution will be found in
 2b
 d/2
 =
 b
 d/2
 s
 teps, because the forward and backwards searches each have to go only half way. Consider a situation where the branching factor b = 10 and the depth limit d = 6. A breadth-first search approach will generate 1,111,111 nodes for this problem, while bidirectional search only generates a total of 2,222 nodes after completion at depth 3.
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Figure 96: A schematic view of a bidirectional search showing branches from both start and goal nodes about to succeed as they approach each other.










Example







Task: Find a path from A to E using bi-directional search strategy
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Solution


[image: ]









Time and space complexity: O(b
 d/2
 )







Optimality
 : Yes, because the order of expansion of states is in both the directions.







Completeness
 : Yes, guaranteed to find the solution if it exists.













Important points to note







	
Bi-directional search can be exceptional in situations where the branching factor b is unique in both directions.


	
When we derive a solution, i.e. a branch from the start node meets a branch from the goal node, the path or directions travelled from the start state is joined or concatenated with the reverse path or directions travelled by the goal state.













Advantage
 : There is a reduction in time and space complexity.







Disadvantage
 : If two searches (forward, backwards) does not meet at all, complexity arises in the search technique. In backwards search, calculating predecessor is a difficult task. If more than one goal state 'exists then explicit, multiple state search is required.
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Table 10: Comparing the six search strategies against completeness, optimality, time, and space complexity










1.36
 
 
 
Informed Search




The informed search strategy that we will look at in this write-up is the Best-First Strategy. Informed search strategy entails the use of problem-specific knowledge beyond the definition of the problem itself. Here, the solutions are found more efficiently than the blind or uninformed search strategies. Informed search methods may have access to a heuristic function
 h(n)
 that estimates the cost of a solution from
 n
 ; where
 h(n)
 is the estimated cheapest path cost required from state currently located at node n to the destination (goal state).







1.36.1
 
 
Greedy Best-First Search




The Greedy Best-First Search attempts to expand the node that is closest to the goal, based on assumptions that it will lead to the solution quickly. It evaluates nodes by making use of the heuristic function: f(n) = h(n). The heuristic function of choice here is the straight line distance denoted by
 H
 SLD
 .
 The only time when h(n) = 0 is when the node under consideration is a goal node, else h(n
 )≠
 0.









Example



Task: Find a pathway from Arad to Bucharest using Greedy Best-First Search strategy
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Figure 97: Using an extract from the map of Romania to solve greedy BFS problem










Solution







Note:



	
Heuristic function
 for the above route finding problem is a straight line distance between state n and the goal node which is denoted by
 h
 SLD
 (n).
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The node to be expanded from Arad is Sibiu because it is closer to Bucharest than both Zerind and Timisoara.
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The next node to be expanded from Sibiu is Faragas because it is closer to Bucharest than Arad, Oradea, or Rimnicu Vilcea.
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Faragas then generates Bucharest, which is the goal state. Therefore, the solution returned is
 Arad → Sibiu → Faragas → Bucharest







Time complexity: O(b
 m
 )
 a good heuristic can give dramatic improvement.







Space complexity: O(b
 m
 )
 keeps all nodes in memory







Complete:
 No (the search may fall into trap in loops which it may not be able to recover from)







Optimal:
 No









Important points to note







	
It is not optimal because, at times, some unexpanded path might be shorter regarding length.


	
Greedy Best-First search is incomplete much like Depth-First search


	
This search strategy is prone to running into a loop. The example below illustrates how the greedy best-first search runs into a loop all in the process of finding the shortest possible path.













Example 2



Task: Using Figure 97, find a path to reach Eforie from Rimnicu Vilcea using Greedy Best-First Search.







Solution
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The node to be expanded from Rimnicu is Pitesti because it has the lowest cost when compared with Sibiu and Craiova.
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The node to expand next is Bucharest because it is the closest to the goal state.
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The next node to be expanded now is Giurgiu as its value (77) shows that it is the closest to the goal state when compared with either Pitesti (100), Urziceni (80), or Faragas (176).
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The node to be expanded next is Bucharest (it is the only path to be explored again). At this point, the search goes into a loop because when it goes to Bucharest, the closest to the goal state (from Bucharest) is Giurgiu which will return the search to Bucharest.









1.36.2
 
 
A* Search




The A* Search is the most widely acknowledged form of best-first search. It evaluates nodes by combining g(n), the cost to reach the node, and h(n), the estimated cost to move from a particular node to a goal state.
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Where:
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Time complexity:
 exponential







Space complexity:
 keeps all nodes in memory







Optimal:
 yes







Complete:
 Yes









Important points to note







	
A*
 is optimal provided that the heuristics used satisfies the conditions of admissibility and consistency.


	
It bears some resemblance to Uniform Cost search except that the A* uses “g + h” as opposed to Uniform Cost search which uses only “g”.


	
A* is a hybrid of both Greedy Best-First search and Uniform Cost Search.













Example







Task: Find a path from Rimnicu Vilcea to Faragas using Figure 97 using A* search







Solution
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 Checklist



The student should be able:



	
Discuss several search strategies that fall under uninformed and informed search.


	
Choose the best search strategy to approach a given problem.


	
Give applications areas of different search strategies.





















 
 
 
 
 
Can I Ask A Favour?




If you enjoyed this book, found it useful or otherwise then I’d really appreciate it if you'd post a short review on Amazon. I do read all the reviews individually so that I can continually write what people are wanting.







If you’d like to leave a review then please visit the link below:







http://amzn.to/2ysDoRh







Thanks for your support!
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function SIMPLE-PROBLEM-SOLVING-AGENT (percept ) returns an action
persistent: seq, an action sequence, initially cmpty
state, some description ofthecurrentworld state
goal, a goal, initiallynull
problem, a problem formulation

NOTE:

state < UPDATE-STATE (state, percept)
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SEARCH: choosing the best one fom
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action «+ FIRST(seq) ges

UPDATE-STATE: al state is
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Figure 76: A simple probiem solving agent function
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Rule five

(c, m) — one missionary and one cannibal can cross the river ((c - 1) >=
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function MODEL-BASED-REFLEX-AGENT (percept) returns an action

persistent: szate, the agent’s current conception of the world state

model, a description of how the next state depends on current state and action
rules, a set of condition—action rules

action, the most recent action, initially none

state — UPDATE-STATE (state, action, percept, model)
rule — RULE-MATCH (szate, rules)
action ~— rule ACTION

return action
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Figure 7I: A utility=based agent using the world model alongside a utility
function, which, measures its preferences (favourites) among different

states of the world:
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SUMMARY

This chapter discussed the concept of intelligent agents and their environments. Major points

in this chapter are given below:

©  An agent can be described as anything that perceives and acts in an environment.
The agent function fon an agent states the possible actions that can be taken by the
agent in reaction o any percept sequen

o Performance measure assesses the behaviour of an agent in an environment.

rational agent is one that acts i a way to maximize the proJected value of performanc

measure given the percept sequerce that the agent has gotten so far

o A task environment constitutes:
o Performance measure
o  External environment
o Actuators, and
a  sensors
fully

The task environment must be specified ssible whe

lesigning an agent

o Task environments differ along mumerous signillcant magnitudes. Task environments may be
partially or fully abservable, multiagent or single-agent, deterministic or stochastic,
sequential or episodic, static or dynamic, continuous or discrete, and known or unknown.
The agent program implements the agent function There exists a different shades of simple
sgont—progran designs which rellects the kind of information made obvious and used in the

ccision course. Designs shows differences in the aspect of campactness. Doxibility, an

efflciency. The suitable desizn an agent program is determined by
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SUMMARY

This chapter discusses application areas of artificial intelligence, which include:

0  Robotic Vehicles developing vehicles fitted with cameras, radar, and laser rangelnders
1o sense the environment amongst other features to enable it navigate successfully in
any enviranment

0 Speed Recognition: Ability to interact with computers or machines using human language.

0 Planning and Scheduling Artificial intelligence has proved imperative in independent
planning and scheduling. In other words, artificial intelligence can sufficiently handle
nes plans and schedules

0  Game Playing Artificial intelligence has played a vital role in the development and
improvement of games.
a Spam Filtering Artificial intelligence has greatly increased the accurac I spam

filtering through various intelligent algorithms,
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Figure 25 Simple Spam [iltering analogy (htipy//bit.ly/2u8FXYi)
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Figure 24 Two guys playing game (htipy//bit.ly/2rdzXGT)
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Function Vacuum_Cleaner ([location, status)):
if status = Dirty then return Suck
else if location = A then return Right

else if location = B then return Left
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Pigure 23 Planning and scheduling (htip//bit.ly/2vazzby)
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SUMMARY

This chapter discusses the evolution of artificial intelligence (Al) through the ages.

Some important points are given below:

0 The history of artificial intelligence is filled with excitement and anticipation,
Jiscovery, and disappointment

0 Through the 1950s, artificial intelligence began to gain ground as a field of study.

0 The history of artificial intelligence has had series of achievements. misplaced

anguinity, and consequential declines in passion.

0 The growth period of artificial intelligence occurred between the periods of 1943

up till 1955.
0 According 1o Nesnevitsky (2005) artificial intelligence researchers ier
emonstrating that computers could do move tham that. T an era of great

0 In 1956, John McCarthy coined the name artificial intelligence.

0 Herbert Simon and Allen Newell in 1957 designed a system nared General Problem
Solver (GFS) aimed at building a universal problem solver machine

0 John McCarthy developed the First programming language known as LISP in 1958 while
he was at the Massachusetts Institute of Technology (MIT)

0 In 1959, Herbert Gelernter built the Geametry Theorem Prover, which was ab
prove theorems that many students of mathematics would find quite tricky.

0 In 1968, Tom Evans as well developed the ANALOGY program designed to solve geometric

analogy problems that appear in IQ tests.

0 Dendral, an influential pioneer project in artificial intelligence, deve 1 in the
60" s has the primary goal of assisting organic chemists in identifying unknown
irganic malecules, by analysing their mass spectra and using knowledge of chemistr

0 In 1981, the Japanese announced the “Fifth Generation” project, a 10-year plan to
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Figure 64 A Table Driven Agent program
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Function Table_Driven_Agent (percept) returns an action
persistent: percepts. a sequence, initially empty
table, atable of actions. indexed by percept sequences, initially fully specified
append percept to the end of percepts
action <—LOOKUP (percepts, table)
return action
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Figure 66: A simplo rolex agent program. It acts according to a rule

whose condition matches the current state, as defled by the percept
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function Simple-Reflex-Agent (percepf) returns an action

persistent: rules, a set of condition—action rules

State «— INTERPRET-INPUT (percepf)
rule «<RULE-MATCH (state, rules)
action «rule ACTION

return action
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‘The 1996 match

‘The 1987 rematch

Game#| White | Black | Result Comment Game# White | Black  Result Comment

B | Deep Biue  Kasparov | 1-0 1 Kasparov | Deep Blue 1-0

2 | Kasparov | Deep Blue | 1-0 2 Deep Blue | Kasparov | 1-0

3 | eep Bue | Kasparov |- | Draw by mutuai agreement 3 Kasparov | Deep Blue %-% | Draw by mutual agreement
4 | Kasparov | Deep Blue | %-% | Draw by mutual agreement 4 Deep Blue | Kasparov. | Draw by mutual agreement
5 | DeepBlue |Kasparov |0-1 | Kasparov offered a draw afer the 23rd move. | 5. Kasparov | DeepBlue | %% | Draw by mutual agreement
6 | Kasparov DeepBlue 1-0 s Deop Blue | Kasparov |10 |

Result: Kasparov-Deep Blue: 4-2

Result: Deep Blue-Kasparov: 3%-2%
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Figure 52: Inprovement in game graphical interface (httpy//bit.ly/2LEWYsE)
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Figure 15: Chess game between Garry Kasparov and Deep Blue (AI) in 1997
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Herbert Simon predicted that i
"machines will be capable,

within twenty years, of doing
any work a man can do".

Marvin Minsky agreed: "within
a generation ... the problem of

creating ‘artificial intelligence'
will substantially be solved".

https://en.wikipedia.orghw/index.php 2title=Anificial_inteligence
hitp:/www.newschool.eduinssrihetiprofiles/simon. htm
https://en.wikipedia.orgwikiMarvin_Minsky
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The state-space search paradigm received early
attention from Newell and Simon, who developed
a system called GPS (the General Problem
Solver) in 1960.
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Figure 50: Snapchat quarterly user growth rate between 2014 and 20I6
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History of Artificial Intelligence

The idea of Al goes as far
back as ancient Greece.
Greek myths speak of
Hephaestus, a blacksmith
who created mechanical
servants. This is one of
many examples.
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Figure 54 3 Dimensional games (htipy//bit.ly/2LI8vIk)
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Hardware vs. Wefware Tounderstand the difference between the architecture of the brain and a standard
computer, compare the path of a hypothetical bit of data in a brain with that in a brain simulation.

BRAIN in the mammalian brain,
storage and computation happen

at the same time and in the same
place. Neuron 1 sends a signal down
the axon to Neuron 2, The synapse of
Neuron 2 evaluates the importance

of the information coming from
Neuron by contrasting it withits
own previous state and the strength
of its connection to Neuron 1. Then,
these two pieces of information—

the information from Neuron 1 and
the state of Neuron 2's synapse—
flow toward the body of Neuron 2
over the dendrites. By the time that
information reaches the body of
Neuron 2, there is only a single value—
all computation has already taken
place during the information transfer.

Dendrite

Synapses.

Computation

Electrical
impulse

Neuron | Neuron 2

COMPUTER 0nacomputer, the
‘memory and processor are physically
separated—a significant physical
distance separates the areas where the
datas stored from the areas where t
ismanipulated. Modeling ust a single
synapse requires the following to happen
inthe machinery: The synapse’statesin
alocation in main memory. To change that
state,a signal must originate somewhere
on the processor, travel to the edge of
the processor, be packaged for transfer
over the main bus, travel between 2 and
10 centimetersto reach the physical
‘memory, and then be unpackaged to
actually access the desired memory
location. Multiplying that sequence by

up to 8000 synapses—as many asina
single rat neuron—and then again by the
brain's billions of neurons yields a single
millisecond of brain activity.

Main memory
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SUMMARY

This chapter discusses the impact of artificial intelligence (AI) on digital industry.

Impact of artificial intelligence on:

0 Facebook includes people tagging, image recognition, content control, Ad filtering,

real-time streaming, voice recognition ete.

o stagram includes friend suggestion, Ad recommendation, face detection, ntent

0 Snapchat includes private video sharing, high quality video chat, multiple photo upload
and even improved interface.
0 Linkedin includes new ed, ability to understand user likes, Ad filtering and

ndation et

Impact of artificial intelligence on digital gaming industry include:
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SUMMARY

This chapter covers several search strategies which fall ynder informed and uninfotmed search sirategies. The

scarch strategies discussed includes:
Uninformed Search

Breadth-first search oxpands the shallowest nodes first. Breadth-first search can be implemented using
First-In-First-Out (FIFO) queue data structure. The search method is complete and optimal. Tf there
exists a solution, breadth-first is certain to find such a solution. However, it is only suitable for small

instance problems because the algorithm consumes high amount of memory.

Depth-first search expands the deepest unexpanded node first. T is not complete neither is it optimal

but it has linear space complexity. Depth-first search can be implemented using Last-In-First-Out

(LIFO) queue. also known as a stack. Depth-first search is not guaranteed to find a solution

Depth-Timite ireh

Iterative deepening search merges the advantages of depth-first search and breadth-first search to
make hetter search strategy. It is optimal and complete. like breadth-first search but has only the modest
memory requirements of depth-first scarch. The uphill here is that many states are expanded multiple
umes.

3idire X 0 all

Informed Search

Greedy best-first scarch expands nodes with negligible hn). It is ot optimal nevertheless. it is
frequently efficient
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SUMMARY

This chapter defines artificial intelligence (AL), its foundation, various approaches and
technique. It goes further to discuss the goals and importance of AL Some of the important

points discussed are as follows:

0 Intelligence is the ability to think and understand instead of doing things by
instinct or automatically.

0 Artificial Intelligence refers the abilit . machine or computer program to mini
the activities of human using (and improving on) given intelligenco enabling it
furction properly and with foresight in its surrunding

0 Different approaches to artificial intelligence came as a result of peoples different
goals. These approaches are based on behaviour and thinking.

0 Various approaches discussed under the techniques of Al includess the comniti

modelling approach, the laws of thought approach, the Turing Test approach. and

firially the rational agent approach:

0  Alan Turing in 1950, proposed The Turing test whose main goal was to provide an
acceptable definition of intelligence and develop systems that are like humans. Ta
pass the Turing test, a computer must possess knowledge representation, automated
reasoning, machine learning, and natural language processing.

o rational agent is one that hie he

heriever there is doubt, the best expe itcan

0 The importance of artificial intelligence includes game playins, speech recognition,
understanding natural language, and computer vision.

0 Philosophers made artificial intelligence possible by allowing the philosophies that

the mind is in some conducts 1

ike a device, that il aperates on data programmed in
some interior language, and that thought can be recycled to indicate what ions
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Figure 7 Depth-Limited Search Functions
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function DEPTH-LIMITED-SEARCH (problem, limit) returns a solution, or failure/cutoff
return RECURSIVE-DLS (MAKE-NODE (problem INITIAL-STATE), problem, lmit)

function RECURSIVE-DLS (node, problem, mit) returns a solution, or failure/cutoff
if problem GOAL-TEST (node STATE) then return SOLUTION (node)
else if kmit =Othen return cutoff
else
cutoff_occurred? «—falkse
for each action in problem ACTIONS (node.STATE) do
child «~CHILD-NODE (problem, node, action)
result —RECURSIVE-DLS (child, problem, limit - 1)
if result # cutoff then cutoff -occurred? « true
else if result = failure then return result
if cutoff_occurred? then return cutoff else return failure
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Figure 44: Facebook user growth rate between rd quater of 2008 to Ist
quater of 2017
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Al is the science of intelligence

Al is the study of computational models of intelligent
behaviours
Relevant
descriptions
of Al Al is the science of exploration of the space of possible and
actual intelligent systems
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Figure 40: Online learning environment (httpy//bit.ly/2alXzQ2)
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Figure 1: Expectations from Artificial Intelligence (Mitra, Nandy, Bhattacharya & Dutta, March 2017)
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SUMMARY

This chapter discusses the impact of artificial intelligence (AI) in certain domains. These

domains include:

0 Transportation: Visible impa [ artificial intelligence in transportation include

ot lindted to;
o Self-driving cars
o Smarter cars
o  Transportation planning
o On-demand transportation
o GPS
0 Healthcare: Artificial intelligence applications is capable of improving health outcomes
and quality of life for millions of people and even improve what it currently does in
coming years to make it better and fulfilling.
0 Entertainment: Artificial intelligence has greatly helped in the constant improvemen

and enhancenents made the internel making i iabl irce of information an

entertainment
0  Public safety and security: Artificial intelligence technologies and applications are
currently deployed in cities to improve and enhance public safety, security and policing.

O Home /Service robots: These are special purpose robots saddied with the task of delivering
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A Thinking Humanly

“The exciting new effort to make computers think -
machines with minds, in the full and literal sense.”
(Haugeland, 1985).

“The automation of activities that we associate with
human thinking, activities such as decision-malking
problem solving, leaming .. (Bellman, 1978)

of how to make computers do things at

people are better.” (Rich and

B.  Thinking Rationally

“The study of mentalfaculties through the use of
computationalmodels.” (Chamiak and McDemmott,
1985).

“The study of the computations that make it possible
to perceive, reason, and act.” (Winston, 1992)

D.  Acting Rationally 1

“Computational Intelligence is the study of the
design of intelligent agents.” (Poole ez al., 1998)

“Al . .. is concemed with intelligent behaviourin
artifacts” (Nilsson, 1998)

Figure 5: Some definitions of artificial intelligence organized into four categories
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Figure 48: Instagram’s monthly user growth rate between 2010 and 2017
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Figure 48 Snapchat history from start
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SIKANDER SULTAN

STRATEGIC CHANGE (2017)

Explore and examine key concepts,
methods, and techniques used in
developing the change management
skills. Gain deeper level understanding
of the Strategic Change, both at the
individual and at the Corporate level.
Develop the right leadership
competencies to manage the
Corporate change process effectively.





OEBPS/Image00248.jpg
é &’®9%  _Gunmi Gusau ) H
‘ e

\
lnna Jos [
RI
i ida =
. Keffi
y y a
© Ilorin /}’Aagl Lafi
l:‘Toto
i Ogbomosho A Osenseni, " Kainyshu ‘
wrun —
lseyino de / s |<z-mba‘g Lokou
Ibadan. - ° Olku‘e -Akoko  Bopc® Makurdi
kuta , ’ Sldah P
5agamu Dndo 0
- agos Benin Cit 7 ghbakaliki D
\ amenda
Snpele\ \ B - Mamfe ©

tinea ey





OEBPS/Image00034.jpg
Artificial Intelligence

|N"\|'|E|r_l|_li=§:5"h\|%;g (Al Course Book 2) (2017)

Explore and examine key concepts,
methods, and techniques used in the
used in the Artificial Intelligence
practical usage and also to look at the
organisation, the group, the individual
and their interaction within the
confines of the artificial intelligence

implementation lifecycle.
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FINANCIAL
STATEMENTS

SIKANDER SULTAN

Financial Statements: Create
Visual Financial Reports (2017)

This book has been designed to give
users a step by step detailed approach
on building professional well-structured
financial statements namely Statement
of Financial Performance, Statement of
Financial Position, Statement of
Changes in Equity, Cash Flow
statement, Ratio Analysis and more.
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Figure 45 Facebook’s revenue growth rate between 20i2 and 2017
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function ITERATIVE-DEEPENING-SEARCH (problem) returns a solution, or failure

fordepth=0 to 8 do

result «— DEPTH-LIMITED-SEARCH (problem, depth)

if result # cutoff then return result
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DATA ANALYSIS
USING STATA

BY SIKANDER SULTAN

DATA ANALYSIS USING STATA
(2017)

Explore and examine key concepts,
methods, and techniques used in
addressing the basics of STATA in
Economics, to build foundation for
economic analysis and making
informed managerial decisions.

Develop an ‘economic way of thinking
within the business context.
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Facebook's Growth Is Fueled by Mobile Ads
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MARKETING
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SIKANDER SULTAN

ZERO COST MARKETING
(2017)

Explore and examine key concepts,
methods, and techniques used in Zero
Cost Marketing Master the art of
internet marketing, mobile marketing,
or social media marketing on a limited
budget. Get more informed about
targeted customers and Sell More!
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Figure 46 ilistory of Instagram in Infographics
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PROJECT MANAGEMENT IN
CONSTRUCTION (2017)

Explore and examine key concepts,
methods, and techniques used in the
construction project management and
also to look at the organisation, the
group, the individual and their
interaction within the confines of the
construction project lifecycle.





OEBPS/Image00130.jpg
HOW INSTAGRAM STARTED "~

Or How Two Guys Made an App in 8 Weeks

gnelly metInvestors ot $500,000
friends  aapany.chowed wokmepmp  mfunding
them Buttn and QUi hs jco

meceButoro  threw out
aniPhoneapp,but  eventhing, it Instagram onaMonday
nencluttered  only st photos

I{JBFunders and Founders y e qranVhIN Phob e





OEBPS/Image00251.jpg





OEBPS/Image00133.jpg
INSTAGRAM'S MONTHLY USER GROWTH ‘

(INMILLIONS)

500 500M

375

250

125

0
2010 201 2012 2013 2014 2015 2016 2017

Source(s). Statista, Business Insider mediakix





OEBPS/Image00254.jpg





OEBPS/Image00028.jpg
MANAGEMENT
CONSULTING
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Management Consulting:
Complete Course Part Il (2017)

Explore and examine key concepts,
methods, and techniques used in the
Management Consulting. Master the
art of establishing, developing,
managing, and evaluating a successful
management consulting project from
start to finish in any corporation or
government agency.
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