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内容简介

本书是为计算机专业本科三年级学生编写的专业英语教材，全书分20章，每章有一篇计算机时文和难句解释，并将文中涉及的关键术语放在练习中，每章最后还有课外阅读。为了帮助学生阅读和翻译科技文献，每章会介绍一些翻译技巧。时文选择既考虑让学生掌握必要的专业词汇，又考虑介绍一些前沿技术，开拓学生的视野。作者作为一线教师，了解学生的知识水平、接受能力和需求点，而且翻译过大量计算机图书，有丰富的翻译经验，翻译技巧的系统介绍是本书的一大特色。


前言

打开计算机，即使使用中文版操作系统和汉化软件，仍然可能遇到大量英文内容。如果计算机显示CMOS battery failed（CMOS电池失效），说明CMOS电池的电力已经不足，需要更换新的电池。如果计算机显示Resuming from disk, Press TAB to show POST screen（从硬盘恢复开机，按TAB键显示开机自检画面），则是因为某些主板的BIOS提供了Suspend to disk（挂起到硬盘）的功能，当使用者以Suspend to disk的方式来关机时，下次开机就会显示此提示消息。

这是计算机技术资料中常见的例子，不要头疼。计算机技术是从英语国家开始的，从事计算机行业的人，难免遇到大量英文资料，无论是外版教材、技术手册还是联机说明都是如此，而希望阅读或者发表高水平的专业论文，也必须使用英语。因此，学好专业英语对计算机专业学生来说非常重要。

本书是针对计算机专业本科三年级学生编写的。计算机专业学生的基本要求是读懂外方的软件需求文档和在编程中根据要求插入简单的注释文本。因此在本书编写过程中，我们一直认为应该强调阅读理解，强调简单文本写作及强调专业术语与基本科技英语语法。同时，为了提高效率和便于工作中的资料积累与交流，应该介绍一些翻译技巧，使学生能够把看懂的内容用比较准确和流畅的中文表达出来，能够把软件设计与实现中的思路翻译成简单英文。为此，我们挑选一些难句，给出准确翻译并进行剖析，增加学生的理解深度。课文后面还有关键术语的解释、翻译技巧及技术方面、语言方面的知识，非常实用。每章最后还有参考读物，难度略大于课文，建议老师在保证让学生掌握课文内容的前提下，根据学生的接受情况和兴趣、水平决定教学内容的深浅。俗话说，兴趣是成功之母，本教材努力通过各种背景知识增加趣味性，老师还可以通过调动学生积极参与课堂教学活动激发学生的学习兴趣，可以鼓励学生自己从网络和其他地方寻找相关资料，扩大视野，并且把学习的专业英语知识应用到其他专业课程的学习中，学以致用，切实体会计算机英语的作用，变“要我学”为“我要学”。

本书由邱仲潘主编，第1章至第14章由邱仲潘编写，第15章至第20章由刘文红编写，邱仲潘负责全书的统稿工作。在本书的写作过程中，陈锵、邓琳、黄宣达、江松波、杨静、刘文琼、张艺永等同志也做了大量工作，在此深表感谢。由于时间仓促，书中难免存在错误和缺漏之处，期待各位读者不吝赐教，以便今后修订时改正和增补。
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Chapter 1　Personal Computer


 1.1　Text

When you mention the word“technology”，most people think about computers. Virtually every facet of our lives has some computerized components.The appliances in our homes have microprocessors built into them, as do our televisions.Even our cars have a computer.But the computer that everyone thinks of first is typically the personal computer, or PC.Figure 1-1 shows PC and its peripherds.
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Figure 1-1　PC and its peripherds

[1]—Monitor；[2]—Hard Drive；[3]—Mouse；[4]—Keyboard；[5]—Scanner；[6]—Printer；[7]—Modem

A PC is a general purpose tool building around a microprocessor. It has lots of different parts—memory, a hard disk, a modem, etc.—that work together.“General purpose”means that you can do many different things with a PC.You can use it to type documents, send e-mail, browse the Web and play games.

Here is one way to think about it：A PC is a general-purpose information processing device.It can take information from a person（through the keyboard and mouse），from a device（like a floppy disk or CD）or from the network（through a modem or a network card）and process it.Once processed, the information is shown to the user（on the monitor），stored on a device（like a hard disk）or sent somewhere else on the network（back through the modem or network card）.We have lots of special-purpose processors in our lives.An MP3 Player is a specialized computer for processing MP3 files.It can’t do anything else.A GPS is a specialized computer for handling GPS signals.It can’t do anything else.A Gameboy is a specialized computer for handling games, but it can’t do anything else.A PC can do it all because it is general-purpose.

Let's take a look at the main components of a typical desktop computer.

·Central processing unit（CPU）—The microprocessor“brain”of the computer system is called the central processing unit.Everything that a computer does is overseen by the CPU.

·Memory—This is very fast storage used to hold data.It has to be fast because it connects directly to the microprocessor.There are several specific types of memory in a computer.

■Random-access memory（RAM）—Used to temporarily store information that the computer is currently working with.

■Read-only memory（ROM）—A permanent type of memory storage used by the computer for important data that does not change.

■Basic input/output system（BIOS）—A type of ROM that is used by the computer to establish basic communication when the computer is first turned on.

■Caching—The storing of frequently used data in extremely fast RAM that connects directly to the CPU.

■Virtual memory—Space on a hard disk used to temporarily store data and swap it in and out of RAM as needed Motherboard—This is the main circuit board that all of the other internal components connect to.The CPU and memory are usually on the motherboard.Other systems may be found directly on the motherboard or connected to it through a secondary connection.For example, a sound card can be built into the motherboard or connected through PCI.

·Power supply—An electrical transformer regulates the electricity used by the computer.

·Hard disk—This is large-capacity permanent storage used to hold information such as programs and documents.

·Operating system—This is the basic software that allows the user to interface with the computer.

·Integrated Drive Electronics（IDE）Controller—This is the primary interface for the hard drive, CD-ROM and floppy disk drive.

·Peripheral Component Interconnect（PCI）Bus—The most common way to connect additional components to the computer, PCI uses a series of slots on the motherboard that PCI cards plug into.

·SCSI—Pronounced“scuzzy”，the small computer system interface is a method of adding additional devices, such as hard drives or scanners, to the computer.

·AGP—Accelerated Graphics Port is a very high-speed connection used by the graphics card to interface with the computer.

·Sound card—This is used by the computer to record and play audio by converting analog sound into digital information and back again.

·Graphics card—This translates image data from the computer into a format that can be displayed by the monitor.

No matter how powerful the components inside your computer are, you need a way to interact with them. This interaction is called input/output（I/O）.The most common types of I/O in PCs are：

·Monitor—The monitor is the primary device for displaying information from the computer.

·Keyboard—The keyboard is the primary device for entering information into the computer.

·Mouse—The mouse is the primary device for navigating and interacting with the computer.

·Removable storage—Removable storage devices allow you to add new information to your computer very easily, as well as save information that you want to carry to a different location.

■Floppy disk—The most common form of removable storage, floppy disks are extremely inexpensive and easy to save information to.

■CD-ROM—CD-ROM（compact disc, read-only memory）is a popular form of distribution of commercial software.Many systems now offer CD-R（recordable）and CD-RW（rewritable），which can also record.

■Flash memory—Based on a type of ROM called electrically erasable programmable read-only memory（EEPROM），Flash memory provides fast and permanent storage.CompactFlash, SmartMedia and PCMCIA cards are all types of Flash memory.

■DVD-ROM—DVD-ROM（digital versatile disc, read-only memory）is similar to CD-ROM but is capable of holding much more information.

Now let's see those components related with networking connections：

·Parallel—This port is commonly used to connect a printer.

·Serial—This port is typically used to connect an external modem.

·Universal Serial Bus（USB）—Quickly becoming the most popular external connection, USB ports offer power and versatility and are incredibly easy to use.

·FireWire（IEEE 1394）—FireWire is a very popular method of connecting digital-video devices, such as camcorders or digital cameras, to your computer.

·Modem—This is the standard method of connecting to the Internet.

·Local area network（LAN）card—This is used by many computers, particularly those in an Ethernet office network, to connect to each other.

·Cable modem—Some people now use the cable-television system in their home to connect to the Internet.

·Digital Subscriber Line（DSL）modem—This is a high-speed connection that works over a standard telephone line.

·Very high bit-rate DSL（VDSL）modem—A newer variation of DSL, VDSL requires that your phone line have fiber-optic cables.

Now that you are familiar with the parts of a PC, let's see what happens in a typical computersession, from the moment you turn the computer on until you shut it down.

[1]You press the“On”button on the computer and the monitor.

[2]You see the BIOS software doing its thing, called the power-on self-test（POST）.On many machines, the BIOS displays text describing such data as the amount of memory installed in your computer and the type of hard disk you have.During this boot sequence, the BIOS does a remarkable amount of work to get your computer ready to run.

·The BIOS determines whether the video card is operational.Most video cards have a miniature BIOS of their own that initializes the memory and graphics processor on the card.If they do not, there is usually video-driver information on another ROM on the motherboard that the BIOS can load.

·The BIOS checks to see if this is a cold boot or a reboot.It does this by checking the value at memory address 0000：0472.A value of 1234h indicates a reboot, in which case the BIOS skips the rest of POST.Any other value is considered a cold boot.

·If it is a cold boot, the BIOS verifies RAM by performing a read/write test of each memory address.It checks for a keyboard and a mouse.It looks for a PCI bus and, if it finds one, checks all the PCI cards.If the BIOS finds any error during the POST, it notifies you with a series of beeps or a text message displayed on the screen.An error at this point is almost always a hardware problem.

·The BIOS displays some details about your system.This typically includes information about the following：

■Processor

■Floppy and hard drive

■Memory

■BIOS revision and date

■Display

·Any special drivers, such as the ones for SCSI adapters, are loaded from the adapter and the BIOS displays the information.

The BIOS looks at the sequence of storage devices identified as boot devices in the CMOS Setup.“Boot”is short for“bootstrap”，as in the old phrase“Lift yourself up by your bootstraps.”Boot refers to the process of launching the operating system. The BIOS tries to initiate the boot sequence from the first device using the bootstrap loader.

[3]The bootstrap loader loads the operating system into memory and allows it to begin operation.It does this by setting up the divisions of memory that hold the operating system, user information and applications.The bootstrap loader then establishes the data structures that are used to communicate within and between the sub-systems and applications of the computer.Finally, it turns control of the computer over to the operating system.

Once loaded, the operating system's tasks fall into six broad categories.

·Processor management—Breaking the tasks down into manageable chunks and prioritizing them before sending to the CPU.

·Memory management—Coordinating the flow of data in and out of RAM and determining when virtual memory is necessary.

·Device management—Providing an interface between each device connected to the computer, the CPU and applications.

·Storage management—Directing where data will be stored permanently on hard drives and other forms of storage.

·Application Interface—Providing a standard communications and data exchange between software programs and the computer.

·User Interface—Providing a way for you to communicate and interact with the computer.

You open up a word processing program and type a letter, save it and then print it out. Several components work together to make this happen.

·The keyboard and mouse send your input to the operating system.

·The operating system determines that the word-processing program is the active program and accepts your input as data for that program.

·The word-processing program determines the format that the data is in and, via the operating system, stores it temporarily in RAM.

·Each instruction from the word-processing program is sent by the operating system to the CPU.These instructions are intertwined with instructions from other programs that the operating system is overseeing before being sent to the CPU.

·All this time, the operating system is steadily providing display information to the graphics card, directing what will be displayed on the monitor.

·When you choose to save the letter, the word-processing program sends a request to the operating system, which then provides a standard window for selecting where you wish to save the information and what you want to call it.Once you have chosen the name and file path, the operating system directs the data from RAM to the appropriate storage device.

·You click on“Print”.The word-processing program sends a request to the operating system, which translates the data into a format the printer understands and directs the data from RAM to the appropriate port for the printer you requested.

You open up a Web browser and check out a URL. Once again, the operating system coordinates all of the action.This time, though, the computer receives input from another source, the Internet, as well as from you.The operating system seamlessly integrates all incoming and outgoing information.

You close the Web browser and choose the“Shut Down”option.

The operating system closes all programs that are currently active. If a program has unsaved information, you are given an opportunity to save it before closing the program.

The operating system writes its current settings to a special configuration file so that it will boot up next time with the same settings.

If the computer provides software control of power, the operating system will completely turn off the computer when it finishes its own shut-down cycle.Otherwise, you will have to manuallyturn the power off.


1.2　Notes

（1）Removable Storage devices allow you to carry information to a different location.

译文：可拆存储器可以方便地向计算机中加入新信息。

（2）The mouse is the primary device for navigating and interacting with the computer.

译文：鼠标是计算机导航与交互的主要设备。

（3）Floppy disks are extremely inexpensive and easy to save information to.

译文：软盘非常便宜，很容易保存信息。

（4）Based on a type of ROM called EEPROM, Flash memory provides fast and permanent storage.

译文：闪存利用电可擦除编程只读内存（EEPROM），提供快速且永久的存储。

（5）DVD-ROM（digital versatile disc, read-only memory）is similar to CD-ROM, but the former is capable of holding much more information.

译文：数字光盘（数字万用盘，只读存储器）与CD-ROM相似，但可以保存更多信息。

（6）Universal Serial Bus（USB）—Quickly becoming the most popular external connection, USB ports offer power and versatility and are incredibly easy to use.

译文：通用串行总线（USB）端口——USB端口很快成为最常用的外部连接端口，强大、灵活而很容易使用。

（7）Local area network（LAN）card—This is used by many computers, particularly those in an Ethernet office network, to connect to each other.

译文：局域网（LAN）卡——许多计算机用其相互连接，特别是以太网办公网中的计算机。

（8）The BIOS displays text describing such data as the amount of memory installed in your computer and the type of hard disk you have.

译文：BIOS显示的文本描述计算机上安装的内存量、安装的硬盘类型等数据。

（9）Most video cards have a miniature BIOS of their own that initializes the memory and graphic processor on the card.

译文：显示卡本身有个微BIOS，初始化显示卡上的内存和图形处理器。

（10）A value of 1234h indicates a reboot, in which case the BIOS skips the rest of POST.

译文：值为1234h表示重新启动，这时BIOS跳过POST其余部分。


1.3　Keywords

1.virtual terminal　虚拟终端，virtual memory　虚拟内存

2.processor　处理器，microprocessor　微处理器

3.computerized component　计算机化组件

4.browse the web　浏览网络，browser浏览器

5.keyboard　键盘，mouse鼠标

6.floppy disk　软盘

7.monitor　显示器

8.MP3　MP3文件格式或MP3播放器

9.GPS　全球定位系统

10.CPU　中央处理器

11.RAM　随机存取内存，ROM只读存取内存

12.save information　保存信息

13.Flash Memory　闪存，优盘

14.DVD-ROM　数字化光盘

15.CompactFlash　压缩闪存，SmartMedia智能媒介

16.PCMCIA　个人计算机内存卡国际协会


1.4　Exercises

1.Answer the questions

（1）What is the primary device for entering information？

（2）What is the most popular form of distribution of commercial software？

（3）What is a removable storage？

（4）What is Flash memory？

2.Translation

（1）Once loaded, the OS's（operation system）tasks fall into six broad categories.

（2）Several components work together to make the word processing happen.

（3）You open up a Web browser and check out a URL.

（4）If a program has unsaved information, you are given an opportunity to save it before closing the program.

（5）The OS will completely turn off the computer when it finishes its own shut-down cycle.


1.5　Related Topics

计算机英语漫谈

计算机技术的发展，美国目前具有绝对优势，因此，从事计算机行业的人，难免遇到大量英文资料，无论是原版引进教材、技术手册，还是联机说明。因此，学好专业英语对计算机专业学生来说非常重要。2001年作者出席“华东地区（第六届）翻译研讨会”，作了题为“计算机图书翻译的特点”的演讲，从计算机图书翻译的角度把计算机英语的特点概括为快、新、专，至今仍然适用。

1.快

计算机图书翻译的最大特点是快，这是由计算机行业的特点决定的。众所周知，人类文明已经有五千多年，而计算机世界不过五十多年，但计算机已经给人类文明带来了深刻的变化，从工业社会进入了信息时代，计算机与互联网影响了人们生活、工作的方方面面。清代诗人龚自珍有两句名诗“江山代有才人出，各领风骚数百年”，套用到IT行业，可以说是“天天都有软件出，各领风骚一两年”。

在软件不断推陈出新的同时，软件厂家周围形成了一支职业写手队伍，专门编写使用这些软件的文章与著作。这些技术作家与软件公司密切合作，在软件还处于Alpha测试、Beta测试阶段时就免费将产品提供给这些作者试用，派专人负责回答这些作家在使用过程中遇到的问题并及时通知软件产品所作的任何改变。在美国，计算机软件推出的同时，相关的图书也几乎同时推出。

为了尽快把新技术介绍到国内，有些出版社与国外出版社签订了长期合同，在对方确立选题之后就抓紧组织国内翻译力量。得到选题后，专业译手就开始有针对性地翻阅相关资料，为迎接新书翻译任务做准备。别的翻译工作抓得再紧，也是书到以后才开始进行；而计算机图书则是“书未到就开始翻译”了。也许有人会说，没有书，怎么翻译？用电子文件！外国出版社的样书还没推出，就先把电子文件传递到出版社，而出版社立即把电子文件传递给译手。有时等样书到手，初译已经完成，只等进行一校、二校了。

对于计算机图书，时间就是生命，效率决定生存。如果一本书无法及时推出，读者只能从其他渠道寻找参考资料，因为掌握新软件是火烧眉毛的事，不容等待。如果等书“精雕细琢”出来，这个软件也许已经升级，那么新书也成了“明日黄花”，可以休矣。

2.新

计算机行业的另一特点是天天都有新东西，时时冒出新名词。这是一个充满活力的行业，这是一个不断创新的领域，每年都有多次专业研讨会，每一次都会有专家提出新思想、新概念，而每个新概念又可能为软件的下一步发展指明新的方向。最为典型的例子是，“对象”（Object）的提出，出现了面向对象编程时代；“组件”（Component）的提出，迎来了组件编程的新纪元。有了对象，就会带来抽象、包装、继承、属性、方法等新概念；有了组件，就有了容器、事务、EJB……这些词是当时字典上查不到的，是国内计算机专业的行家们还没有遇到的，技术翻译人员和软件设计人员第一次面对这些新词，要负责把它变成贴切的中文说法。可以说，这些人虽然中文功底和行业水平有限，却身不由己地承担了为一个新兴行业选词的重任，许多后来让人们朗朗上口的名词就是他们最初“草创”出来的。著名翻译前辈严复为翻译《天演论》，“一词之立，数月踌躇”，但人们最终还是把“天演论”改成了“进化论”。这些草创的词也有最终被接受的部分和最终被淘汰的部分。

翻译也是一种再创作，选词过程就是一个充满创造性的过程。日常生活中，“可口可乐”之类的汉译，早已广为传颂成为美谈，而计算机行业的新词，同样有许多妙笔传译，只是从事IT行业的人们太忙，无暇传颂，而行外人士又了解不多而已。

3.专

俗话说，“隔行如隔山”。一个外行人，拿起最基本的计算机入门书，早已被一行行专业术语吓跑，更不用说天天都会冒出新词了。即使听说过这些词，也还得了解其工作原理，否则仍然不知所云。作者曾经请中英文均不错的同志试评一段计算机材料，发现不仅吃力，而且常常让人哭笑不得。要让一个没摸透计算机的人翻译计算机图书，几乎是不可能的。

即使熟悉计算机操作的人，也并非拿着书就能看懂。要想做好计算机译手，就要经常关注业界消息，与同行广泛交流，并选准一两个自己比较拿手的方向。计算机图书粗略分类，包括网络、编程、图形、硬件等，而编程语言就有几十种之多，仅微软公司的VB（Visual Basic）、VC（Visual C++）、VJ（Visual J++）等“维生素”系列产品，就足以让人眼花缭乱，并且每种产品又有许多版本，不断增加新功能和新组件。因此，必须选准方向，深入跟踪，才能游刃有余。

世界上第一台电子计算机是埃尼亚克（ENIAC），1946年诞生于美国宾夕法尼亚州州立大学，这就决定了计算机从发明之日起就使用英语作为人机交流的桥梁。计算机中的每一条命令、每一个语句乃至每一个符号，以及用各种高级程序设计语言编写的程序都是用英语单词或英语单词的缩写形式写成。只要打开计算机，首先出现在屏幕上的各种信息都是用英语表达的，在DOS下操作计算机要输入的各种命令也是一些英文单词或英文单词的缩写。例如，Copy（复制文件命令）是英语单词，意为“复制、抄写”，DIR（显示目录命令）是英语单词Directory缩略而来，REN（改变文件名命令）来自英语单词Rename。世界上最大的计算机公司（IBM、HP），最大的CPU公司（Intel、AMD）、最大的软件公司（Microsoft、Oracle）等都是美国的。其最新产品的包装、使用说明、软件的操作等最初使用的都是英语。

许多操作计算机的命令、计算机中的一些重要名词、概念等都来自日常英语词汇，如果英语基础好，对这些命令、名词、概念等稍加分析、记忆就能掌握，可凭借英语单词的词义来加深对计算机知识的理解。例如：DEL（删除文件命令）=Delete（删除），MD（建立子目录命令）=Make Directory（建立目录），CD（改变或进入目录命令）=Change Directory（改变目录），CLS（清除屏幕命令）=Clear Screen（清除屏幕），CHKDSK（检查磁盘状态命令）=Check Disk（检查磁盘），VER（显示版本号命令）=Version（版本）等。

在计算机中有一些常用术语、软件名称、略写形式的专有名词，都源于常用英文单词或多个英文单词的首写字母。例如：被称为计算机心脏的CPU（中央处理器）=Central Processing Unit（中央处理单元），DOS=Disk Operating System（磁盘操作系统），PC=Personal Computer（个人计算机），MPC=Multimedia Personal Computer（多媒体个人计算机），VCD=Video Compact Disk（视频压缩光盘），RAM=Random Access Memory（随机存储器，即人们常说的“内存”），国际标准计算机编码ASCII=American Standard Code for Information Interchange（美国标准信息交换码），世界上流行最早、使用人数最多的计算机高级语言BASIC=Beginner’s All-purpose Symbolic Instruction Code（初学者通用符号指令代码）。还有一些必须掌握的基本概念，如计算机存储容量单位，KB=Kilo Byte（千字节），MB=Mega Byte（兆字节），GB=Giga Byte（吉字节，千兆字节）。K=Kilo（构词成分）表示“千”；M=Mega（构词成分）表示“兆，百万”；G=Giga（构词成分）表示“吉，千兆，十亿”；B=Byte表示“字节”，是计算机最小存储单位（一个字节可以存储一个英文字母，每两个字节可以存放一个汉字）。

要掌握计算机技术，不但要学好一般日常英语，更重要的是学好计算机英语。由于计算机里的命令、高级语言语句等在计算机中均需占一定的空间，从节约和简练的原则出发，为充分发挥其效能，计算机在存储和显示这些信息时，通常尽量采用缩略的形式，使其语句简洁，加之专业术语较多，逐渐形成了人们常说的“计算机英语”。

（1）Data record too large（数据记录太大），正常英语应写成The data record is too large.

（2）Drive A not prepared（驱动器A没有准备好），应为Drive A is not prepared.

（3）Program too big to fit in memory（程序太大，不能装入内存），普通说法是The Program is too big to fit in the memory.

（4）General failure reading（writing）drive A（读写驱动器A失败），一般英语应写成There is a general failure in reading（writing）drive A.

（5）Write protect error writing drive A（写信息时驱动器A中软盘处于写保护状态），一般英语表达成Drive A is in the status of writing protect when you are writing data on the floppy disk.

上面几个句子如按照字面意义或语法规则去分析，都或多或少有错，但在计算机中这些表达方式却是对的。我们不难发现，学好英语特别是学好计算机英语，不但可以加快掌握计算机知识，做到“既知其然又知其所以然”，而且还可以大大降低学习计算机的难度。

英语和计算机的学习或教学同时进行可以取长补短、相得益彰。特别是在学习英语的同时，有意去剖析同一单词的日常含义和在计算机中的含义，进行比较、分析，找出两者之间的差异这对英语和计算机的学习或教学大有裨益。例如，平时在学校学的英语单词drive是“开车”之意，从未学过drive词义为“驱动器”，而且在英汉词典中也没有“驱动器”这个解释。如果在学习或教学中兼顾其在计算机中的含义，这将使学习者受益匪浅。这类重要的常用英文单词还有很多。例如：
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在计算机中有一些特别重要的文件名后缀（又称“扩展名”），学习计算机时必须记住其含义，才能做到见到文件名后缀就知其文件的类型、性质、作用等信息。文件名后缀一般是某个英文单词的缩写。如果在学习或教学中将文件名后缀结合其英文词汇进行分析，弄清其来龙去脉，定能加深对计算机知识的理解、巩固和记忆。例如，可执行文件名后缀.EXE，就是英语单词Executable（可执行的）的缩写。在平时学习或教学英语的过程中，当学到Executable时，可结合在计算机中的可执行文件名后缀.EXE同时学习；反过来，在计算机学习或教学中当学到文件扩展名.EXE时，也可分析一下，明白.EXE就是英文单词Executable的缩写形式。这样能使我们对计算机知识既知其然又知其所以然。这种互相联系的学法或教法，对我们来说既学到了英语知识又学到了计算机知识，一举两得。在计算机中常用的重要文件名后缀还有许多，下面的这些文件名后缀对想学好计算机的朋友来说是必须掌握的。

（1）. DOC（微软超级文字处理软件Microsoft Word的默认文件名后缀）=Document（文件，文献）

（2）. TXT（文本文件名后缀）=Text（文件）

（3）. WPS（著名的香港金山公司出品的文字处理系统WPS默认的文件名后缀）=Word Processing System（文字处理系统）

（4）. WRI（视窗操作系统Windows 3.x中自带简易文字处理软件Write“书写器”所默认的文件名后缀）=Write（书写）

（5）. COM（命令文件名后缀）=Command（命令）

（6）. BAT（批处理文件名后缀）=Batch（一批人或物）

（7）. DBF（数据库文件名后缀）=Data Base File（数据库文件）

（8）. BAS（BASIC源程序文件名后缀）=Basic

有人说，如果掌握一种方言，就可以在一个小地方交流；如果掌握汉语普通话，就可以在全中国通行；而如果掌握英语，则可以走遍全球。因此，英语是世界的普通话，掌握英语就在空间上拥有巨大的自由度。如今是信息时代，计算机进入我们工作、生活的方方面面，一不小心就会遇到计算机词汇，因此，掌握计算机词汇，就在时间坐标上占据了有利位置。学好计算机英语，对每一位正在学习计算机知识的人来说都是十分重要的。它不仅是各层次计算机专业在校学生的必修课，也是部分国内、国际认证考试的主考课程；同时还是快速、准确地获取国外最新计算机技术、动态信息的语言工具。

相对而言，计算机英语专用词汇不是很多。我们都知道，学习英语最难突破的问题是单词，词汇量是提高阅读能力和水平的基础和关键。这一点对于专业英语来说，也同样重要。一些传统专业，如经贸、医学、化学、地质、机械等，都含有大量冗长、陌生且与日常英语毫无关联的专用词汇和术语。计算机作为20世纪的最伟大发明之一，已经成为现代人工作、生活密不可分的常用工具。这门学科强调的是人机之间的交互性，由于是取代人的部分工作，学科发展走向模拟现实社会，所以其大量专业术语来源于日常英语词汇，既取其原有含义，又被计算机领域赋予了类似功能的专有词义，如Memory（存储器）、Instruction（指令）、Code（代码）、Program（程序）等。在计算机英语中，这样的词汇很多，都是我们熟悉的初、中级词汇，不过是含义略有不同罢了。所以，在某种意义上，学习计算机英语，词汇应该不是“记忆”、而是“转义”的问题。大部分单词是熟悉的，只需要在学习过程中，将它对应到计算机专业课程中已经熟知的专有词义就可以了。

计算机英语的另一个重要特点是，句式、语法相对简单。学过英语的人都知道，英语和汉语在结构和句式上差别很大，这也是中国人学习英语语法感到特别吃力的主要原因。而这种语法障碍直接影响了我们在阅读方面对复杂长句子的理解水平，加大了我们学习英语的难度。但在计算机英语中，尤其是在一些科技含量很高的技术资料中，为了满足技术人员这种快节奏阅读和交流的习惯，人们往往更喜欢采用简单句的形式来表达意思。有的甚至是根本不符合语法规则的不完整的句子，这已经成为现代大多数的科技英语的一个共有特点。所以在计算机英语的学习中，对句子和语法的分析要求不会像在日常英语中那样严格，语法也不会成为计算机英语学习和考核的重点。也就是说，在计算机英语中，只要能正确理解句子中的单词含义，对句子的整体理解也就不会太成问题。

总的来说，在单词的学习中，学习构词法是掌握计算机英语词汇的关键之一。在科技英语中派生词很多，例如，较常用的由动词派生的名词短语等。只有既具备丰富的计算机知识，又精通英语中的构词法知识，才能根据上、下文的含义很快地推断出文章中生词的含义，从而提高阅读的速度和水平。

语法方面，虽然在计算机英语中多用简单句，但这也只是相对而言，一些复杂的长句子在文章中也会时有出现。学习时，应该注意多积累翻译这种复杂句子的经验。另外，对一些科技英语的常见句式（如被动语态、同位语从句等），平时也应多加留意，注意积累这些常见句式的翻译技巧是十分必要的。

另外，熟悉计算机知识的人，在计算机英语的学习方面，比只懂英语的人存在一个更明显的优势：对计算机专业知识的了解。经常接触计算机的人，在使用英文版软件、阅读英文版说明书、查看原版资料的同时，也是在对计算机英语进行学习，会摄取到大量的计算机专业词汇、术语，发现很多熟悉的单词和句式。当然，偶尔遇到一些生疏的单词和用法，也可以根据经验推断出大意。相反的，如果只是对日常英语比较熟悉，对计算机知识却一窍不通，那么在学习计算机方面的文章时，不能对单词进行准确地“转义”，翻译理解起来必将十分困难，常常是面对着没有生词的简单句而不知所云。因此这些同学不要因为自己英语水平好而对计算机英语掉以轻心，应该多补充自己在计算机专业知识方面的不足。

要学好计算机英语，还应该充分利用教材，并进行大量阅读和练习。本教材选文都是具有很强代表性的英文原版文献，涉及了计算机的技术基础、系统和应用等各个方面内容，涵盖面极广。学完了全部内容之后，就可以对计算机各方面的技术理论、常见专用术语的含义、本学科领域的文献体裁和风格有一个大体了解。但计算机技术发展如此之快，称得上是日新月异，更新的技术用语很快就会大量出现。所以在对计算机英语的学习上，保持对原版计算机资料的阅读习惯也是十分重要的。


1.6　Additional Reading

Computer

A computer is a machine that manipulates data according to a list of instructions. The first＆nbsp；devices that resemble modern computers date to the mid-20th century（around 1940—1945），although the computer concept and various machines similar to computers existed earlier.

Early electronic computers were the size of a large room, consuming as much power as several hundred modern personal computers. Modern computers are based on tiny integrated circuits and are millions to billions of times more capable while occupying a fraction of the space.Today, simple computers may be made small enough to fit into a wristwatch and be powered from a watch battery.Personal computers, in various forms, are icons of the Information Age and are what most people think of as“a computer”；however, the most common form of computer in use today is the embedded computer.Embedded computers are small, simple devices that are used to control other devices—for example, they may be found in machines ranging from fighter aircraft to industrial robots, digital cameras, and even children's toys.

The ability to store and execute lists of instructions called programs makes computers extremely versatile and distinguishes them from calculators. The Church-Turing thesis is a mathematical statement of this versatility：any computer with a certain minimum capability is, in principle, capable of performing the same tasks that any other computer can perform.Therefore, computers with capability and complexity ranging from that of a personal digital assistant to a supercomputer are all able to perform the same computational tasks given enough time and storage capacity.

1.History of computing

It is difficult to identify any one device as the earliest computer, partly because the term“computer”has been subject to varying interpretations over time. Originally, the term“computer”referred to a person who performed numerical calculations（a human computer），often with the aid of a mechanical calculating device.

During the first half of the 20th century, many scientific computing needs were met by increasingly sophisticated analog computers, which used a direct mechanical or electrical model of the problem as a basis for computation. However, these were not programmable and generally lacked the versatility and accuracy of modern digital computers.

A succession of steadily more powerful and flexible computing devices were constructed in the 1930s and 1940s, gradually adding the key features that are seen in modern computers. The use of digital electronics（largely invented by Claude Shannon in 1937）and more flexible programmability were vitally important steps, but defining one point along this road as“the first digital electronic computer”is difficult.The U.S.Army's Ballistics Research Laboratory ENIAC（1946），which used decimal arithmetic and is sometimes called the first general purpose electronic computer（since Konrad Zuse's Z3 of 1941 used electromagnets instead of electronics）.Initially, however, ENIAC had an inflexible architecture which essentially required rewiring to change its programming.

Several developers of ENIAC, recognizing its flaws, came up with a far more flexible and elegant design, which came to be known as the stored program architecture or von Neumannarchitecture. This design was first formally described by John von Neumann in the paper“First Draft of a Report on the EDVAC”，published in 1945.A number of projects to develop computers based on the stored program architecture commenced around this time, the first of these being completed in Great Britain.The first to be demonstrated working was the Manchester Small-Scale Experimental Machine（SSEM）or“Baby”.However, the EDSAC, completed a year after SSEM, was perhaps the first practical implementation of the stored program design.Shortly thereafter, the machine originally described by von Neumann’s paper—EDVAC—was completed but did not see full-time use for an additional two years.

Nearly all modern computers implement some form of the stored program architecture, making it the single trait by which the word“computer”is now defined. By this standard, many earlier devices would no longer be called computers by today's definition, but are usually referred to as such in their historical context.While the technologies used in computers have changed dramatically since the first electronic, general-purpose computers of the 1940s, most still use the von Neumann architecture.The design made the universal computer a practical reality.

Vacuum tube-based computers were in use throughout the 1950s.Vacuum tubes were largely replaced in the 1960s by transistor-based computers.When compared with tubes, transistors are smaller, faster, cheaper, use less power, and are more reliable.In the 1970s, integrated circuit technology and the subsequent creation of microprocessors, such as the Intel 4004，caused another generation of decreased size and cost, and another generation of increased speed and reliability.By the 1980s, computers became sufficiently small and cheap to replace simple mechanical controls in domestic appliances such as washing machines.The 1980s also witnessed home computers and the now ubiquitous personal computers.With the evolution of the Internet, personal computers are becoming as common as the television and the telephone in the household.

2.Stored program architecture

The defining feature of modern computers which distinguishes them from all other machines is that they can be programmed. That is to say that a list of instructions（the program）can be given to the computer and it will store them and carry them out at some time in the future.

In most cases, computer instructions are simple：add one number to another, move some data from one location to another, send a message to some external device, etc. These instructions are read from the computer's memory and are generally carried out（executed）in the order they were given.However, there are usually specialized instructions to tell the computer to jump ahead or backwards to some other place in the program and to carry on executing from there.These are called“jump”instructions（or branches）.Furthermore, jump instructions may be made to happen conditionally so that different sequences of instructions may be used depending on the result of some previous calculation or some external event.Many computers directly support subroutines by providing a type of jump that“remembers”the location it jumped from and another instruction to return to the instruction following that jump instruction.

Program execution might be likened to reading a book. While a person will normally read each word and line in sequence, they may at times jump back to an earlier place in the text or skip sections that are not of interest.Similarly, a computer may sometimes go back and repeat the instructions in some section of the program over and over again until some internal condition is met.This is called the flow of control within the program and it is what allows the computer to perform tasks repeatedly without human intervention.

Comparatively, a person using a pocket calculator can perform a basic arithmetic operation such as adding two numbers with just a few button presses. But to add together all of the numbers from 1 to 1000 would take thousands of button presses and a lot of time—with a near certainty of making a mistake.On the other hand, a computer may be programmed to do this with just a few simple instructions.

However, computers cannot“think”for themselves in the sense that they only solve problems in exactly the way they are programmed to. An intelligent human faced with the above addition task might soon realize that instead of actually adding up all the numbers one can simply use the equation and arrive at the correct answer（500，500）with little work.In other words, a computer programmed to add up the numbers one by one as in the example above would do exactly that without regard to efficiency or alternative solutions.

3.Programs

A 1970s punched card containing one line from a FORTRAN program. The card reads：“Z（1）=Y+W（1）”and is labelled“PROJ039”for identification purposes.

In practical terms, a computer program might include anywhere from a dozen instructions to many millions of instructions for something like a word processor or a web browser. A typical modern computer can execute billions of instructions every second and nearly never make a mistake over years of operation.

Large computer programs may take teams of computer programmers years to write and the probability of the entire program having been written completely in the manner intended is unlikely. Errors in computer programs are called bugs.Sometimes bugs are benign and do not affect the usefulness of the program, in other cases they might cause the program to completely fail（crash），in yet other cases there may be subtle problems.Sometimes otherwise benign bugs may be used for malicious intent, creating a security exploit.Bugs are usually not the fault of the computer.Since computers merely execute the instructions they are given, bugs are nearly always the result of programmer error or an oversight made in the program's design.

In most computers, individual instructions are stored as machine code with each instruction being given a unique number（its operation code or opcode for short）. The command to add two numbers together would have one opcode, the command to multiply them would have a different opcode and so on.The simplest computers are able to perform any of a handful of different instructions；the more complex computers have several hundred to choose from—each with a unique numerical code.Since the computer's memory is able to store numbers, it can also storethe instruction codes.This leads to the important fact that entire programs（which are just lists of instructions）can be represented as lists of numbers and can themselves be manipulated inside the computer just as if they were numeric data.The fundamental concept of storing programs in the computer's memory alongside the data they operate on is the crux of the von Neumann, or stored program, architecture.In some cases, a computer might store some or all of its program in memory that is kept separate from the data it operates on.This is called the Harvard architecture after the Harvard Mark I computer.Modern von Neumann computers display some traits of the Harvard architecture in their designs, such as in CPU caches.

While it is possible to write computer programs as long lists of numbers（machine language）and this technique was used with many early computers, it is extremely tedious to do so in practice, especially for complicated programs. Instead, each basic instruction can be given a short name that is indicative of its function and easy to remember—a mnemonic such as ADD, SUB, MULT or JUMP.These mnemonics are collectively known as a computer's assembly language.Converting programs written in assembly language into something the computer can actually understand（machine language）is usually done by a computer program called an assembler.Machine languages and the assembly languages that represent them（collectively termed low-level programming languages）tend to be unique to a particular type of computer.For instance, an ARM architecture computer（such as may be found in a PDA or a hand-held videogame）cannot understand the machine language of an Intel Pentium or the AMD Athlon 64 computer that might be in a PC.

Though considerably easier than in machine language, writing long programs in assembly language is often difficult and error prone. Therefore, most complicated programs are written in more abstract high-level programming languages that are able to express the needs of the computer programmer more conveniently（and thereby help reduce programmer error）.High level languages are usually“compiled”into machine language（or sometimes into assembly language and then into machine language）using another computer program called a compiler.Since high level languages are more abstract than assembly language, it is possible to use different compilers to translate the same high level language program into the machine language of many different types of computer.This is part of the means by which software like video games may be made available for different computer architectures such as personal computers and various video game consoles.

The task of developing large software systems is an immense intellectual effort. Producing software with an acceptably high reliability on a predictable schedule and budget has proved historically to be a great challenge；the academic and professional discipline of software engineering concentrates specifically on this problem.

4.Example

Suppose a computer is being employed to drive a traffic light. A simple stored program might say：

[1]Turn off all of the lights

[2]Turn on the red light

[3]Wait for sixty seconds

[4]Turn off the red light

[5]Turn on the green light

[6]Wait for sixty seconds

[7]Turn off the green light

[8]Turn on the yellow light

[9]Wait for two seconds

[10]Turn off the yellow light

[11]Jump to instruction number[2]

With this set of instructions, the computer would cycle the light continually through red, green, yellow and back to red again until told to stop running the program.

However, suppose there is a simple on/off switch connected to the computer that is intended to be used to make the light flash red while some maintenance operation is being performed. The program might then instruct the computer to：

[1]Turn off all of the lights

[2]Turn on the red light

[3]Wait for sixty seconds

[4]Turn off the red light

[5]Turn on the green light

[6]Wait for sixty seconds

[7]Turn off the green light

[8]Turn on the yellow light

[9]Wait for two seconds

[10]Turn off the yellow light

[11]If the maintenance switch is NOT turned on then jump to instruction number[2]

[12]Turn on the red light

[13]Wait for one second

[14]Turn off the red light

[15]Wait for one second

[16]Jump to instruction number[11]

In this manner, the computer is either running the instructions from number[2]to[11]over and over or its running the instructions from[11]down to[16]over and over, depending on the position of the switch.


Chapter 2　Hard Disks


 2.1　Text

Nearly every desktop computer and server in use today contains one or more harddisk drives, see Figure 2-1. Every mainframe and supercomputer is normally connected to hundreds of them.You can even find VCR-type devices and camcorders that use hard disks instead of tape.These billions of hard disks do one thing well—they store changing digital information in a relatively permanent form.They give computers the ability to remember things when the power goes out.

[image: figure_0026_0004]


Figure 2-1　Hard Disk

In this article, we'll take apart a hard disk so that you can see what's inside, and also discuss how they organize the gigabytes of information they hold in files！

1.Hard Disk Basics

Hard disks were invented in the 1950s. They started as large disks up to 20 inches in diameter holding just a few megabytes.They were originally called“fixed disks”or“Winchesters”（a code name used for a popular IBM product）.They later became known as“hard disks”to distinguish them from“floppy disks”.Hard disks have a hard platter that holds the magnetic medium, as opposed to the flexible plastic film found in tapes and floppies.

At the simplest level, a hard disk is not that different from a cassette tape. Both hard disks and cassette tapes use the same magnetic recording techniques.Hard disks and cassette tapes also share the major benefits of magnetic storage—the magnetic medium can be easily erased and rewritten, and it will“remember”the magnetic flux patterns stored onto the medium for many years.

2.Cassette Tape vs.Hard Disk

Let's look at the big differences between cassette tapes and hard disks.

·The magnetic recording material on a cassette tape is coated onto a thin plastic strip.In a hard disk, the magnetic recording material is layered onto a high-precision aluminum or glass disk.The harddisk platter（大浅盘）is then polished to mirror-type smoothness.

·With a tape, you have to fast-forward or reverse to get to any particular point on the tape.This can take several minutes with a long tape.On a hard disk, you can move to any point on the surface of the disk almost instantly.

·In a cassette-tape deck, the read/write head touches the tape directly.In a hard disk, the read/write head“flies”over the disk, never actually touching it.

·The tape in a cassette-tape deck moves over the head at about 2 inches（about 5.08 cm）per second.A harddisk platter can spin underneath its head at speeds up to 3000 inches per second.

·The information on a hard disk is stored in extremely small magnetic domains compared to a cassette tape’s.The size of these domains is made possible by the precision of the platter and the speed of the medium.

As these differences, a modern hard disk is able to store an amazing amount of information in a small space. A hard disk can also access any of its information in a fraction of a second.

3.Capacity and Performance

A typical desktop machine will have a hard disk with a capacity of between 10 and 40 gigabytes. Data is stored onto the disk in the form of files.A file is simply a named collection of bytes.The bytes might be the ASCII codes for the characters of a text file, or they could be the instructions of a software application for the computer to execute, or they could be the records of a data base, or they could be the pixel colors for a GIF image.No matter what it contains, however, a file is simply a string of bytes.When a program running on the computer requests a file, the hard disk retrieves its bytes and sends them to the CPU one at a time.

There are two ways to measure the performance of a hard disk.

·Data rate—The data rate is the number of bytes per second that the drive can deliver to the CPU.Rates between 5 and 40 megabytes per second are common.

·Seek time—The seek time is the amount of time between when the CPU requests a file and when the first byte of the file is sent to the CPU.Times between 10 and 20 milliseconds are common.

The other important parameter is the capacity of the drive, which is the number of bytes it can hold.

4.Inside：Electronics Board

The best way to understand how a hard disk works is to take a look inside.（Note that OPENING A HARD DISK RUINS IT, so this is not something to try at home unless you have a defunct drive.）

Here is a typical harddisk drive, as Figure 2-2 and Figure 2-3.

It is a sealed aluminum box with controller electronics attached to one side. The electronics control the read/write mechanism and the motor that spins the platters.The electronics also assemble the magnetic domains on the drive into bytes（reading）and turn bytes into magnetic domains（writing）.The electronics are all contained on a small board that detaches from the rest of the drive.

[image: figure_0028_0005]


Figure 2-2　Typical harddisk drive

[image: figure_0028_0006]


Figure 2-3　Inside of handdisk drive

5.Inside：Beneath the Board

Underneath the board are the connections for the motor that spins the platters, as well as a highly-filtered vent hole that lets internal and external air pressures equalize, see Figure 2-4.

Removing the cover from the drive reveals an extremely simple but very precise interior. In Figure 2-5 you can see：

·The platters—These typically spin at 3600 or 7200 rpm when the drive is operating.These platters are manufactured to amazing tolerances and are mirror-smooth.

·The arm—This holds the read/write heads and is controlled by the mechanism in the upper-left corner.The arm is able to move the heads from the hub to the edge of the drive.The arm and its movement mechanism are extremely light and fast.The arm on a typical harddisk drive can move from hub to edge and back up to 50 times per second—it is an amazing thing to watch！
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Figure 2-4　Back of harddisk drive

[image: figure_0028_0008]


Figure 2-5　Hard disk drive underneath

6.Inside：Platters and Heads

In order to increase the amount of information the drive can store, most hard disks have multiple platters. This drive has three platters and six read/write heads in Figure 2-6.

[image: figure_0029_0009]


Figure 2-6

The mechanism that moves the arms on a hard disk has to be incredibly fast and precise. It can be constructed using a high-speed linear motor.

Many drives use a“voice coil”approach—the same technique used to move the cone of a speaker on your stereo is used to move the arm, see Figure 2-7.

7.Storing the Data

Data is stored on the surface of a platter in sectors and tracks. Tracks are concentric circles, and sectors are pie-shaped wedges on a track, as shown in Figure 2-8.

[image: figure_0029_0010]


Figure 2-7　Voice coil approach

[image: figure_0029_0011]


Figure 2-8　Surface of platter

A typical track is shown in light color；a typical sector is shown in dark color. A sector contains a fixed number of bytes—for example，256 or 512.Either at the drive or the operating system level, sectors are often grouped together into clusters.

The process of low-level formatting a drive establishes the tracks and sectors on the platter.The starting and ending points of each sector are written onto the platter.This process prepares thedrive to hold blocks of bytes.High-level formatting then writes the file-storage structures, like the file-allocation table, into the sectors.This process prepares the drive to hold files.


2.2　Notes

（1）At the simplest level, a hard disk is not that different from a cassette tape.

译文：从最简单的层面上说，硬盘与盒式录音带差别也不大。

（2）In a cassette-tape deck, the read/write head touches the tape directly.In a hard disk, the read/write head“flies”over the disk, never actually touching it.

译文：在盒式磁带里，读写头直接接触磁带。在硬盘里，读写头则悬在磁盘上方，从来没有真正接触到。

分析：可能有读者会这样翻译：在盒式磁带覆盖物里，读写头直接接触磁带。在硬盘里，读写头“飞越”磁盘，从来没有真正接触到。英文里加了引号以表示引申义的词比较难处理，一般有两种办法，一是直译，然后加引号（如原译中的做法），如果中文也能引申为这个意思就没问题；一是意译，把它要表达的意思说出来就好。

（3）Note that OPENING A HARD DISK RUINS IT, so this is not something to try at home unless you have a defunct drive.

译文：注意硬盘打开即毁，所以在家中不要试着拆开硬盘，除非你有一个坏的硬盘。

分析：可能有读者会这样翻译：注意打开一个坏的硬盘，如果你在家里没有工具，最好不要拆开，除非你有一个坏的硬盘。OPENING A HARD DISK RUINS IT的意思要把握好，try at home有一些潜台词要表达出来，即指试着打开硬盘。


2.3　Keywords

1.mainframe　大型机

2.supercomputer　超级计算机

3.Platter　硬盘磁面

4.Clusters　簇

5.Sectors　扇面

6.Track　磁道


2.4　Exercises

1.Answer the questions

（1）What is the history of hard disk？When was the first hard disk used？

（2）What kind of material is used to make a hard disk？

2.Translation

（1）This holds the read/write heads and is controlled by the mechanism in the upper-left corner.The arm is able to move the heads from the hub to the edge of the drive.

（2）In a cassette-tape deck, the read/write head touches the tape directly.In a hard disk, the read/write head“flies”over the disk, never actually touching it.


2.5　Related Topics

科技英语概述（一）

随着时代的进步和发展，科技英语作为英语一种文体的存在，已为国内外人士所公认。科技英语是在自然科学和工程技术领域使用的一种英语文体，是随着科学技术的迅速发展而逐渐形成的。本文的目的在于使学生对于科学技术领域内的各种专门学科的术语、词汇和行文特点有一定程度的了解和掌握，培养学生独立阅读和理解专业化程度较高的英文文献、著作的能力。

下文将针对科技英语的特点及发展趋向略作叙述，以便读者掌握它的翻译方法和技巧。

1.科技英语与普通英语的联系

从构成语言的语音、词汇和语法这三大要素来说，科技英语和普通英语本质上都是一样的，用以表达科学和技术各种事实的语言当然不是与日常语言不同的一种语言。

在语音上，科技英语使用的仍是普通英语的语音系统，其读音规则和发音方法并无丝毫变化。

在词汇上，科技英语中虽然含有大量专业技术词汇和术语，但其基本词汇都是普通英语中固有的。即使在专业性极强的科技英语文章中，普通词汇也远远比专业词汇多，且专业词汇的意义往往与普通词汇的含义有着千丝万缕的关系。

在语法上，科技英语虽然有明显的特点，如大量使用被动语态、非谓语动词、名词化结构和从句等，但仍未摆脱普通英语的语法规则，并无独立的词法和句法系统。

2.科技英语的特点

总之，科技文章的文体特点是：清晰、准确、精练、严密。科技文章的语言结构特色在翻译过程中如何处理，这是进行英汉科技翻译时需要探讨的问题。

1）词汇特点

（1）构词和用词特点

[1]纯科技词汇（即在不同专业使用的专业技术词汇）。这种词汇在科技英语中出现频率最低，其特点是严谨、规范、词义单一、使用范围狭窄，而且多是国际上通用的，专业度高。例如：hydroxide（氢氧化物）、isotope（同位素）、diode（二极管）、carburettor（汽化器）、steradian（球面度）、infinity（无穷大）等。

[2]通用科技词汇（即不同专业都要经常使用的通用词汇）。这种词汇在科技英语中出现频率较高，词汇量也较大，其特点是词义比较单一、使用范围较纯科技词汇而言相对广一些。例如：frequency（频率）、density（密度）、magnetism（磁性）、height（高度）、speed（速度）等。

[3]半科技词汇（即在科技英语中使用的普通词汇）。这种词汇在科技英语中出现频率最高，量也极大，较难掌握。半科技词汇除了本身的基本词义外，在不同的专业中又有不同的词义，其特点是词义繁多、用法灵活、搭配形式多样，使用范围极广。例如：feed（喂养→馈电、供水、输送、加载、进刀、电源），ceilling（天花板→上升能力、上限、云幕高度）。

[4]抽象名词。科技英语中的抽象名词大都由普通动词或形容词衍生而来，概念准确，且可恰当地表示过程、现象、特征和性质，迎合了人们在心理上和考虑问题时对于过程、现象、特征和性质的关心。例如：insulate—insulation（绝缘）、move—movement（运动）、humid—humidity（湿度）、stable—stability（稳定性）等。

[5]加前后缀构成的词。加前后缀构成的科技词汇量十分庞大。一般说来，前缀主要用来改变词义，而后缀则不仅改变词义，也能改变词类。例如：前缀hydro-、hyper-、inter-、anti-、uni-、dec-等，后缀-meter、-ancy、-dom、-ify、-logy、-ize、-ise等。

[6]缩写词。随着科学技术的迅速发展，表达复杂的工程系统及新理论、新概念的长术语不断涌现。

缩写词的广泛使用则使得在这种情况下的科技英语用词简洁、经济，表达简化。

·缩写词一般由一组词中每一个单词的首字母或前两个（或两个以上）字母组成，有些包括虚词的首字母，有些则完全是实词首字母或前两个（或两个以上）字母的抽取组合。例如：DNS（Domain Name System，域名系统）、BIOS（Basic Input and Output System，基本输入输出系统）、PSTN（Public Switched Telephone Network，公共开关电话网络）、SoA（speed of advance，前进速度）。另一些缩写词则由某个单词的几个不连续字母组成，或取单词的第二或第三个字母。例如：CTF（certificate，证书）、PAX（Private Automatic Exchanger，专用自动变换机）、SMP（Symmetric Multiprocessing，对称多重处理技术）。

·缩写词有全用大写字母或全用小写字母的，也有二者混合使用的。例如：GUI（Graphical User Interface，图形用户界面）、PBX（Private Branch Exchange，专用分组交换机）、rpm（revolutions per minute，转数/分）、PnP（plug and play，即插即用）、Ac（actinium，化学元素锕）。有些缩写词各个字母间有点（.）、连字符（-）或斜线（/），有的则没有。例如：A/C（account，账户）。

·缩写词大多存在同形异义的现象，一般说来，字形越短，词义就越多；字形越长，词义就越少，以致单一。

·源于其他语种的缩写词。

注意缩写词虽然简化了科技英语中一组单词的拼写，但存在难辨认和理解的缺点，需慎重对待。

（2）词义特点

在科技英语中，除了用作半科技词汇的普通词汇和功能词汇外，其他词汇的词义比起普通英语来，显得相对单一和稳定，而这种词汇在意义和用法上的单一性和固定性并不排斥灵活性，主要是由科技概念的连贯性、条理性和逻辑性决定的。在阅读及翻译科技文章的过程中，应在保证整体结构稳定性的同时注意其灵活性。

2）句法特点

（1）大量使用被动结构

被动结构的特点及其被广泛使用的原因如下。

[1]被动结构有助于将事物、过程和结果置于句子的中心地位，突出要论证和说明的对象，这正迎合了科技作者撰文时着眼于演绎论证的结果的偏好。

[2]被动结构的表达较之主动结构而言相对客观一些，避开了人的主观感觉及其投射出的感情色彩，这些都符合科技作品在描述现象、论证规律、分析事理及推导关系时对于客观公正性的要求。

[3]被动结构可使句子更为紧凑、简短，符合科技文章崇尚准确、严谨和精炼的标准。例如：

Attention must be paid to the working temperature of the machine.

译文：应当注意机器的工作温度。

而很少说：You must pay attention to the working temperature of the machine.

再如，试观察并比较下列两段短文的主语。

We can store electrical energy in two metal plates separated by an insulating medium. We call such a device a capacitor, or a condenser, and its ability to store electrical energy capacitance.It is measured in farads.

通常在科技英语文献中表述如下：

Electrical energy can be stored in two metal plates separated by an insulating medium. Such a device is called a capacitor, or a condenser, and its ability to store electrical energy capacitance.It（Capacitance）is measured in farads.

译文：电能可储存在由一绝缘介质隔开的两块金属极板内。这样的装置称之为电容器，其储存电能的能力称为电容。电容的测量单位是法拉。

这一段短文中各句的主语分别为：Electrical energy, Such a device, its ability to store electrical energy, It（Capacitance），它们都包含了较多的信息，并且处于句首的位置，非常醒目。四个主语完全不同，避免了单调重复，前后连贯，自然流畅。足见被动结构可收简洁客观之效。

（2）广泛使用非谓语动词

非谓语动词的特点及其被广泛使用的原因：非谓语动词容易严谨且准确地表达出科技作品中各个事物之间的关系、事物的位置和状态变化，并且能用扩展的成分对所修饰的词进行严格的说明和限定（如：用一个分词短语代替一个从句），采用动词的非谓语形式可避免复杂的主从复合结构并省略动词时态的配合，使句子既不累赘又语意明确，使很长的句子保持匀称，并能够完整、准确地表达某一概念和事物。例如：

Radiating from the earth, heat causes air currents to rise.

译文：热量由地球辐射出来时，使得气流上升。

Vibrating objects produce sound waves, each vibration producing one sound wave.

译文：振动着的物体产生声波，每一次振动产生一个声波。

A body can more uniformly and in a straight line, there being no cause to change that motion.

译文：如果没有改变物体运动的原因，那么物体将做匀速直线运动。

In communications, the problem of electronics is how to convey information from one place to another.

译文：在通信系统中，电子学要解决的问题是如何把信息从一个地方传递到另一个地方。

There are different ways of changing energy from one form into another.

译文：将能量从一种形式转变成另一种形式有各种不同的方法。

Materials to be used for structural purposes are chosen so as to behave elastically in the environmental conditions.

译文：结构材料的选择应使其在外界条件中保持其弹性。

（3）短语动词多

科技英语文章中常见短语动词类型：“动词+介词”、“动词+副词”、“动词+副词+介词”、“动词+名词”、“动词+名词+介词”等。其中一部分仍具有原动词的含义，另一部分的含义则与原动词相去甚远。能构成短语动词的，往往是一些最常用的动词，如make, take, get, go, bring, set等。

（4）后置定语多

形容词后置短语作后置定语可以看作是定语从句的省略形式，其作用是对所修饰的词语加以严格的限定和准确的说明，同时又使句子结构简单紧凑。常见的结构有以下5种。

[1]介词短语。

A call for paper is now being issued.

译文：征集论文的通知现正陆续发出。

[2]形容词及形容词短语。

In this factory the only fuel available is coal.

译文：该厂唯一可用的燃料是煤。

[3]副词。

The air outside pressed the barrel's side in.

译文：外面的空气将桶壁压得凹进去了。

[4]单个分词，保持较强的动词意义。

The results obtained must be checked.

译文：获得的结果必须加以校核。

The heat produced is equal to the electrical energy wasted.

译文：产生的热量等于浪费了的电能。

[5]定语从句。

During construction, problems often arise which require design changes.

译文：在施工过程中，常会出现需要改变设计的问题。

The molecules exert forces upon each other, which depend upon the distance between them.

Very wonderful changes in matter take place before our eyes every day to which we pay little attention.

译文：分子相互间都存在着力的作用，该力的大小取决于它们之间的距离。

译文：我们几乎没有注意的很奇异的物质变化每天都在眼前发生。

其中定语从句to which we pay little attention修饰的是changes，这是一种分隔定语从句。


2.6　Additional Reading

How Computers Work

A general purpose computer has four main sections：the arithmetic and logic unit（ALU），the control unit, the memory, and the input and output devices（collectively termed I/O）. These parts are interconnected by buses, often made of groups of wires.

The control unit, ALU, registers, and basic I/O（and often other hardware closely linked with these）are collectively known as a central processing unit（CPU）. Early CPUs were composed of many separate components but since the mid-1970s CPUs have typically been constructed on a single integrated circuit called a microprocessor.

1.Control unit

The control unit（often called a control system or central controller）directs the various components of a computer. It reads and interprets（decodes）instructions in the program one by one.The control system decodes each instruction and turns it into a series of control signals that operate the other parts of the computer.Control systems in advanced computers may change the order of some instructions so as to improve performance.

A key component common to all CPUs is the program counter, a special memory cell（a register）that keeps track of which location in memory the next instruction is to be read from.

Diagram showing how a particular MIPS architecture instruction would be decoded by the control system.

The control system's function is as follows—note that this is a simplified description, and some of these steps may be performed concurrently or in a different order depending on the type of CPU：

（1）Read the code for the next instruction from the cell indicated by the program counter.

（2）Decode the numerical code for the instruction into a set of commands or signals for each＆nbsp；of the other systems.

（3）Increment the program counter so that it points to the next instruction.

（4）Read whatever data the instruction requires from cells in memory（or perhaps from an input device）. The location of this required data is typically stored within the instruction code.

（5）Provide the necessary data to an ALU or a register.

（6）If the instruction requires an ALU or specialized hardware to complete, instruct the hardware to perform the requested operation.

（7）Write the result from the ALU back to a memory location or to a register or perhaps an output device.

（8）Jump back to step（1）.

Since the program counter is（conceptually）just another set of memory cells, it can be changed by calculations done in the ALU. Adding 100 to the program counter would cause the next instruction to be read from a place 100 locations further down the program.Instructions that modify the program counter are often known as“jumps”and allow for loops（instructions that are repeated by the computer）and often conditional instruction execution（both examples of control flow）.

It is noticeable that the sequence of operations that the control unit goes through to process an instruction is in itself like a short computer program—and indeed, in some more complex CPU designs, there is another yet smaller computer called a microsequencer that runs a microcode program that causes all of these events to happen.

2.Arithmetic/logic unit（ALU）

The ALU is capable of performing two classes of operations：arithmetic and logic.

The set of arithmetic operations that a particular ALU supports may be limited to adding and subtracting or might include multiplying or dividing, trigonometry functions（sine, cosine, etc）and square roots. Some can only operate on whole numbers（integers）whilst others use floating point to represent real numbers—albeit with limited precision.However, any computer that is capable of performing just the simplest operations can be programmed to break down the more complex operations into simple steps that it can perform.Therefore, any computer can be programmed to perform any arithmetic operation—although it will take more time to do so if its ALU does not directly support the operation.An ALU may also compare numbers and return boolean truth values（true or false）depending on whether one is equal to, greater than or less than the other（“is 64 greater than 65？”）.

Logic operations involve Boolean logic：AND, OR, XOR and NOT. These can be useful both for creating complicated conditional statements and processing boolean logic.

Superscalar computers contain multiple ALUs so that they can process several instructions at the same time. Graphics processors and computers with SIMD and MIMD features often provide ALUs that can perform arithmetic on vectors and matrices.

3.Memory

A computer's memory can be viewed as a list of cells into which numbers can be placed or read. Each cell has a numbered“address”and can store a single number.The computer can be instructed to“put the number 123 into the cell numbered 1357”or to“add the number that is in cell 1357 to the number that is in cell 2468 and put the answer into cell 1595”.The information stored in memory may represent practically anything.Letters, numbers, even computer instructions can be placed into memory with equal ease.Since the CPU does not differentiate between different types of information, it is up to the software to give significance to what the memory sees as nothing but a series of numbers.

In almost all modern computers, each memory cell is set up to store binary numbers in groups of eight bits（called a byte）. Each byte is able to represent 256 different numbers；either from 0 to 255 or-128 to+127.To store larger numbers, several consecutive bytes may be used（typically, two, four or eight）.When negative numbers are required, they are usually stored in two’s complement notation.Other arrangements are possible, but are usually not seen outside of specialized applications or historical contexts.A computer can store any kind of information in memory as long as it can be somehow represented in numerical form.Modern computers have billions or even trillions of bytes of memory.

The CPU contains a special set of memory cells called registers that can be read and written to much more rapidly than the main memory area. There are typically between two and one hundred registers depending on the type of CPU.Registers are used for the most frequently needed data items to avoid having to access main memory every time data is needed.Since data is constantly being worked on, reducing the need to access main memory（which is often slow compared to the ALU and control units）greatly increases the computer's speed.

Computer main memory comes in two principal varieties：random access memory or RAM and read-only memory or ROM.RAM can be read and written to anytime the CPU commands it, but ROM is pre-loaded with data and software that never changes, so the CPU can only read from it.ROM is typically used to store the computer’s initial start-up instructions.In general, the contents of RAM is erased when the power to the computer is turned off while ROM retains its data indefinitely.In a PC, the ROM contains a specialized program called the BIOS that orchestrates loading the computer’s operating system from the hard disk drive into RAM whenever the computer is turned on or reset.In embedded computers, which frequently do not have disk drives, all of the software required to perform the task may be stored in ROM.Software that is stored in ROM is often called firmware because it is notionally more like hardware than software.Flash memory blurs the distinction between ROM and RAM by retaining data when turned off but being rewritable like RAM.However, flash memory is typically much slower than conventional ROM and RAM so its use is restricted to applications where high speeds are not required.

In more sophisticated computers there may be one or more RAM cache memories which are slower than registers but faster than main memory. Generally computers with this sort of cache aredesigned to move frequently needed data into the cache automatically, often without the need for any intervention on the programmer's part.

4.Input/output（I/O）

I/O is the means by which a computer receives information from the outside world and sends results back. Devices that provide input or output to the computer are called peripherals.On a typical personal computer, peripherals include input devices like the keyboard and mouse, and output devices such as the display and printer.Hard disk drives, floppy disk drives and optical disc drives serve as both input and output devices.Computer networking is another form of I/O.

Often, I/O devices are complex computers in their own right with their own CPU and memory. A graphics processing unit might contain fifty or more tiny computers that perform the calculations necessary to display 3D graphics.Modern desktop computers contain many smaller computers that assist the main CPU in performing I/O.

5.Multitasking

While a computer may be viewed as running one gigantic program stored in its main memory, in some systems it is necessary to give the appearance of running several programs simultaneously. This is achieved by having the computer switch rapidly between running each program in turn.One means by which this is done is with a special signal called an interrupt which can periodically cause the computer to stop executing instructions where it was and do something else instead.By remembering where it was executing prior to the interrupt, the computer can return to that task later.If several programs are running“at the same time”，then the interrupt generator might be causing several hundred interrupts per second, causing a program switch each time.Since modern computers typically execute instructions several orders of magnitude faster than human perception, it may appear that many programs are running at the same time even though only one is ever executing in any given instant.This method of multitasking is sometimes termed“time-sharing”since each program is allocated a“slice”of time in turn.

Before the era of cheap computers, the principle use for multitasking was to allow many people to share the same computer.

Seemingly, multitasking would cause a computer that is switching between several programs to run more slowly—in direct proportion to the number of programs it is running. However, most programs spend much of their time waiting for slow input/output devices to complete their tasks.If a program is waiting for the user to click on the mouse or press a key on the keyboard, it will not take a“time slice”until the event it is waiting for has occurred.This frees up time for other programs to execute so that many programs may be run at the same time without unacceptable speed loss.

6.Multiprocessing

Some computers may divide their work between one or more separate CPUs, creating a＆nbsp；multiprocessing configuration. Traditionally, this technique was utilized only in large and powerful computers such as supercomputers, mainframe computers and servers.However, multiprocessor and multi-core（multiple CPUs on a single integrated circuit）personal and laptop computers have become widely available and are beginning to see increased usage in lower-end markets as a result.

Supercomputers in particular often have highly unique architectures that differ significantly from the basic stored-program architecture and from general purpose computers.They often feature thousands of CPUs, customized high-speed interconnects, and specialized computing hardware.Such designs tend to be useful only for specialized tasks due to the large scale of program organization required to successfully utilize most of the available resources at once.Supercomputers usually see usage in large-scale simulation, graphics rendering, and cryptography applications, as well as with other so-called“embarrassingly parallel”tasks.


Chapter 3　Monitor


 3.1　Text

What does“aspect ratio”mean？What is dot pitch？How much power does a display use？What is the difference between CRT and LCD？What does“refresh rate”mean？

In this article, we will answer all of these questions and many more. By the end of the article, you will be able to understand your current display and also make better decisions when purchasing your next one.

1.The Basics

Often referred to as a monitor when packaged in a separate case, the display is the most-used output device on a computer.The display provides instant feedback by showing you text and graphic images as you work or play.Most desktop displays use a cathode ray tube（CRT），while portable computing devices such as laptops incorporate liquid crystal display（LCD），light-emitting diode（LED），gas plasma or other image projection technology.Because of their slimmer design and smaller energy consumption, monitors using LCD technologies are beginning to replace the venerable CRT on many desktops.

When purchasing a display, you have a number of decisions to make. These decisions affect how well your display will perform for you, how much it will cost and how much information you will be able to view with it.Your decisions include：

·Display technology—Currently, the choices are mainly between CRT and LCD technologies.

·Cable technology—VGA and DVI are the two most common.

·Viewable area（usually measured diagonally）

·Aspect ratio and orientation（landscape or portrait）

·Maximum resolution

·Dot pitch

·Refresh rate

·Color depth

·Amount of power consumption

In the following sections we will talk about each of these areas so that you can completely understand how your monitor works！

2.Display Technology Background

Displays have come a long way since the blinking green monitors in text-based computer systems of the 1970s.Just look at the advances made by IBM over the course of a decade：

·In 1981，IBM introduced the Color Graphics Adapter（CGA），which was capable of rendering four colors, and had a maximum resolution of 320 pixels horizontally by 200 pixels vertically.

·IBM introduced the Enhanced Graphics Adapter（EGA）display in 1984.EGA allowed up to 16 different colors and increased the resolution to 640×350 pixels, improving the appearance of the display and making it easier to read text.

·In 1987，IBM introduced the Video Graphics Array（VGA）display system.Most computers today support the VGA standard and many VGA monitors are still in use.

IBM introduced the Extended Graphics Array（XGA）display in 1990，offering 800×600 pixel resolution in true color（16. 8 million colors）and 1024×768 resolution in 65，536 colors.

3.Display Technologies：VGA

Once the display information is in analog form, it is sent to the monitor through a VGA cable. See the diagram in Figure 3-1.
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Figure 3-1　Analog Display

1—Red out；2—Green out；3—Blue out；4—Unused；5—Ground；6—Red return（ground）；7—Green return（ground）；8—Blue return（ground）；9—Unused；10—Sync return（ground）；11—Monitor ID 0 in；12—Monitor ID 1 in or data from display；13—Horizontal Sync out；14—Vertical Sync；15—Monitor ID 3　in or data clock

You can see that a VGA connector like this has three separate lines for the red, green and blue color signals, and two lines for horizontal and vertical sync signals. In a normal television, all of these signals are combined into a single composite video signal.The separation of the signals is one reason why a computer monitor can have so many more pixels than a TV set.

Since today's VGA adapters do not fully support the use of digital monitors, a new standard, Digital Video Interface（DVI）has been designed for this purpose.

4.Display Technology—DVI

Because VGA technology requires that the signal be converted from digital to analog for transmission to the monitor, a certain amount of degradation occurs. DVI keeps data in digital form from the computer to the monitor, virtually eliminating signal loss.

The DVI specification is based on Silicon Image's Transition Minimized Differential Signaling（TMDS）and provides a high-speed digital interface.TMDS takes the signal from the graphics adapter, determines the resolution and refresh rate that the monitor is using and spreads the signal out over the available bandwidth to optimize the data transfer from computer to monitor.DVI is technology-independent.Essentially, this means that DVI is going to perform properly with any display and graphics card that is DVI compliant.If you buy a DVI monitor, make sure that you have a video adapter card that can connect to it.

5.Viewable Area

Two measures describe the size of your display：the aspect ratio and the screen size. Most computer displays, like most televisions, have an aspect ratio of 4:3 right now.This means that the ratio of the width of the display screen to the height is 4 to 3.The other aspect ratio in common use is 16:9.Used in cinematic film，16:9 was not adopted when the television was first developed, but has always been common in the manufacture of alternative display technologies such as LCD.With widescreen DVD movies steadily increasing in popularity, most TV manufacturers now offer 16:9 displays.

The display includes a projection surface, commonly referred to as the screen. Screen sizes are normally measured in inches from one corner to the corner diagonally across.This diagonal measuring system actually came about because the early television manufacturers wanted to make the screen size of their TVs sound more impressive.

Popular screen sizes are 15，17，19 and 21 inches. Notebook screen sizes are usually somewhat smaller, typically ranging from 12 to 15 inches.Obviously, the size of the display will directly affect resolution.The same pixel resolution will be sharper on a smaller monitor and fuzzier on a larger monitor because the same number of pixels is being spread out over a larger number of inches.An image on a 21-inch monitor with a 640×480 resolution will not appear nearly as sharp as it would on a 15-inch display at 640×480.

6.Maximum Resolution and Dot Pitch

Resolution refers to the number of individual dots of color, known as pixels, contained on a display. Resolution is typically expressed by identifying the number of pixels on the horizontal axis（rows）and the number on the vertical axis（columns），such as 640×480.The monitor's viewable area（discussed in the previous section），refresh rate and dot pitch all directly affect the＆nbsp；maximum resolution a monitor can display.

Briefly, the dot pitch is the measure of how much space there is between a display's pixels, see Figure 3-2. When considering dot pitch, remember that smaller is better.Packing the pixels closer together is fundamental to achieving higher resolutions.

A display normally can support resolutions that match the physical dot（pixel）size as well as several lesser resolutions. For example, a display with a physical grid of 1280 rows by 1024 columns can obviously support a maximum resolution of 1280×1024 pixels.It usually also supports lower resolutions such as 1024×768，800×600，and 640×480.
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Figure 3-2　Dot Pitch

7.Refresh Rate

In monitors based on CRT technology, the refresh rate is the number of times that the image on the display is drawn each second, see Figure 3-3. If your CRT monitor has a refresh rate of 72 Hertz（Hz），then it cycles through all the pixels from top to bottom 72 times a second.Refresh rates are very important because they control flicker, and you want the refresh rate as high as possible. Too few cycles per second and you will notice a flickering, which can lead to headaches and eye strain.
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Figure 3-3　Refresh Frequency

Televisions have a lower refresh rate than most computer monitors. To help adjust for the lower rate, they use a method called interlacing.This means that the electron gun in the television's CRT will scan through all the odd rows from top to bottom, then start again with the even rows.The phosphors hold the light long enough that your eyes are tricked into thinking that all the lines are being drawn together.

Because your monitor's refresh rate depends on the number of rows it has to scan, it limits the maximum possible resolution. A lot of monitors support multiple refresh rates, usually dependent on the resolution you have chosen.Keep in mind that there is a tradeoff between flicker and resolution, and then pick what works best for you.

8.Color Depth

The combination of the display modes supported by your graphics adapter and the color capability of your monitor determine how many colors can be displayed. For example, a display that can operate in SuperVGA（SVGA）mode can display up to 16，777，216（usually rounded to 16.8 million）colors because it can process a 24-bit-long description of a pixel.The number of bits used to describe a pixel is known as its bit depth.

With a 24-bit depth，8 bits are dedicated to each of the three additive primary colors—red, green and blue.This bit depth is also called true color because it can produce the 10，000，000 colors discernible to the human eye, while a 16-bit display is only capable of producing 65，536 colors.Displays jumped from 16-bit color to 24-bit color because working in 8-bit increments makes things a whole lot easier for developers and programmers.

Simply put, color bit depth refers to the number of bits used to describe the color of a single pixel. The bit depth determines the number of colors that can be displayed at one time.Take a look at Table 3-1 to see the number of colors different bit depths can produce.
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You will notice that the last entry in the Table 3-1 is for 32 bits. This is a special graphics mode used by digital video, animation and video games to achieve certain effects.Nearly every monitor sold today can handle 24-bit color using a standard VGA connector, as discussed previously.

9.Power Consumption

Power consumption varies greatly with different technologies. CRTs are somewhat power-hungry, at about 110 watts for a typical display, especially when compared to LCDs, which average between 30 and 40 watts.

In a typical home computer setup with a CRT-based display, the monitor accounts for over 80 percent of the electricity used！The U.S.government initiated the Energy Star program in 1992.According to the EPA, if you use a computer system that is Energy Star compliant, it could save you approximately＄400 a year on your electric bill！Similarly, because of the difference in power usage, an LCD monitor might cost more upfront but end up saving you money in the long run.

10.Monitor Trends：Flat Panels

CRT technology is still the most prevalent system in desktop displays. Because standard CRT technology requires a certain distance between the beam projection device and the screen, monitors employing this type of display technology tend to be very bulky.Other technologies make it possible to have much thinner displays, commonly known as flat-panel displays.

Liquid crystal display（LCD）technology works by blocking light rather than creating it, while light-emitting diode（LED）and gas plasma work by lighting up display screen positions based on the voltages at different grid intersections.LCDs require far less energy than LED and gas plasma technologies are currently the primary technology for notebook and other mobile computers.As flat-panel displays（see Figure 3-4）continue to grow in screen size and improve in resolution and affordability, they will gradually replace CRT-based displays.
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Photo courtesy Sony

Figure 3-4　Sony flat-panel display


3.2　Notes

（1）Since today's VGA adapters do not fully support the use of digital monitors, a new standard, Digital Video Interface（DVI）has been designed for this purpose.

译文：现今的VGA适配器并不完全支持数字显示器，因此，一个新的标准——交互式数字视频系统（DVI）产生了。

（2）Obviously, the size of the display will directly affect resolution. The same pixel resolution will be sharper on a smaller monitor and fuzzier on a larger monitor because the samenumber of pixels is being spread out over a larger number of inches.

译文：很明显，显示器的大小将会直接影响分辨率。相同像素的分辨率在较小的显示器上比较清晰，而在较大的显示器上，因为相同数量的像素要在更大尺度范围分布，则会较模糊。

（3）This is a special graphics mode used by digital video, animation and video games to achieve certain effects. Nearly every monitor sold today can handle 24-bit color using a standard VGA connector, as discussed previously.

译文：这是数字化图像、动画和视频游戏为达到某种效果而使用的特殊图形模式。如前所述，现在销售的显示器通过标准的VGA连接器几乎都可以处理24位的色彩。

（4）Power consumption varies greatly with different technologies. CRTs are somewhat power-hungry, at about 110 watts for a typical display, especially when compared to LCDs, which average between 30 and 40 watts.

译文：不同技术下的能耗差别很大。CRT耗能大，一台典型的显示器大约为110瓦特，相比之下，LCD平均是在30到40瓦特。

（5）The U. S.government initiated the Energy Star program in 1992.According to the EPA, if you use a computer system that is Energy Star compliant, it could save you approximately＄400 a year on your electric bill！Similarly, because of the difference in power usage, an LCD monitor might cost more upfront but end up saving you money in the long run.

译文：美国政府在1992年开始了能源之星计划。按照美国环保署的说法，如果你的计算机系统符合能源之星计划，它可以让你在用电账单上每年节省＄400！同样的，因为能量用法的不同，一个LCD显示器可能在开始时花费比较多，但从长期来看却可以省钱。

（6）Liquid crystal display（LCD）technology works by blocking light rather than creating it, while light-emitting diode（LED）and gas plasma work by lighting up display screen positions based on the voltages at different grid intersections.

译文：液晶显示技术是阻止光而不是产生光，发光二极管和等离子气体工作时点亮屏幕上的相应位置，该位置取决于不同栅格交叉点的电压。


3.3　Keywords

1.cathode ray tube（CRT）阴极射线管

2.liquid crystal display（LCD）液晶显示器

3.light-emitting diode（LED）发光二极管

4.gas plasma　气体光栅


3.4　Exercises

1.Answer the questions

（1）Can you tell the history of Display Technology？

（2）How does the monitor display the colors？

（3）How does the monitor display actions？

2.Translation

（1）Each pixel（picture element）consists of a column of liquid crystal molecules suspended between two transparent electrodes, and two polarizing filters, the axes of polarity of which are perpendicular to each other.

（2）“Ionized”in this case means that at least one electron has been removed from a significant fraction of the molecules. The free electric charges make the plasma electrically conductive so that it couples strongly to electromagnetic fields.


3.5　Related Topics

科技英语概述（二）

（5）句子长、结构复杂

长而复杂的难句在科技英语中是具有典型性的，此类句子在科技英语文章中屡见不鲜，在标准、规范和专利说明书中尤其多见。这种长句往往包含若干个从句和非谓语动词短语，而这些从句和短语往往又互相制约、互相依附，从而形成从句中有短语、短语中带从句的复杂语言现象。为了准确、详尽地表述事物之间的因果、条件、依附、伴随和对比等关系，就需要严密的逻辑思维。而这种思维见诸于语言形式，就是我们通常为之头疼的长难句了。例如：

You can see that at this high level, commerce is a fairly simple concept！Whether it is something as simple as a person making and selling popcorn on a street corner or as complex as a contractor delivering a space shuttle to NASA, all of commerce at its simplest level relies on buyers, sellers and producers.

译文：不管是从街角卖爆米花的商贩那里买爆米花那么简单的事，还是承包商为NASA发送航天飞机这样复杂的事，我们都可以把商务简单的分成三个部分，即买方，卖方和生产商。现在我们可以从这样的高度说，商务不过是个如此简单的概念！

The scanner's dpi is determined by the number of sensors in a single row（x-direction sampling rate）of the CCD or CIS array by the precision of the stepper motor（y-direction sampling rate）.

译文：扫描仪的每英寸点数决定于电荷耦合设备或接触式图像传感器的单行传感器数量（x方向取样比率）乘以步进电机精度（y方向取样比率）。

A typical UXGA adapter takes the digital data sent by application programs, stores it in video random access memory（VRAM）or some equivalent, and uses a digital-to-analog converter（DAC）to convert it to analog data for the display scanning mechanism.

译文：典型的UXGA适配器接收来自应用程序的数字型数据，存储在视频缓存（VRAM）或类似的设备中，并用数/模信号转换器将其转换成显示扫描器械能够识别的模拟型数据。

（6）名词化结构多

在普通英语中用动词表示的内容，在科技英语文章中常用名词表达，即用一个名词词组（表示动作意义的“名词+of+名词+修饰词”）代替一个句子意思，这种名词词组称为名词化结构。名词化结构的特点是文字明了、用词简洁、结构紧凑、表意客观，且信息容量大，在很多情况下可以省却过多的主谓结构。例如：

Archimedes first discovered the principle of displacement of water by solid bodies.

译文：阿基米得最先发现固体排水的原理。

句中of displacement of water by solid bodies系名词化结构，一方面简化了同位语从句，另一方面强调displacement这一事实。

The rotation of the earth on its own axis causes the change from day to night.

译文：地球绕轴自转，引起昼夜的变化。

名词化结构the rotation of the earth on its own axis使复合句简化成简单句，而且使表达的概念更加确切严密。

If you use firebricks round the walls of the boiler, the heat loss can be considerably reduced.

译文：炉壁采用耐火砖可大大降低热耗。

科技英语所表述的是客观规律，因而要尽量避免使用第一、二人称；此外，要使主要的信息置于句首。例如：

Television is the transmission and reception of images of moving objects by radio waves.

译文：电视通过无线电波发射和接收活动物体的图像。

名词化结构the transmission and reception of images of moving objects by radio waves强调客观事实，谓语动词则着重其发射和接收的能力。

3）修辞特点

（1）陈述句居多，动词时态运用有限

科技英语文章着重于客观地陈述事理和问题，描写过程和状态，说明特性和功能，所论情理多具有一般性、频繁性和特征性。行文以直接叙述为多，感叹、疑问句较少，句中谓语动词多采用一般时（包括一般现在时、过去时和将来时），有时也采用现在完成时和现在进行时，较少采用其他动词时态。例如：

When your computer is started, it carries out the commands in your CONFIG. SYS and AUTOEXEC.BAT.

译文：开机后，计算机自动执行CONFIG.SYS和AUTOEXEC.BAT中的命令。

Now, synthetic materials are so widely used that we can no longer say that the world around us is completely natural.

译文：现在，合成材料使用如此广泛，我们再也不能说我们周围的世界完全是自然世界了。

USB scanners combine good speed, ease of use and affordability in a single package.

译文：使用USB构架的扫描仪在单个成套设备中整合了高速性，易用性和经济性等优点。

（2）虚拟语气句较多

虚拟语气在科技文章中主要有两种常用场合。

[1]在说明事理、提出设想、探讨问题和推导公式时，常涉及各种前提、条件和场合。为避免武断，作者常从假定、猜测、建议或怀疑的角度出发，因此需用虚拟语气。

[2]作者为了表示谦逊，也乐于采用虚拟语气而使口吻变得委婉和圆滑，给自己留有余地。例如：

Walking would be wholly impossible if there were no friction at all between the shoes and the pavement.

译文：如果鞋子和路面之间丝毫没有摩擦力，走路是完全不可能的。

Were there no plants, there would be no photosynthesis and life could not go on.

译文：如果没有植物，就没有光合作用，生命就无法继续下去。

（3）祈使语气使用多

科技英语文章中的祈使语气常用来表示指示、建议、劝告和命令等含义，这种用法在使用说明书、操作规程、作业指导、程序建议和注意事项等资料中尤为多见。例如：

Backing up your files safeguards them against loss if your hard disk fails or you accidentally overwrite or delete data.

译文：当硬盘发生故障或用户意外覆盖、删除数据时，备份可以保护文件，避免损失。

Set up baffles between these machines, otherwise the noise level will reach a value of 90 decibels.

译文：机器之间要设隔音板，否则噪声会达到90分贝。

（4）省略、倒装和割裂现象多见

科技文章中省略、倒装和割裂现象多见，一方面是由于语法上的要求，另一方面则是出于行文修辞的需要。显然，第二个原因更重要一些。

[1]所谓省略，就是删去某些句子成分。省略可以是出于习惯，也可以是避免重复。其目的是节省篇幅，使表述更为简洁有力。但省略必须讲究一定的原则，不能乱省。省略后必须仍能清楚地表达愿意，不至于使句意含糊不清，甚至引起误解。下面是一些省略的实例。

In conductors electrons can flow easily from one place to another, in semiconductors（electrons can flow）to a limited extent, while in insulators（electrons can）not（flow）at all.

译文：在导体中，电子可以自由地从一个地方流向另一个地方，在半导体中的流动程度有限，而在绝缘体中则根本不能流动。

The freezing and boiling points of heavy hydrogen are about three degrees greater than（the freezing and boiling points）of ordinary hydrogen（are）.

译文：重氢的冰点和沸点比普通氢高大约三度。

The elements, if（they are）arranged according to their atomic weight，（they will）exhibit an evident periodicity of properties.

译文：元素如果按原子量排列，其性质会呈明显的周期性。

[2]所谓倒装，就是不按句子的自然顺序，把本应该放在前面的移到后面，把本应该放在后面的移到前面。其目的是突出作者要着力强调的事物，使其更醒目，或使上下文之间的联系更紧密、描写更生动。下面是一些倒装的实例。

Laser beam can be focused on a very tiny spot. But the smaller the point, the more difficult it is to be precise in focusing.It is only by the incorporation of a computer into a laser device that high precision can be achieved.

译文：激光束可以聚焦到一个很小的点上。但点越小，越难精确地聚焦。只有在激光装置中装有计算机，才能获得高精度。

Should the effort to get steady and controlled ways of releasing nuclear energy be successful, man would have such new and inexhaustible energy sources as sea water and rocks.

译文：一旦寻求稳定可控的释放原子能的方法获得成功，人们就能获得像海水和岩石这样用之不竭的新能源。

Of great practical importance are the hydrolysis reactions of the various acid derivatives.

译文：具有重要实际意义的是酸的各种衍生物的水解反应。

[3]所谓割裂，就是不按句子成分的自然排列顺序和相对位置，在两个本应该紧挨着的成分之间插入一个词、短语或句子，使两者割裂开来的现象。科技英语中常见的割裂有：主谓割裂、后置定语和受定语的割裂、并列成分的割裂、宾语和宾补的割裂、动宾割裂等。割裂可使句子的整体结构更为匀称平衡，所有这些方法都有利于增强文章的修辞效果。下面是一些割裂的实例。

The heat obtained from a nuclear reaction is a million times greater than from a chemical reaction.

译文：从核反应中获得的热能比从化学反应中获得的热能要大百万倍。（主谓割裂）

Without electronics, it would be impossible for the wonderful computers to be developed which have brought such huge advances in modern technology.

译文：如果没有电子学，要创造出奇妙的并给现代科技带来巨大进步的计算机是不可能的。（夹入谓语的后置定语和受定语的割裂）

The energy given out in chemical reactions is caused by the forces which hold atoms together in the form of molecules. Atomic energy results from the greatly stronger forces which hold together the particles of the nucleus of the atom.

译文：化学反应过程中释放出来的能量，是由把原子结合在一起成为分子的力所引起的；而原子能则是由把原子核中的粒子结合在一起的更巨大的力所引起的。（动宾割裂）

The need for engineers who can view the whole area of engineering, wide and complicated as it is, as a single field of operation of a few basic laws and methods has become increasingly felt.

译文：人们越来越感到需要工程师们有能力把整个工程技术领域看成是由少数基本规律和应用方法所组成的单一领域，尽管这个领域是宽广而复杂的。（主谓割裂、宾语和宾补的割裂）

（5）用朴素的文笔表达出充实的内容

科技文章注重概念、事实和推理，注重科学的严肃性，因此行文与其他文学作品相比较平铺直叙，文笔朴实无华，开门见山、直截了当是这类文章的特色。但这并不是说科技文章就是单薄无趣的，事实上是科技文章的作者常常能够用朴素简单的文笔表达出丰富充实的内容，严谨而直接地阐述出各种各样的科学知识。几乎所有科技文章都行文规范、手法雷同。

3.科技英语的发展趋向

随着科学技术的发展及各国语言的互相渗透和影响，科技英语正在不断地充实和更新，其变化趋向大致如下：新词语大量增加；名词性前置定语越来越多；句子结构越来越简化；标点符号的使用日趋灵活等。


3.6　Additional Reading

Detail about monitor

A visual display unit, often called simply a monitor, is a piece of electrical equipment which displays viewable images generated by a computer without producing a permanent record. The word“monitor”is used in other contexts；in particular in television broadcasting, where a television picture is displayed to a high standard.A computer display device is usually either a cathode ray tube or some form of flat panel such as a TFT LCD.The monitor comprises the display device, circuitry to generate a picture from electronic signals sent by the computer, and an enclosure or case.Within the computer, either as an integral part or a plugged-in interface, there is circuitry to convert internal data to a format compatible with a monitor.

1.Screen size

1）Diagonal size

The inch size is the diagonal size of the picture tube or LCD panel. With 4:3 CRTs the picture is squarer than 16:10 TFT and so has a larger area for the same diagonal, hence a 17"CRT generally gives about the same area of picture as a 19"TFT, see Figure 3-5.

[image: figure_0051_0017]


Figure 3-5　19"inch（48.3 cm tube，45.9　cm viewable）CRT computer monitor

This method of size measurement dates from the early days of CRT television when round picture tubes were in common use, which only had one dimension＆nbsp；that described display size. When rectangular tubes were used, the diagonal measurement of these was equivalent to the round tube's diameter, hence this was used.

A better way to compare CRT and LCD displays is by viewable image size.

2）Widescreen area

A widescreen display always has less screen area for a given quoted inch size than a standard 4:3 display, due to basic geometry.

2.Imaging technologies

As with television, several different hardware technologies exist for displaying computer-generated output.

·Liquid crystal display（LCD）.TFT LCDs are the most popular display device for new computers in the world.

■Passive LCD gives poor contrast and slow response, and other image defects.These were used in some laptops until the mid 1990s.

■TFT（Thin Film Transistor）LCDs give much better picture quality in several respects.All modern LCD monitors are TFT.

·Cathode ray tube（CRT）

■Standard raster scan computer monitors.

■Vector displays, as used on the Vectrex, many scientific and radar applications, and several early arcade machines（notably Asteroids）—always implemented using CRT displays due to requirement for a deflection system, though can be emulated on any raster-based display.

■Television receivers were used by most early personal and home computers, connecting composite video to the television set using a modulator.Image quality was reduced by the additional steps of composite video？modulator？TV tuner？composite video.

·Plasma display

·Surface-conduction electron-emitter display（SED）

·Video projector—implemented using LCD, CRT, or other technologies.Recent consumer-level video projectors are almost exclusively LCD based.

·Organic light-emitting diode（OLED）display

·Penetron military aircraft displays

3.Cathode ray tube

The CRT or cathode ray tube, is the picture tube of a monitor. The back of the tube has a negatively charged cathode.The electron gun shoots electrons down the tube and onto a charged screen.The screen is coated with a pattern of dots that glow when struck by the electron stream.Each cluster of three dots, one of each color, is one pixel.

The image on the monitor screen is usually made up from at least tens of thousands of such tiny dots glowing on command from the computer. The closer together the pixels are, the sharper＆nbsp；the image on screen can be.The distance between pixels on a computer monitor screen is called its dot pitch and is measured in millimeters.Most monitors have a dot pitch of 0.28 mm or less.

There are two electromagnets around the collar of the tube which deflect the electron beam. The beam scans across the top of the monitor from left to right, is then blanked and moved back to the left-hand side slightly below the previous trace（on the next scan line），scans across the second line and so on until the bottom right of the screen is reached.The beam is again blanked, and moved back to the top left to start again.This process draws a complete picture, typically 50 to 100 times a second.The number of times in one second that the electron gun redraws the entire image is called the refresh rate and is measured in hertz（cycles per second）.It is common, particularly in lower-priced equipment, to use a technique called interlacing, in which all the odd-numbered lines of an image are traced, and then all the even-numbered lines；the circuitry of such an interlaced display need be capable of only half the speed of a non-interlaced display.An interlaced display, particularly at a relatively low refresh rate, can appear to some observers to flicker, and may cause eyestrain and nausea.

4.Performance measurements

The performance parameters of a monitor are：

·Luminance, measured in candelas per square metre（cd/m？）.

·Viewable image size, measured diagonally.For CRT the viewable size is one inch（25 mm）smaller than the tube itself.

·Dot pitch.Describes the distance between pixels of the same color in millimetres.In general, the lower the dot pitch（e.g.0.24 mm, which is also 240 micrometres），the sharper the picture will appear.

·Response time.The amount of time a pixel in an LCD monitor takes to go from active（black）to inactive（white）and back to active（black）again.It is measured in milliseconds（ms）.Lower numbers mean faster transitions and therefore fewer visible image artifacts.

·Contrast ratio.The contrast ratio is defined as the ratio of the luminosity of the brightest color（white）to that of the darkest color（black）that the monitor is capable of producing.

·Refresh rate.The number of times in a second that a display is illuminated.

·Power consumption, measured in watts（W）.

·Aspect ratio, which is the horizontal size compared to the vertical size, e.g.4:3 is the standard aspect ratio, so that a screen with a width of 1024 pixels will have a height of 768 pixels.A widescreen display can have an aspect ratio of 16:9，which means a display that is 1024 pixels wide will have a height of 576 pixels.

·Display resolution.The number of distinct pixels in each dimension that can be displayed.

5.Problems

1）Dead pixels

A few LCD monitors are produced with“dead pixels”. Due to the desire for affordable monitors, most manufacturers sell monitors with dead pixels.Almost all manufacturers have clauses in their warranties which claim monitors with fewer than some number of dead pixels are not broken and will not be replaced.The dead pixels are usually stuck with the green, red, and/or blue subpixels either individually always stuck on or off.

Like image persistence, this can sometimes be partially or fully reversed by using the same method listed below, however the chance of success is far lower than with a“stuck”pixel. It can also sometimes be repaired by physically flicking the pixel, however it is always a possibility for someone to use too much force and rupture the weak screen internals doing this.

2）Stuck pixels

LCD monitors, while lacking phosphor screens and thus immune to phosphor burn-in, have a similar condition known as image persistence, where the pixels of the LCD monitor can“remember”a particular color and become“stuck”and unable to change.Unlike phosphor burn-in, however, image persistence can sometimes be reversed partially or completely.This is accomplished by rapidly displaying varying colors to“wake up”the stuck pixels.

3）Phosphor burn-in

Phosphor burn-in is localised aging of the phosphor layer of a CRT screen where it has displayed a static bright image for many years.This results in a faint permanent image on the screen, even when powered off.In severe cases it can even be possible to read some of the text, though this only occurs where the displayed text remained the same for years.

This was once a common phenomenon in single purpose business computers. It can still be an issue with CRT displays when used to display the same image for years at a time, but modern computers aren't normally used this way any more, so the problem is not a significant issue.The issue seems to have become exaggerated in popular opinion.The only systems that suffered the defect were ones displaying the same image for years, and with these the presence of burn-in was not a noticeable effect when in use, since it coincided with the displayed image perfectly.It only became a significant issue in 3 situations：

·when some heavily used monitors were reused at home；

·or reused for display purposes；

·in some high security applications（but only those where the high security data displayed did not change for years at a time）.

Screen savers were developed as a means to avoid burn-in, but are redundant for CRTs today, despite their popularity.The problem does not occur with multitasking systems, and powering down the display after a period of non-use is as effective and has additional benefits, such as increasing monitor life and reducing power use.

Phosphor burn-in can be gradually removed on damaged CRT displays by displaying an all＆nbsp；white screen with brightness＆contrast turned up full.This is a slow procedure, and is usually effective.

4）Plasma burn-in

Burn-in has re-emerged as an issue with plasma displays, which are much more vulnerable to this than CRTs.Screen savers with moving images may be used with these to minimise localised burn.Periodic change of the colour scheme in use also helps.

5）Black level misadjustment

User misadjustment of black level is common. This alters the colour displayed with most darker colours.

A testcard image may be used to set the image black level correctly. On CRT monitors

·Black level is set with the‘brightness’control，

·White level is set with the‘contrast’control，

·Sometimes black level can need readjustment after setting white level.

6）Glare

Glare is a problem caused by the relationship between lighting and screen, or by using monitors in bright sunlight. LCDs and flat screen CRTs are less prone to this than conventional curved CRTs, and aperture grille CRTs, which are curved on one axis only, are less prone to it than other CRTs curved on both axes.

If the problem persists despite moving the monitor or adjusting lighting, a filter using a mesh of very fine black wires may be placed on the screen to reduce glare and improve contrast. These filters were popular in the late 1980s.They do also reduce light output.

7）Color misregistration

With exceptions of DLP, most display technologies, especially LCD, have an inherent misregistration of the color channels, that is, the centers of the red, green, and blue dots do not line up perfectly. Subpixel rendering depends on this misalignment；technologies making use of this include the Apple　Ⅱfrom 1976，and more recently Microsoft and XFree86（X Rendering Extension）.

8）Incomplete spectrum

RGB displays produce most of the visible color spectrum, but not all. This can be a problem where good color matching to non-RGB images is needed.This issue is common to all monitor technologies with 3 color channels.

6.Display interfaces

1）Computer Terminals

Early CRT-based VDUs（Visual Display Units）such as the DEC VT05 without graphics capabilities gained the label glass teletypes, because of the functional similarity to their electromechanical predecessors.

Some historic computers had no modern display, using a teletype, modified electric typewriter, or printer instead.

2）Composite signal

Early home computers such as the Apple　Ⅱand the Commodore 64 used a composite signal output to drive a CRT monitor or TV.This resulted in degraded resolution due to compromises in the broadcast TV standards used.This method is still used with video game consoles.The Commodore monitor had S-Video input to improve resolution.

3）Digital monitors

Early digital monitors are sometimes known as TTLs because the voltages on the red, green, and blue inputs are compatible with TTL logic chips. Later digital monitors support LVDS, or TMDS protocols.

（1）TTL monitors

An amber monochrome computer monitor, manufactured in 2007，which uses a 15-pin SVGA connector just like a standard color monitor.

Monitors used with the MDA, Hercules, CGA, and EGA graphics adapters used in early IBM PC's（Personal Computer）and clones were controlled via TTL logic. Such monitors can usually be identified by a male DB-9 connector used on the video cable.The disadvantage of TTL monitors was the limited number of colors available due to the low number of digital bits used for video signaling.

Modern monochrome monitors use the same 15-pin SVGA connector as standard color monitors.They are capable of displaying 32-bit grayscale at 1024×768 resolution, making them able to interface to with modern computers.

TTL Monochrome monitors only made use of five out of the nine pins. One pin was used as a ground, and two pins were used for horizontal/vertical synchronization.The electron gun was controlled by two separate digital signals, a video bit, and an intensity bit to control the brightness of the drawn pixels.Only four shades were possible；black, dim, medium or bright.

CGA monitors used four digital signals to control the three electron guns used in color CRTs, in a signalling method known as RGBI, or Red, Green and Blue, plus Intensity. Each of the three RGB colors can be switched on or off independently.The intensity bit increases the brightness of all guns that are switched on, or if no colors are switched on the intensity bit will switch on all guns at a very low brightness to produce a dark grey.A CGA monitor is only capable of rendering 16 colors.The CGA monitor was not exclusively used by PC based hardware.The Commodore 128 could also utilize CGA monitors.Many CGA monitors were capable of displaying composite video via a separate jack.

EGA monitors used six digital signals to control the three electron guns in a signalling method known as RrGgBb. Unlike CGA, each gun is allocated its own intensity bit.This allowed each of the three primary colors to have four different states（off, soft, medium, and bright）resulting in 64 colors.

Although not supported in the original IBM specification, many vendors of clone graphics adapters have implemented backwards monitor compatibility and auto detection. For example, EGA cards produced by Paradise could operate as an MDA, or CGA adapter if a monochrome or＆nbsp；CGA monitor was used in place of an EGA monitor.Many CGA cards were also capable of operating as MDA or Hercules card if a monochrome monitor was used.

（2）Single color screens

Display colors other than white were very popular on monochrome monitors in the 1980s. These colors were more comfortable on the eye.This was particularly an issue at the time due to the lower refresh rates in use at the time causing flicker, plus the use of less comfortable color schemes than used with most of today's software.

Green screens were the most popular color, with orange displays also available.‘Paper white'was also in use, which was a warm white.

7.Modern technology

1）Analog RGB monitors

Most modern computer displays can show thousands or millions of different colors in the RGB color space by varying red, green, and blue signals in continuously variable intensities.

2）Digital and analog combination

Many monitors have analog signal relay, but some more recent models（mostly LCD screens）support digital input signals. It is a common misconception that all computer monitors are digital.For several years, televisions, composite monitors, and computer displays have been significantly different.However, as TVs have become more versatile, the distinction has blurred.

8.Additional features

1）Power saving

Most modern monitors contain a power saving mode that will switched to if no video input signal is received. Modern operating systems can thus power down a monitor after a specified period of inactivity.This also extends the service life of the monitor.

Some monitors will also switch themselves completely off after a time period on standby.

Most modern laptops provide a method of gradually dimming the screen after periods of inactivity, or when the battery is in use. This is to extend battery life, and reduce wear.

2）Directional screen

Narrow viewing angle screens are used in some security conscious applications.

3）Touch screen

These monitors use touching of the screen as an input method. Items can be selected or moved with a finger, and finger gestures may be used to convey commands.This does however mean the screen needs frequent cleaning due to image degradation from fingerprints.


Chapter 4　Mouse


 4.1　Text

Mice first broke onto the public stage with the introduction of the Apple Macintosh in 1984，and since then they have helped to completely redefine the way we use computers.

Every day of your computing life, you reach out for your mouse whenever you want to move your cursor or activate something. Your mouse senses your motion and your clicks and sends them to the computer so it can respond appropriately.

In this article, we'll take the cover off of this important part of the human-machine interface and see exactly what makes it tick！

1.Evolution

It is amazing how simple and effective a mouse is, and it is also amazing how long it took mice to become a part of daily life. Given that people naturally point at things—usually before they speak—it is surprising that it took so long for a good pointing device to develop.Although originally conceived in the 1960s, it took quite some time for mice to become mainstream.

In the beginning there was no need to point because computers used crude interfaces like teletype machines or punch cards for data entry. The early text terminals did nothing more than emulate a teletype（using the screen to replace paper），so it was many years（well into the 1960s and early 1970s）before arrow keys were found on most terminals.Full screen editors were the first things to take real advantage of the cursor keys, and they offered humans the first crude way to point.

Light pens were used on a variety of machines as a pointing device for many years, and graphics tablets, joy sticks and various other devices were also popular in the 1970s. None of these really took off as the pointing device of choice, however.

When the mouse hit the scene attached to the Mac, it was an immediate success. There is something about it that is completely natural.Compared to a graphics tablet, mice are extremely inexpensive and they take up very little desk space.In the PC world, mice took longer to gain ground, mainly because of a lack of support in the operating system.Once Windows 3.1 made＆nbsp；Graphical User Interfaces（GUIs）a standard, the mouse became the PC-human interface of choice very quickly.

1）Inside a Mouse

The main goal of any mouse is to translate the motion of your hand into signals that the computer can use. Almost all mice today do the translation using five components.

[1]A ball inside the mouse touches the desktop and rolls when the mouse moves.

[2]Two rollers inside the mouse touch the ball.One of the rollers is oriented so that it detects motion in the X direction, and the other is oriented 90 degrees to the first roller so it detects motion in the Y direction.When the ball rotates, one or both of these rollers rotate as well.

[3]The rollers each connect to a shaft, and the shaft spins a disk with holes in it.When a roller rolls, its shaft and disk spin.

[4]On either side of the disk there is an infrared LED and an infrared sensor.The holes in the disk break the beam of light coming from the LED so that the infrared sensor sees pulses of light.The rate of the pulsing is directly related to the speed of the mouse and the distance it travels.

[5]An on-board processor chip reads the pulses from the infrared sensors and turns them into binary data that the computer can understand.The chip sends the binary data to the computer through the mouse’s cord.

In this opto-mechanical arrangement, the disk moves mechanically, and an optical system counts pulses of light.On this mouse, the ball is 21 mm in diameter.The roller is 7 mm in diameter.The encoding disk has 36 holes.So if the mouse moves 25.4 mm（1 inch），the encoder chip detects 41 pulses of light.

You might have noticed that each encoder disk has two infrared LEDs and two infrared sensors, one on each side of the disk（so there are four LED/sensor pairs inside a mouse）. This arrangement allows the processor to detect the disk's direction of rotation.There is a piece of plastic with a small, precisely located hole that sits between the encoder disk and each infrared sensor.

This piece of plastic provides a window through which the infrared sensor can“see”. The window on one side of the disk is located slightly higher than it is on the other—one-half the height of one of the holes in the encoder disk, to be exact.That difference causes the two infrared sensors to see pulses of light at slightly different times.There are times when one of the sensors will see a pulse of light when the other does not, and vice versa.This page offers a nice explanation of how direction is determined.

2）The Optical Mouse

With advances in mouse technology, it appears that the venerable wheeled mouse is in danger of extinction. The now-preferred device for pointing and clicking is the optical mouse.The optical mouse actually uses a tiny camera to take 1500 pictures every second.

Able to work on almost any surface, the mouse has a small, red light-emitting diode（LED）that bounces light off that surface onto a complimentary metal-oxide semiconductor（CMOS）sensor.The CMOS sensor sends each image to a digital signal processor（DSP）for analysis.TheDSP, operating at 18 MIPS（million instructions per second），is able to detect patterns in the images and see how those patterns have moved since the previous image.Based on the change in patterns over a sequence of images, the DSP determines how far the mouse has moved and sends the corresponding coordinates to the computer.The computer moves the cursor on the screen based on the coordinates received from the mouse.This happens hundreds of times each second, making the cursor appear to move very smoothly.

Optical mouse has several benefits over wheeled mouse：

[1]No moving part means less wear and a lower chance of failure.

[2]There’s no way for dirt to get inside the mouse and interfere with the tracking sensors.

[3]Increased tracking resolution means smoother response.

[4]They don’t require a special surface, such as a mouse pad.

Although LED-based optical mouse is fairly recent, another type of optical mouse has been around for over a decade.The original optical-mouse technology bounced a focused beam of light off a highly-reflective mouse pad onto a sensor.

The mouse pad had a grid of dark lines. Each time the mouse was moved, the beam of light was interrupted by the grid.Whenever the light was interrupted, the sensor sent a signal to the computer and the cursor moved a corresponding amount.

This kind of optical mouse was difficult to use, requiring that you hold it at precisely the right angle to ensure that the light beam and sensor aligned. Also, damage to or loss of the mouse pad rendered the mouse useless until a replacement pad was purchased.Today's LED-based optical mice are far more user-friendly and reliable.

2.Data Interface

Most mice in use today use the standard PS/2 type connector. Whenever the mouse moves or the user clicks a button, the mouse sends 3 bytes of data to the computer.The next 2 bytes contain the X and Y movement values, respectively.These 2 bytes contain the number of pulses that have been detected in the X and Y direction since the last packet was sent.

The data is sent from the mouse to the computer serially on the data line, with the clock line pulsing to tell the computer where each bit starts and stops. Eleven bits are sent for each byte（1 start bit，8 data bits，1 parity bit and 1 stop bit）.The PS/2 mouse sends on the order of 1200 bits per second.That allows it to report mouse position to the computer at a maximum rate of about 40 reports per second.If you are moving the mouse very rapidly, the mouse may travel an inch or more in one-fortieth of a second.This is why there is a byte allocated for X and Y motion in the data protocol.


4.2　Notes

（1）Every day of your computing life, you reach out for your mouse whenever you want to＆nbsp；move your cursor or activate something.

译文：在日常的计算机使用中，每当我们想移动光标或激活什么东西的时候，都需要用到鼠标。

（2）In this article, we'll take the cover off of this important part of the human-machine interface and see exactly what makes it tick！

译文：本文中，主要介绍鼠标这一重要的人机交互设备的工作原理。

（3）Given that people naturally point at things—usually before they speak—it is surprising that it took so long for a good pointing device to develop.

译文：通常在说话之前，人们倾向于很自然地指向该事物。难以想像这么好的指示装置居然需要那么长时间才发展起来。

（4）The early text terminals did nothing more than emulate a teletype（using the screen to replace paper），so it was many years（well into the 1960s and early 1970s）before arrow keys were found on most terminals.

译文：早期的文本终端只不过仿效电传打字机（使用屏幕来替换纸张），直到许多年后（60年代到70年代初期），光标才被用于许多终端中。

（5）This kind of optical mouse was difficult to use, requiring that you hold it at precisely the right angle to ensure that the light beam and sensor aligned.

译文：这种光电鼠标很难使用，它要求准确控制角度以保证光线和传感器排成一行。

（6）The PS/2 mouse sends on the order of 1200 bits per second. That allows it to report mouse position to the computer at a maximum rate of about 40 reports per second.

译文：PS/2鼠标每秒可以传送1200比特。因此，它每秒最高能发送40次报告给计算机。


4.3　Keywords

1.Macintosh　麦金托什机

The Macintosh, or Mac for short, is a line of PowerPC-based computer systems designed, developed, manufactured and marketed by Apple Computer, Inc.

2.Infrared　红外

3.CMOS（Complementary Metal Oxide Semiconductor）互补金属氧化物半导体


4.4　Exercises

1.Answer the questions

（1）What was the first Computer mouse invented？

（2）Can you tell the components of a computer mouse？

2.Translation

（1）Every day of your computing life, you reach out for your mouse whenever you want to move your cursor or activate something. Your mouse senses your motion and your clicks and sends them to the computer so it can respond appropriately.

（2）Given that people naturally point at things—usually before they speak—it is surprising that it took so long for a good pointing device to develop. Although originally conceived in the 1960s, it took quite some time for mice to become mainstream.


4.5　Related Topics

科技英语翻译入门

1.科技英语翻译的特点

相对于一般的文学作品来说，科技作品的专业性和科技性更加明显，对于翻译过程中使用的专业术语及用词也有特定的要求。从整体上来讲，科技作品的文风是很严肃的。科技作品个人风格较少，感情色彩罕见，翻译上注重逻辑思维，讲究语言上的规范和表达上的准确，在选择译文语言时，译者的发挥余地是不大的。因此在翻译科技作品的过程中，一定要仔细斟酌翻译用词，力求做到简洁有力、专业科学。但这并不是说，科技英语翻译就不需要技巧，不需要修辞，单靠中外文知识和专业技术知识就可以了。对于科技翻译来说，修辞在很大程度上表现为对所译词语和句式的灵活选择和巧妙运用，即翻译技巧。

科技作品本身体裁多样，特点不一，而且随着时代的推进，越来越多的科技作品开始显示出其内容及文体风格上的创新和活跃，因此如果没有一定的翻译技巧，不用巧妙的手法组织语言，是翻译不好具有不同特点的科技文章的。可见，科技翻译也同其他文体的翻译一样，是一种既具艺术性，又具创造性的艰苦的脑力劳动。同学们如果能做到掌握尽可能多的翻译技巧，创造性地运用中外文两种语言知识和科技知识，在大量的实践中不断探索，定能翻译出质量上乘的科技佳作。

下面是一些科技翻译的例句，从中可以体会一些科技翻译的特点。

[1]Do not push the starting button unless a minimum of 90 s down time remains or damage to the device will result.

译文：如果停机时间不足90秒，不得按启动钮，否则会损害该设备。

[2]Reliability increases obviously as the number of components or sources of potential difficulty are reduced.

译文：随着元件（即可能的故障源）数目的减少，可靠性明显增加。（or在此表示同位关系）

[3]His article in a 1994 issue of the journal Science outlined how to use DNA to solve a well-known mathematical problem, called the directed Hamilton Path problem, also known as the“traveling salesman”problem.The goal of the problem is to find the shortest route between a＆nbsp；number of cities, going through each city only once.

译文：他在1994年Science期刊上介绍了如何运用DNA解决一个著名的数学问题：有向哈密顿路径问题（或者称“邮递员”问题）。这个问题目的在于寻找一条最短路径使之通过每一城市有且仅有一次。

[4]The LSI has reduced by many times the size of computers, so that a new generation of portable minicomputer is created.

译文：大规模集成电路把计算机的尺寸减少了许多倍，因而产生了新一代的便携式微型计算机。

[5]OFDM is a variation of the frequency-division multiplexing（FDM）used in phone-line networking.FDM puts computer data on separate frequencies from the voice signals being carried by the phone line, separating the extra signal space on a typical phone line into distinct data channels by splitting it into uniform chunks of bandwidth.

译文：正交频分多路复用技术是对应用在电话线联网的频分多路复用技术的一种改进。频分多路复用技术把由电话线传输的声音信号与计算机数据按不同的频率区分开来，把典型的电话线里额外的信号区分到统一的带宽中形成独特的数据信道。

2.科技翻译的质量标准

一般来说，科技作品主要是述说事理、描写现象，推导公式、论证规律，其特点是结构严谨、逻辑严密、行文规范、用词准确、技术术语正确、修辞手段较少。

针对这些特点，科技翻译应坚持以下两个标准。

（1）忠实原文

所谓忠实，就是要完整地、准确地表达原作的思想内容。这是对科技翻译的首要的、也是最起码的要求。译者翻译一篇文章的目的就是想要将异邦的文化精华展示在大家面前，希望人们能从中学习到自己需要并且可靠有用的知识，因此在翻译文章的过程中，译者必须忠实于原作，绝不可自作主张，对原作进行随意的篡改、增删。在选择译文语言时，要尽可能准确地选用译文语言中写作同类文章时所习用的词语和句型；在表达原作内容时，应不折不扣，不可有半点歪曲和杜撰的成分。如是，作为一个译者，时刻不忘自己的身份是译者而不是作者，自己的作用是桥梁或渠道，沟通作者和读者的思想；自己的任务是深入理解原作，使译文尽可能忠实准确地传达原作所含的信息，这样才能够将一部科技文章完整且准确展现在读者面前。

（2）条理通顺

所谓通顺，对科技英语来说，即要求至少能保证译文语言符合汉语的语言规范和修辞习惯，文从字顺、明白流畅，而不能生造一些不伦不类的词句，或对原作拘泥太过，以致译文出现文理不通、结构混乱和拖泥带水的现象。如第一个标准所述，译者在翻译过程中要忠实原文，忌单凭个人主观愿望随意增删和改变原作的词句，但这并不是说在翻译的过程中，译者就一定要拘泥在原作的句型和叙述习惯上，在很多情况下，是可以根据文章内容多做些合适的调整的。每个国家都有自己的语言习惯和独特的说话方式，在翻译过程中，译者如果能够兼顾外国和本国的语言习惯，在不改变词句本质内容的前提下，对其句型及词性做些必要的修改，以方便读者阅读的方式写出来，就一定能够翻译出准确、形象且生动的文章。


4.6　Additional Reading

Keyboard

In computing, a keyboard is a peripheral partially modeled after the typewriter keyboard.

Physically, a keyboard is an arrangement of buttons, or keys. A keyboard typically has characters engraved or printed on the keys；in most cases, each press of a key corresponds to a single written symbol.However, to produce some symbols requires pressing and holding several keys simultaneously or in sequence；other keys do not produce any symbol, but instead affect the operation of the computer or the keyboard itself.See input method editor.

A majority of all keyboard keys produce letters, numbers or signs（characters）that are appropriate for the operator's language. Other keys can produce actions when pressed, and other actions are available by the simultaneous pressing of more than one action key.

1.Keyboard layouts（QWERTY, Dvorak, et al.）

There exists a large number of different arrangements of symbols on keys. These different keyboard layouts arise mainly because different people need easy access to different symbols；typically, this is because they are writing in different languages, but specialized keyboard layouts for mathematics, accounting, and computer programming also exist.

Most of the more common keyboard layouts（QWERTY-based and similar）were designed in the era of the mechanical typewriters, so their ergonomics had to be slightly compromised in order to tackle some of the technical limitations of the typewriters.The letters were attached to levers that needed to move freely；because jamming would result if commonly used letters were placed too close to one another, Christopher Sholes invented the QWERTY layout.However, with the advent of modern electronics, this is no longer an issue.QWERTY layouts and their brethren had been a de facto standard for decades prior to the introduction of the very first computer keyboard, and were primarily adopted for electronic keyboards for this reason.Alternative layouts do exist, the best known of which are the Dvorak and more recently Colemak layouts；however, these are not in widespread use.

The number of keys on a keyboard varies from the standard of 101 keys introduced in the late 1980s to the 104-key Windows keyboards and all the way up to 130 keys or more, with many of the additional keys being symbol-less programmable keys that can simulate multiple functions such as starting a web browser or an e-mail client.There also were“Internet keyboards，”sold in the late 1990s, that replaced the function keys with preprogrammed internet shortcuts.Pressing the shortcut keys would launch a browser to go to that website.

2.Connection types

There are several different ways of connecting a keyboard which have evolved over the years. These include the standard AT（DIN-5）connector commonly found on pre-80486 motherboards, which was eventually replaced by the PS/2 and USB connection.Prior to the iMac line of systems, Apple Computer used ADB, a proprietary system, for its keyboard connector.

Wireless types. Wireless keyboards have become popular for their increased user freedom.However, a wireless keyboard needs batteries to work and may pose a security problem due to the risk of eavesdropping.

A wireless keyboard often includes a required combination transmitter and receiver unit that attaches to the computer's keyboard port（see Connection types above）. The wireless aspect is achieved either by radio frequency（RF）or by infrared（IR）signals sent and received from both the keyboard and the unit attached to the computer.A wireless keyboard may use an industry standard RF, called Bluetooth.With Bluetooth, the transceiver may be built into the computer.

3.Buckling spring vs.dome switch

Keys on older IBM keyboards were made with a“buckling spring”mechanism, in which a coil spring under the key buckles under pressure from the user's finger, pressing a rubber dome, whose inside is coated with conductive graphite, which connects two leads below, completing a circuit. This produces a clicking sound, and a“positive”feel of feedback, so that the typist knows when the key is fully pressed.Keys on most modern keyboards are made with a so-called“dome switch”mechanism, without the buckling spring.Many typists prefer the buckling spring board, which is still manufactured.

4.Alternatives to the“regular”keyboard

Most keyboards are rigid, but this foldable keyboard demonstrates one of many variations from the usual.

A multimedia keyboard like this one offers special keys for accessing music, web, and other oft-used programs.

5.Smaller keyboards

A standard keyboard is physically quite large, as each key must remain large enough to be easily pressed by fingers. Other types of keyboards have been proposed for small portable equipment where a standard keyboard is too large.One way to reduce the size of the keyboard is to reduce the number of keys and use chording keyer, i.e.pressing several keys simultaneously.For example, the GKOS keyboard has been designed for small wireless devices.Other two-handed alternatives more akin to a game controller, such as the AlphaGrip, are also used as a way to input data and text.

Another way to reduce the size of a keyboard is to use smaller buttons and pack themcloser together. Such keyboards, often called a“thumbboard”（thumbing）are used in some personal digital assistants such as the Treo and BlackBerry and some Ultra-Mobile PCs.

6.Keyboards with extra keys

1）Multimedia keyboards

Multimedia keyboards offer special keys for accessing music, web, and other oft-used programs.They also usually have other convenient controls, such as a mute button, volume buttons or knob, and standby（sleep）button.

2）Gaming keyboards

Some gaming keyboards offer extra function keys which can be programmed with keystroke macros. For example, ctrl+shift+y could be a keystroke that is frequently used in a certain computer game.But it is a physically awkward（or, at least, annoying）combination for the hands to reach for repeatedly.It may be very useful to assign that keystroke combination to one function key.Some keyboards（Such as the Logitech G11 or G15）have a keypad full of“G keys”to the left of the QWERTY keyboard for this purpose.The keystroke macros can be reprogrammed at will.

The development of these keyboards was spurred by gaming, but the concept can also be very convenient in non-gaming applications, such as office work.Any keystroke combination that is awkward or annoying but frequently needed can be replaced with a“G key”.The meaning of the“G key”press can automatically change depending on which application has focus, thus extending the number of macros available given a certain limited number of G keys.

3）Virtual keyboards

A relatively new type of keyboard, the I-Tech Virtual Laser Keyboard, works by projecting an image of a full-size keyboard onto a surface.Sensors in the projection unit identify which key is being“pressed”and relay the signals to a computer or personal digital assistant.

7.Keyboard layout alternatives to QWERTY

As explained above, the QWERTY layout was a legacy from mechanical typewriters. In contrast, some keyboard layouts are specifically designed for speed.The most common is the Dvorak layout；more recently, layouts such as Colemak have been developed to improve on Dvorak and to be easier to learn for existing QWERTY users.The fastest keyboard so far is the stenotype—some people who use a stenotype faster than 300 words per minute.

8.Input by alternate text input devices

It is possible to limit or eliminate the use of computer keyboards with the introduction of alternative methods not based in keystrokes, such as optical character recognition（OCR），speech recognition and pointing-device text input.

1）OCR

Optical character recognition（OCR）is preferable to rekeying for converting existing text＆nbsp；that is already written down but not in machine-readable format（for example, a Linotype-composed book from the 1940s）.In other words, to convert the text from an image to editable text（that is, a string of character codes），a person could re-type it, or a computer could look at the image and deduce what each character is.OCR technology has already reached an impressive state（for example, Google Book Search）and promises more for the future.

2）Speech recognition

Speech recognition converts speech into machine-readable text（that is, a string of character codes）.The technology has already reached an impressive state and is already implemented in various software products.For certain uses（e.g.，transcription of medical or legal dictation；journalism；writing essays or novels）it is starting to replace the keyboard；however, it does not threaten to replace keyboards entirely anytime soon.It can, however, interpret commands（for example，“close window”or“undo that”）in addition to text.Therefore, it has theoretical potential to replace keyboards entirely（whereas OCR replaces them only for a certain kind of task）.

3）Pointing-device text input

There is a class of hardware or software accessories enabling users to enter text efficiently using a pointing device, in contexts where using a physical keyboard would be inappropriate or impossible. These accessories typically present characters on a display, in a layout that provides fast access to the more frequently used characters or character combinations.Popular examples of this kind of input are Graffiti, Dasher and on-screen virtual keyboards.

9.Standards

In principle, computer keyboard designs are governed by the ISO/IEC 9995 international standard.

10.Historical

While the IBM PC keyboard was hardly the first electronic keyboard, it does merit particular mention, if only for its ubiquity. The original IBM PC/XT had 83 keys；the AT keyboard had 84（adding a SysRq key and separating keys into sections, also changing the communication protocol）.Next came the“Enhanced”101 keys（which duplicated the cursor movement keys from the numeric pad, added the function key row along the top and increased their number from 10 to 12，made other minor changes, and included an often-maligned control-key/caps-lock placement swap）.The above-mentioned 104 keys were obtained by adding three“windows”keys.The internationally common 102/105 key keyboards have a smaller‘left shift’key and an additional key with some more symbols between that and the letter to its right（usually Z or Y）.

11.Usage

An on-screen keyboard controlled with the mouse can be used by users with limited mobility.

In normal usage, the keyboard is used to type text into a word processor, text editor, or any other textbox.

In a modern computer the interpretation of keypresses is generally left to the software. A modern keyboard distinguishes each physical key from every other and report all keypresses to the controlling software.This flexibility is not often taken advantage of and it usually does not matter, for example, whether the left or right shift key is held down in conjunction with another character, even though they are coded as completely separate keys.

12.Keystroke

Lap-top keyboards such as on this Sony VAIO have a shorter travel distance for the keystroke and usually have a reduced set of keys to make the keyboard（and lap-top）more convenient to carry.

The term keystroke refers to the simple act of pressing a button on a keyboard that is connected to some form of digital computer. The term is also frequently used to mean a keystroke combination（several keys pressed at once, for example, ctrl+shift+space bar）used as a keyboard shortcut（also known as a shortcut key or other names）.

Nefarious programs may log keystrokes and thereby capture such sensitive information as operating system passwords and credit card numbers.

13.Commands

A keyboard is also used to type commands in a computer. One famous example on the PC is the Ctrl-Alt-Delete combination.On most versions of Microsoft Windows, this command brings up a window（such as the Task Manager on Windows NT based versions of Windows）which allows users to manage currently-running processes, shut down the machine, and other functions.Under Linux, MS-DOS and some older versions of Windows, the command performs either a“cold”or“warm”reboot.

14.Games

A keyboard is one of the primary methods of control in computer games. For instance, the arrow keys or a group of letters resembling the pattern of the arrow keys, like WASD, can be used for movement of a game character.In many games, keys can be configured to the user's preferences.Alphabet keys are also sometimes used to perform actions starting with that letter（e.g.pressing j to jump, r to reload or c to crouch）.As explained earlier, gaming keyboards can expedite awkward or frequently used keystroke combinations.

15.Buying considerations

1）Rollover problems

Some low-quality keyboards suffer problems with rollover that is when multiple keys are pressed in quick succession）；some types of keyboard circuitry will register a maximum number of keys at one time.This is undesirable for games（designed for multiple keypresses, e.g.casting a spell while holding down keys to run）and undesirable for extremely fast typing（hitting new keys＆nbsp；before the fingers can release previous keys）.A common side effect of this shortcoming is called“phantom key blocking”：on some keyboards, pressing three keys simultaneously sometimes resulted in a 4th keypress being registered.Modern keyboards prevent this from happening by blocking the 3rd key in certain key combinations, but while this prevents phantom input, it also means that when two keys are depressed simultaneously, many of the other keys on the keyboard will not respond until one of the two depressed keys is lifted.With better keyboards designs, this seldom happens in office programs, but it remains a problem in games even on expensive keyboards, due to wildly different and/or configurable key/command layouts in different games.

2）Capital investment versus later costs

Computer input devices, including keyboards, are a good example where a bit more capital investment up front can more than pay for itself over time by reducing future costs. For example, buying an ergonomic keyboard（one with the QWERTY field divided into two sections angled away from each other）may cost＄20 more up front, but if it keeps repetitive strain injury at a subclinical level rather than allowing it to progress to a level of clinical dysfunction, then it has paid for itself many times over by obviating future medical costs, user discomfort or annoyance, partial disability, etc.The same can be said of keyboards with programmable hot keys that obviate awkward keystroke combinations.

16.Safety Precautions

Some experts believe that the use of any keyboard may cause serious injury（that is, carpal tunnel syndrome or other repetitive strain injury）to hands, wrists, arms, neck or back. Ways to reduce the risks of injuries can be done by：

[1]Take frequent short breaks.Get up and walk around at least a couple of times every hour.

[2]Vary your tasks throughout the day.

[3]Keep your shoulders relaxed with your elbows at your side.Position your keyboard and mouse so you do not have to reach.

[4]Adjust your chair and keyboard so your wrists are straight.

[5]Avoid resting your wrists on sharp edges.If you use a wrist or palm rest do not use it while typing.

1）How it works

The following briefly describes a“dome-switch”keyboard（sometimes incorrectly referred to as a membrane keyboard），the most common type in use today：

[1]When a key is pressed, it pushes down on a rubber dome sitting beneath the key.A conductive contact on the underside of the dome touches（and hence connects）a pair of conductive lines on the circuit below.

[2]This bridges the gap between them and allows electric current to flow（the open circuit is closed）.

[3]A scanning signal is emitted by the chip along the pairs of lines to all the keys.When the signal in one pair becomes different, the chip generates a“make code”corresponding to the keyconnected to that pair of lines.

[4]The code generated is sent to the computer either via a keyboard cable（using on-off electrical pulses to represent bits）or over a wireless connection.It may be repeated.

[5]A chip inside the computer receives the signal bits and decodes them into the appropriate keypress.The computer then decides what to do on the basis of the key pressed（e.g.display a character on the screen, or perform some action）.

[6]When the key is released, a break code（different than the make code）is sent to indicate the key is no longer pressed.If the break code is missed（e.g.due to a keyboard switch）it is possible for the keyboard controller to believe the key is pressed down when it is not, which is why pressing then releasing the key again will release the key（since another break code is sent）.

Other types of keyboards function in a similar manner, the main differences being how the individual key-switches work.For more on this subject refer to the article on keyboard technology.

Certain key presses are special, namely Ctrl-Alt-Delete and SysRq, but what makes them special is a function of software.In the PC architecture, the keyboard controller（the component in the computer that receives the make and break codes）sends the computer’s CPU a hardware interrupt whenever a key is pressed or released.The CPU’s interrupt routine which handles these interrupts usually just places the key’s code in a queue, to be handled later by other code when it gets around to it, then returns to whatever the computer was doing before.The special keys cause the interrupt routine to take a different“emergency”exit instead.This more trusted route is much harder to intercept.

2）Customization

Sometimes it is helpful to customize the layout of a keyboard by remapping the keys. When you remap a key, you tell the computer a new meaning for the pressing of that key.Keyboard remapping is supported at a driver-level configurable within the operating system, or as add-ons to the existing programs.

For Windows, Microsoft provides a free downloadable tool called Microsoft Keyboard Layout Creator, and there are several other software programs for this purpose：

·SharpKeys：free

·KeyTweak：free

A Space-cadet keyboard has many modifier keys.

·Modifier key

■Control key

■Shift key

■Alt key/Option key（Macintosh）

■AltGr key

■Command key/Meta key（MIT computer keyboards）

■Windows key

■Fn key（compact keyboard layout）

·Dead key

■Compose key

·Lock key

■Scroll lock

■Num lock

■Caps lock

·Navigation keys

■Arrow keys

■Page scroll keys（Page up key/Page down key）

■Home/End key

■Edit keys

■Return key/Enter key

■Backspace

■Insert key

■Delete key

■Tab key

·SysRq/Print screen

·Break/Pause key

·Escape key

·Menu key

·Space bar

·Numeric keypad

·Function key

·Language input keys（on Japanese/Korean keyboards）

■Kanji key

■Conversion key

■Non-conversion key

■Half-width/Full-width key

■Hiragana/Katakana key

■Alphanumeric key

■Hancha key

■Han/Yong key

·Power management keys

■Power key

■Sleep key

■Wake key

·Internet keys

■Internet（web browser）key

■E-mail

·Multimedia keys

■Volume keys or wheel（+/-/mute）


Chapter 5　How Bits and Bytes Work


 5.1　Text

If you have used a computer for more than five minutes, then you have heard the words bits and bytes. Both RAM and hard disk capacities are measured in bytes, as are file sizes when you examine them in a file viewer.

You might hear an advertisement that says，“This computer has a 32-bit Pentium processor with 64 megabytes of RAM and 2.1 gigabytes of hard disk space.”And many articles talk about bytes（for example, How CDs Work）.In this article, we will discuss bits and bytes so that you have a complete understanding.

1.Decimal Numbers

The easiest way to understand bits is to compare them to something you know：digits. A digit is a single place that can hold numerical values between 0 and 9.Digits are normally combined together in groups to create larger numbers.For example，6357 has four digits.It is understood that in the number 6357，the 7 is filling the“1s place，”while the 5 is filling the 10s place, the 3 is filling the 100s place and the 6 is filling the 1000s place.So you could express things this way if you wanted to be explicit：

（6×1000）+（3×100）+（5×10）+（7×1）=6000+300+50+7=6357

Another way to express it would be to use powers of 10. Assuming that we are going to represent the concept of“raised to the power of”with the“＾”symbol（so“10 squared”is written as“10＾2”），another way to express it is like this：

（6×103
 ）+（3×102
 ）+（5×101
 ）+（7×100
 ）=6000+300+50+7=6357

What you can see from this expression is that each digit is a placeholder for the next higher power of 10，starting in the first digit with 10 raised to the power of zero.

That should all feel pretty comfortable—we work with decimal digits every day. The neat thing about number systems is that there is nothing that forces you to have 10 different values in a digit.Our base-10 number system likely grew up because we have 10 fingers, but if we happened to evolve to have eight fingers instead, we would probably have a base-8 number system.You can＆nbsp；have base-anything number systems.In fact, there are lots of good reasons to use different bases in different situations.

2.Bits

Computers happen to operate using the base-2 number system, also known as the binary number system（just like the base-10 number system is known as the decimal number system）.The reason computers use the base-2 system is because it makes it a lot easier to implement them with current electronic technology.You could wire up and build computers that operate in base-10，but they would be fiendishly expensive right now.On the other hand, base-2 computers are relatively cheap.

So computers use binary numbers, and therefore use binary digits in place of decimal digits. The word bit is a shortening of the words“Binary digit.”Whereas decimal digits have 10 possible values ranging from 0 to 9，bits have only two possible values：0 and 1.Therefore, a binary number is composed of only 0s and 1s, like this：1011.How do you figure out what the value of the binary number 1011 is？You do it in the same way we did it above for 6357，but you use a base of 2 instead of a base of 10.So：

（1×23
 ）+（0×22
 ）+（1×21
 ）+（1×20
 ）=8+0+2+1=11

You can see that in binary numbers, each bit holds the value of increasing powers of 2. That makes counting in binary pretty easy.Starting at zero and going through 20，counting in decimal and binary, you'll get an interesting sequence.When you look at this sequence，0 and 1 are the same for decimal and binary number systems.At the number 2，you see carrying first take place in the binary system.If a bit is 1，and you add 1 to it, the bit becomes 0 and the next bit becomes 1.In the transition from 15 to 16 this effect rolls over through 4 bits, turning 1111 into 10，000.

3.Bytes

Bits are rarely seen alone in computers. They are almost always bundled together into 8-bit collections, and these collections are called bytes.Why are there 8 bits in a byte？A similar question is，“Why are there 12 eggs in a dozen？”The 8-bit byte is something that people settled on through trial and error over the past 50 years.

With 8 bits in a byte, you can represent 256 values ranging from 0 to 255.

You've known that a CD uses 2 bytes, or 16 bits, per sample. That gives each sample a range from 0 to 65，535.

4.Bytes：ASCII

Bytes are frequently used to hold individual characters in a text document. In the ASCII character set, each binary value between 0 and 127 is given a specific character.Most computers extend the ASCII character set to use the full range of 256 characters available in a byte.The upper 128 characters handle special things like accented characters from common foreign languages.

You can see the 127 standard ASCII codes below. Computers store text documents, both ondisk and in memory, using these codes.For example, if you use Notepad in Windows 95/98 to create a text file containing the words，“Four score and seven years ago”，Notepad would use 1 byte of memory per character（including 1 byte for each space character between the words—ASCII character 32）.When Notepad stores the sentence in a file on disk, the file will also contain 1 byte per character and per space.

If you were to look at the file as a computer looks at it, you would find that each byte contains not a letter but a number—the number is the ASCII code corresponding to the character（see below）. So on disk, the numbers for the file look like this：

By looking in the ASCII table, you can see a one-to-one correspondence between each character and the ASCII code used.Note the use of 32 for a space—32 is the ASCII code for a space.We could expand these decimal numbers out to binary numbers（so 32=00100000）if we wanted to be technically correct—that is how the computer really deals with things.
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5.Standard ASCII Character Set

The first 32 values（0 through 31）are codes for things like carriage return and line feed. The space character is the 33rd value, followed by punctuation, digits, uppercase characters and lowercase characters.We can see the ASCII table in various documents.

6.Lots of Bytes

When you start talking about lots of bytes, you get into prefixes like kilo, mega and giga, as in kilobyte, megabyte and gigabyte（also shortened to K, M and G, as in Kbytes, Mbytes and Gbytes or KB, MB and GB）. Table 5-1 shows the multipliers.
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You can see in this chart that kilo is about a thousand, mega is about a million, giga is about a billion, and so on. So when someone says，“This computer has a 2 giga hard drive，”what he or she means is that the hard drive stores 2 gigabytes, or approximately 2 billion bytes, or exactly＆nbsp；2，147，483，648 bytes.How could you possibly need 2 gigabytes of space？When you consider that one CD holds 650 megabytes, you can see that just three CDs worth of data will fill the whole thing！Terabytes databases are fairly common these days, and there are probably a few petabytes databases floating around the Pentagon by now.

7.Binary Math

Binary math works just like decimal math, except that the value of each bit can be only 0 or 1. To get a feel for binary math, let's start with decimal addition and see how it works.Assume that we want to add 452 and 751：

To add these two numbers together, you start at the right：2+1=3.No problem.Next，5+5=10，so you save the zero and carry the 1 over to the next place.Next，4+7+1（because of the carry）=12，so you save the 2 and carry the 1.Finally，0+0+1=1.So the answer is 1203.
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Binary addition works exactly the same way：

Starting at the right，0+1=1 for the first digit.No carrying there.You’ve got 1+1=10 for the second digit, so save the 0 and carry the 1.For the third digit，0+1+1=10，so save the zero and carry the 1.For the last digit，0+0+1=1.So the answer is 1001.If you translate everything over to decimal you can see it is correct：2+7=9.

[image: figure_0075_0022]


8.Quick Recap

To sum up this entire article, here's what we've learned about bits and bytes.

·Bits are binary digits.A bit can hold the value 0 or 1.

·Bytes are made up of 8 bits each.

·Binary math works just like decimal math, but each bit can have a value of only 0 or 1.

There really is nothing more to it—bits and bytes are that simple！


5.2　Notes

（1）That should all feel pretty comfortable—we work with decimal digits every day. The neat thing about number systems is that there is nothing that forces you to have 10 different values in a digit.

译文：这样感觉相当不错——我们每天都跟十进制数打交道。该数字系统灵巧的一方面就在于让你不再需要一个数位表示十个不同的数值。

（2）In the ASCII character set, each binary value between 0 and 127 is given a specific character. Most computers extend the ASCII character set to use the full range of 256 characters available in a byte.The upper 128 characters handle special things like accented characters from common foreign languages.

译文：在ASCII码字符集中，从0到127每个二进制位的值都被赋予一个特定的字符。大部分计算机都扩充ASCII码字符集，使它达到一个字节可以表示的256个字符的范围。更高的128个字符表示特别的东西，如一些外语中的字符。


5.3　Keywords

1.Bit　位

2.Byte　字节

3.Binary　二进制

4.Decimal　十进制


5.4　Exercises

1.Answer the questions

（1）What is byte？

（2）What is binary？

2.Translation

（1）We could expand these decimal numbers out to binary numbers（so 32=00100000）if we wanted to be technically correct—that is how the computer really deals with things.

（2）Try this experiment：Open up a new file in Notepad and insert the sentence，“Four score and seven years ago”in it. Save the file to disk under the name getty.txt.Then use the explorer and look at the size of the file.You will find that the file has a size of 30 bytes on disk：1 byte for each character.If you add another word to the end of the sentence and re-save it, the file size will jump to the appropriate number of bytes.Each character consumes a byte.


5.5　Related Topics

英语数字书写规则

汉英笔译和英语写作中，经常会遇到数字；哪些场合用单词表示，哪些场合用阿拉伯数字表示，常常使人难以确定。实际上，以英语为母语的国家，在书写数字时已形成几条约定俗成的规则，现总结如下。

1.小词大数原则

英美出版社在排版时遵循一条原则：1至10用单词表示，10以上用阿拉伯数字（也有的以100为界限）。

[1]That table measures ten feet by five.

译文：那个工作台长10英尺，宽5英尺。

[2]The traditional pattern of classroom experience at the college level brings the professor and a group of 20 to 30 students together for a 45-to-50-minute class session two or three times a week.

译文：由一个教授和十名学生每周会晤两三次，每次授课时间45到50分钟，是大学程度课堂教学的传统方式。

2.概词准数原则

人数用阿拉伯数字表示显得更加简洁明了，但不定数量、近似值用单词表示较恰当。

[1]There are 203，817 voters on the electoral rolls.

译文：选举名单上有203，817个投票人。

[2]Nearly thirty thousand voters took part in this election.

译文：近3万投票人参加了这次选举。

3.只能用数字的情形

遇到日期、百分比、带单位的特殊数字，通常用阿拉伯数字。

[1]Maximum swivel of table is 120.　　　　工作台的最大回转角度是120度。

[2]March 3rd 1991或March 31991 1991年3月3日

[3]a discount of 5 percent 5%的折扣

[4]purchased 7 yards of carpet 买7码地毯

[5]ordered 2 pounds of minced steak 订购2磅剁碎的牛排

如果涉及的数目和单位是不定数，可用单词表示。

[1]about five miles per hour 每小时大约5英里

[2]at least ten yards away 至少有10码远

[3]hesitated for a moment or two 犹豫了片刻

[4]I have warned you a hundred times. 我已经警告你多少遍了。

4.数比单词显得准确

在科技文章中，数字频繁出现，用阿拉伯数字比用单词陈述更有利。

[1]The new engine has a capacity of 4.3 litres and a power out-put of 153 kilowatts at 4400 revolutions per minute.

译文：这台新发动机的容积为4.3升，转速为每分钟4400转时输出功率是153千瓦。

[2]We know that the weight of a cubic foot of air at 0℃and 76 cm pressure is 0.081 pound, or 12 cubic feet of air weigh a pound.

译文：我们知道，1立方英尺的空气在0摄氏度和760毫米汞柱压力下，重量是0.081磅，也就是说12立方英尺空气的重量是1磅。

5.句首必须用单词

句子开头不用阿拉伯数字，句末要尽量避免用阿拉伯数字。

[1]4th July is an important date in American history.

译文：7月4日（独立日）是美国历史上一个重要日期。

应改写成：The Fourth of July……

[2]19 couples took part in the ballroom dancing competition.

译文：19对选手参加了交际舞比赛。

应改写成：Nineteen couples took……

[3]60%profit was reported.

译文：据报道有60%的利润。

应改写成：Sixty percent profit……

[4]1345 kilograms force was applied at the center point of the bar when tested.

译文：试验时在杆的中点加1345千克力。

应改写成：When tested, a force of 1345 kg was applied……

6.单词表示分数

遇到分数，可用带连字符号的单词表示。

[1]At least two-thirds of the class have had colds.

译文：这个班至少有三分之二的学生患重感冒。

[2]Nitrogen forms about four-fifths of the atmosphere.

译文：氮约占大气的五分之四。


5.6　Additional Reading

Boolean Logic

Have you ever wondered how a computer can do something like balance a check book, or play chess, or spell-check a document？These are things that, just a few decades ago, only humans could do.Now computers do them with apparent ease.How can a“chip”made up of silicon and wires do something that seems like it requires human thought？

If you want to understand the answer to this question down at the very core, the first thing you need to understand is something called Boolean logic. Boolean logic, originally developed by George Boole in the mid 1800s, allows quite a few unexpected things to be mapped into bits and bytes.The great thing about Boolean logic is that, once you get the hang of things, Boolean logic（or at least the parts you need in order to understand the operations of computers）is outrageously simple.In this article we will first discuss simple logic“gates，”and then see how to combine them into something useful.

1.Simple Gates

There are three, five or seven simple gates that you need to learn about, depending on how you want to count them（you will see why in a moment）. With these simple gates you can build combinations that will implement any digital component you can imagine.These gates are going to seem a little dry here, and incredibly simple, but we will see some interesting combinations in the following sections that will make them a lot more inspiring.

The simplest possible gate is called an“inverter，”or a NOT gate. It takes one bit as input and produces as output its opposite.

NOT gate has one input called A and one output called Q（“Q”is used for the output because if you used“O，”you would easily confuse it with zero）. The table shows how the gate behaves.When you apply a 0 to A, Q produces a 1.When you apply a 1 to A, Q produces a 0.

The AND gate performs a logical“and”operation on two inputs, A and B.

The idea behind an AND gate is，“If A AND B are both 1，then Q should be 1.”

OR gate's basic idea is，“If A is 1 OR B is 1（or both are 1），then Q is 1.”

It is quite common to recognize two others as well：the NAND and the NOR gate. These two gates are simply combinations of an AND or an OR gate with a NOT gate.If you include these two gates, then the count rises to five.

The final two gates that are sometimes added to the list are the XOR and XNOR gates, also known as“exclusive or”and“exclusive nor”gates, respectively.

The idea behind an XOR gate is，“If either A OR B is 1，but NOT both, Q is 1.”The reason why XOR might not be included in a list of gates is because you can implement it easily using the original three gates listed.

If you try all four different patterns for A and B and trace them through the circuit, you will find that Q behaves like an XOR gate. Since there is a well-understood symbol for XOR gates, it is generally easier to think of XOR as a“standard gate”and use it in the same way as AND and OR in circuit diagrams.

2.Simple Adders

In this section, you will learn how you can create a circuit capable of binary addition using the gates described in the previous section.

Let's start with a single-bit adder.Let’s say that you have a project where you need to add single bits together and get the answer.The way you would start designing a circuit for that is to first look at all of the logical combinations.You might do that by looking at the following four sums：
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That looks fine until you get to 1+1.In that case, you have that pesky carry bit to worry about. If you don't care about carrying（because this is, after all, a 1-bit addition problem），then you can see that you can solve this problem with an XOR gate.But if you do care, then you might rewrite your equations to always include 2 bits of output, like this：

[image: figure_0080_0024]


From these equations you can form the logic table in Figure 5-1.

[image: figure_0080_0025]


Figure 5-1　1-bit Adder with Carry-Out

By looking at this table you can see that you can implement Q with an XOR gate and CO（carry-out）with an AND gate.

What if you want to add two 8-bit bytes together？This becomes slightly harder.The easiest solution is to modularize the problem into reusable components and then replicate components.In this case, we need to create only one component：a full binary adder.

The difference between a full adder and the previous adder we looked at is that a full adder accepts an A and a B input plus a carry-in（CI）input.Once we have a full adder, then we can string eight of them together to create a byte-wide adder and cascade the carry bit from one adder to the next.

The logic table for a full adder is slightly more complicated than the tables we have used before, because now we have 3 input bits. It looks like Figure 5-2.
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Figure 5-2　One-bit Full Adder with Carry-In and Carry-Out

There are many different ways that you might implement this table. I am going to present one method here that has the benefit of being easy to understand.If you look at the Q bit, you can see that the top 4 bits are behaving like an XOR gate with respect to A and B, while the bottom 4 bits are behaving like an XNOR gate with respect to A and B.Similarly, the top 4 bits of CO are behaving like an AND gate with respect to A and B, and the bottom 4 bits behave like an OR＆nbsp；gate.Taking those facts, the following circuit implements a full adder, as shown in Figure 5-3.
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Figure 5-3　Full Adder

This definitely is not the most efficient way to implement a full adder, but it is extremely easy to understand and trace through the logic using this method. If you are so inclined, see what you can do to implement this logic with fewer gates.

Now we have a piece of functionality called a“full adder”. What a computer engineer then does is“black-box”it so that he or she can stop worrying about the details of the component.A black box for a full adder would look like this, as shown in Figure 5-4.

With that black box, it is now easy to draw a 4-bit full adder in Figure 5-5.

In this diagram the carry-out from each bit feeds directly into the carry-in of the next bit over.A 0 is hard-wired into the initial carry-in bit.If you input two 4-bit numbers on the A and B lines，you will get the 4-bit sum out on the Q lines, plus 1 additional bit for the final carry-out.You can see that this chain can extend as far as you like, through 8，16 or 32 bits if desired.
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Figure 5-4　Black Box

The 4-bit adder we just created is called a ripple-carry adder.It gets that name because thecarry bits“ripple”from one adder to the next.This implementation has the advantage of simplicity but the disadvantage of speed problems.In a real circuit, gates take time to switch states（the time is on the order of nanoseconds, but in high-speed computers nanoseconds matter）.So 32-bit or 64-bit ripple-carry adders might take 100 to 200 nanoseconds to settle into their final sum because of carry ripple.For this reason, engineers have created more advanced adders called carry-lookahead adders.The number of gates required to implement carry-lookahead is large, but the settling time for the adder is much better.
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Figure 5-5　4-bit full adder

3.Implementing Gates

In the previous sections we saw that, by using very simple Boolean gates, we can implement adders, counters, latches and so on. That is a big achievement, because not so long ago human beings were the only ones who could do things like add two numbers together.With a little work, it is not hard to design Boolean circuits that implement subtraction, multiplication, division……You can see that we are not that far away from a pocket calculator.From there, it is not too far a jump to the full-blown CPUs used in computers.

So how might we implement these gates in real life？Mr. Boole came up with them on paper, and on paper they look great.To use them, however, we need to implement them in physical reality so that the gates can perform their logic actively.Once we make that leap, then we have started down the road toward creating real computation devices.

The easiest way to understand the physical implementation of Boolean logic is to use relays. This is, in fact, how the very first computers were implemented.No one implements computers with relays anymore—today, people use sub-microscopic transistors etched onto silicon chips.These transistors are incredibly small and fast, and they consume very little power compared to a relay.However, relays are incredibly easy to understand, and they can implement Boolean logic very simply.Because of that simplicity, you will be able to see that mapping from“gates on paper”to“active gates implemented in physical reality”is possible and straightforward.Performing the same mapping with transistors is just as easy.

Let's start with an inverter. Implementing a NOT gate with a relay is easy：What we are going to do is use voltages to represent bit states.We will define a binary 1 to be 6 volts and a binary 0 to be zero volts（ground）.Then we will use a 6-volt battery to power our circuits.Our NOT gate will therefore look like Figure 5-6.
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Figure 5-6　Not gate

You can see in this circuit that if you apply zero volts to A, then you get 6 volts out on Q；and if you apply 6 volts to A, you get zero volts out on Q. It is very easy to implement an inverter with a relay！

It is similarly easy to implement an AND gate with two relays, in fact you can create the＆nbsp；three basic gates—NOT, AND and OR—from relays. You can then hook those physical gates together using the logic diagrams shown above to create a physical 8-bit ripple-carry adder.If you use simple switches to apply A and B inputs to the adder and hook all eight Q lines to light bulbs, you will be able to add any two numbers together and read the results on the lights（“light on”=1，“light off”=0）.

Boolean logic in the form of simple gates is very straightforward. From simple gates you can create more complicated functions, like addition.Physically implementing the gates is possible and easy.From those three facts you have the heart of the digital revolution, and you understand, at the core, how computers work.


Chapter 6　Microprocessor


 6.1　Text

The computer you are using uses a microprocessor to do its work. The microprocessor is the heart of any normal computer, whether it is a desktop machine, a server or a laptop.The microprocessor you are using might be a Pentium, a K6，a PowerPC, a Sparc or any of the many other brands and types of microprocessors, but they all do approximately the same thing in approximately the same way.

If you have ever wondered what the microprocessor in your computer is doing, or if you have ever wondered about the differences between types of microprocessors, then read on.

1.Microprocessor History

A microprocessor—also known as a CPU or central processing unit—is a complete computation engine that is fabricated on a single chip. The first microprocessor was the Intel 4004，introduced in 1971.The 4004 was not very powerful—all it could do was add and subtract, and it could only do that 4 bits at a time.But it was amazing that everything was on one chip.Prior to the 4004，engineers built computers either from collections of chips or from discrete components（transistors wired one at a time）.The 4004 powered one of the first portable electronic calculators.

The first microprocessor to make it into a home computer was the Intel 8080，a complete 8-bit computer on one chip, introduced in 1974.The first microprocessor to make a real splash in the market was the Intel 8088，introduced in 1979 and incorporated into the IBM PC（which first appeared around 1982）.If you are familiar with the PC market and its history, you know that the PC market moved from the 8088 to the 80286 to the 80386 to the 80486 to the Pentium to the Pentium　Ⅱto the Pentium　Ⅲto the Pentium 4.All of these microprocessors are made by Intel and all of them are improvements on the basic design of the 8088.The Pentium 4 can execute any piece of code that ran on the original 8088，but it does it about 5000 times faster！

2.Microprocessor Progression

Table 6-1 helps you to understand the differences between the different processors that Intel has introduced over the years.
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Information about Table 6-1：

·The date is the year that the processor was first introduced.Many processors are re-introduced at higher clock speeds for many years after the original release date.

·Transistors is the number of transistors on the chip.You can see that the number of transistors on a single chip has risen steadily over the years.

·Microns is the width, in microns, of the smallest wire on the chip.For comparison, a human hair is 100 microns thick.As the feature size on the chip goes down, the number of transistors rises.

·Clock speed is the maximum rate that the chip can be clocked at.Clock speed will make more sense in the next section.

·Data Width is the width of the ALU.An 8-bit ALU can add/subtract/multiply, etc.two 8-bit numbers, while a 32-bit ALU can manipulate 32-bit numbers.An 8-bit ALU would have to execute four instructions to add two 32-bit numbers, while a 32-bit ALU can do it in one instruction.In many cases, the external data bus has the same width as the ALU, but not always.The 8088 had a 16-bit ALU and an 8-bit bus, while the modern Pentiums fetch data 64 bits at a time for their 32-bit ALUs.

·MIPS stands for“millions of instructions per second”and is a rough measure of theperformance of a CPU.Modern CPUs can do so many different things that MIPS ratings lose a lot of their meaning, but you can get a general sense of the relative power of the CPUs from this column.

From this table you can see that, in general, there is a relationship between clock speed and MIPS. The maximum clock speed is a function of the manufacturing process and delays within the chip.There is also a relationship between the number of transistors and MIPS.For example, the 8088 clocked at 5 MHz but only executed at 0.33 MIPS（about one instruction per 15 clock cycles）.Modern processors can often execute at a rate of two instructions per clock cycle.That improvement is directly related to the number of transistors on the chip and will make more sense in the next section.

3.Inside a Microprocessor

To understand how a microprocessor works, it is helpful to look inside and learn about the logic used to create one. In the process you can also learn about assembly language—the native language of a microprocessor—and many of the things that engineers can do to boost the speed of a processor.

A microprocessor executes a collection of machine instructions that tell the processor what to do. Based on the instructions, a microprocessor does three basic things.

·Using its ALU（Arithmetic/Logic Unit），a microprocessor can perform mathematical operations like addition, subtraction, multiplication and division.Modern microprocessors contain complete floating point processors that can perform extremely sophisticated operations on large floating point numbers.

·A microprocessor can move data from one memory location to another.

·A microprocessor can make decisions and jump to a new set of instructions based on those decisions.

There may be very sophisticated things that a microprocessor does, but those are its three basic activities. Figure 6-1 shows an extremely simple microprocessor capable of doing those three things.

This is about as simple as a microprocessor gets. This microprocessor has：

·an address bus（that may be 8，16 or 32 bits wide）that sends an address to memory；

·a data bus（that may be 8，16 or 32 bits wide）that can send data to memory or receive data from memory；

·an RD（read）and WR（write）line to tell the memory whether it wants to set or get the addressed location；

·a clock line that lets a clock pulse sequence the processor；

·a reset line that resets the program counter to zero（or whatever）and restarts execution.Let’s assume that both the address and data buses are 8 bits wide in this example.

Here are the components of this simple microprocessor.

·Registers A, B and C are simply latches made out of flip-flops.

[image: figure_0087_0032]


Figure 6-1

·The address latch is just like registers A, B and C.

·The program counter is a latch with the extra ability to increment by 1 when told to do so, and also to reset to zero when told to do so.

·The ALU could be as simple as an 8-bit adder, or it might be able to add, subtract, multiply and divide 8-bit values.Let’s assume the latter here.

·The test register is a special latch that can hold values from comparisons performed in the ALU.An ALU can normally compare two numbers and determine if they are equal, if one is greater than the other, etc.The test register can also normally hold a carry bit from the last stage of the adder.It stores these values in flip-flops and then the instruction decoder can use the values to make decisions.

·There are six boxes marked“3-State”in the diagram.These are tri-state buffers.A tri-state buffer can pass a 1，a 0 or it can essentially disconnect its output（suppose a switch that totally disconnects the output line from the wire that the output is heading toward）.A tri-state buffer allows multiple outputs to connect to a wire, but only one of them to actually drive a 1 or a 0 onto the line.

·The instruction register and instruction decoder are responsible for controlling all of the other components.

Although they are not shown in this diagram, there would be control lines from the instruction decoder that would：

·tell the A register to latch the value currently on the data bus；

·tell the B register to latch the value currently on the data bus；

·tell the C register to latch the value currently on the data bus；

·tell the program counter register to latch the value currently on the data bus；

·tell the address register to latch the value currently on the data bus；

·tell the instruction register to latch the value currently on the data bus；

·tell the program counter to increment；

·tell the program counter to reset to zero；

·activate any of the six tri-state buffers（six separate lines）；

·tell the ALU what operation to perform；

·tell the test register to latch the ALU’s test bits；

·activate the RD line；

·activate the WR line.

Coming into the instruction decoder are the bits from the test register and the clock line, as well as the bits from the instruction register.

4.Microprocessor Instructions

Even the incredibly simple microprocessor shown in the previous example will have a fairly large set of instructions that it can perform. The collection of instructions is implemented as bit patterns, each one of which has a different meaning when loaded into the instruction register.Humans are not particularly good at remembering bit patterns, so a set of short words are defined to represent the different bit patterns.This collection of words is called the assembly language of the processor.An assembler can translate the words into their bit patterns very easily, and then the output of the assembler is placed in memory for the microprocessor to execute.

Here's the set of assembly language instructions that the designer might create for the simple microprocessor in our example.

·LOADA mem—Load register A from memory address.

·LOADB mem—Load register B from memory address.

·CONB con—Load a constant value into register B.

·SAVEB mem—Save register B to memory address.

·SAVEC mem—Save register C to memory address.

·ADD—Add A and B and store the result in C.

·SUB—Subtract A and B and store the result in C.

·MUL—Multiply A and B and store the result in C.

·DIV—Divide A and B and store the result in C.

·COM—Compare A and B and store the result in test.

·JUMP addr—Jump to an address.

·JEQ addr—Jump, if equal, to address.

·JNEQ addr—Jump, if not equal, to address.

·JG addr—Jump, if greater than, to address.

·JGE addr—Jump, if greater than or equal, to address.

·JL addr—Jump, if less than, to address.

·JLE addr—Jump, if less than or equal, to address.

·STOP—Stop execution.

This simple piece of C code will calculate the factorial of 5（where the factorial of 5=5！=5×4×3×2×1=120）：
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At the end of the program's execution, the variable f contains the factorial of 5.

A C compiler translates this C code into assembly language. Assuming that RAM starts at address 128 in this processor, and ROM（which contains the assembly language program）starts at address 0，then for our simple microprocessor the assembly language might look like this：

[image: figure_0089_0034]


So now the question is，“How do all of these instructions look in ROM？”Each of these assembly language instructions must be represented by a binary number. For the sake ofsimplicity, let's assume each assembly language instruction is given a unique number, like this：

·LOADA—1

·LOADB—2

·CONB—3

·SAVEB—4

·SAVEC mem—5

·ADD—6

·SUB—7

·MUL—8

·DIV—9

·COM—10

·JUMP addr—11

·JEQ addr—12

·JNEQ addr—13

·JG addr—14

·JGE addr—15

·JL addr—16

·JLE addr—17

·STOP—18

The numbers are known as opcodes. In ROM, our little program would look like this：
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You can see that seven lines of C code became 17 lines of assembly language, and that became 31 bytes in ROM.

5.Decoding Microprocessor Instructions

The instruction decoder needs to turn each of the opcodes into a set of signals that drive the different components inside the microprocessor. Let's take the ADD instruction as an example and look at what it needs to do.

（1）During the first clock cycle, we need to actually load the instruction. Therefore the instruction decoder needs to：

·activate the tri-state buffer for the program counter；

·activate the RD line；

·activate the data-in tri-state buffer；

·latch the instruction into the instruction register.

（2）During the second clock cycle, the ADD instruction is decoded. It needs to do very little：

·set the operation of the ALU to addition；

·latch the output of the ALU into the C register.

（3）During the third clock cycle, the program counter is incremented（in theory this could be overlapped into the second clock cycle）.

Every instruction can be broken down as a set of sequenced operations like these that manipulate the components of the microprocessor in the proper order. Some instructions, like this ADD instruction, might take two or three clock cycles.Others might take five or six clock cycles.

6.Microprocessor Performance

The number of transistors available has a huge effect on the performance of a processor. As seen earlier, a typical instruction in a processor like an 8088 took 15 clock cycles to execute.Because of the design of the multiplier, it took approximately 80 cycles just to do one 16-bit multiplication on the 8088.With more transistors, much more powerful multipliers capable of single-cycle speeds become possible.

More transistors also allow for a technology called pipelining. In a pipelined architecture, instruction execution overlaps.So even though it might take five clock cycles to execute each instruction, there can be five instructions in various stages of execution simultaneously.That way it looks like one instruction completes every clock cycle.

Many modern processors have multiple instruction decoders, each with its own pipeline. This allows for multiple instruction streams, which means that more than one instruction can complete during each clock cycle.This technique can be quite complex to implement, so it takes lots of transistors.

7.Microprocessor Trends

The trend in processor design has primarily been toward full 32-bit ALUs with fast floating point processors built in and pipelined execution with multiple instruction streams.The newest thing in processor design is 64-bit ALUs, and people are expected to have these processors in their home PCs in the next decade.There has also been a tendency toward special instructions（like the MMX instructions）that make certain operations particularly efficient, and the addition of hardware virtual memory support and L1 caching on the processor chip.All of these trends push up the transistor count, leading to the multi-million transistor powerhouses available today.These processors can execute about one billion instructions per second！

8.64　-bit Processors

Sixty-four-bit processors have been with us since 1992，and in the 21st century they have started to become mainstream.Both Intel and AMD have introduced 64-bit chips, and the Mac G5 sports a 64-bit processor.Sixty-four-bit processors have 64-bit ALUs，64-bit registers，64-bit buses and so on.

One reason why the world needs 64-bit processors is because of their enlarged address spaces.Thirty-two-bit chips are often constrained to a maximum of 2 GB or 4 GB of RAM access.That sounds like a lot, given that most home computers currently use only 256 MB to 512 MB of RAM.However, a 4 GB limit can be a severe problem for server machines and machines running large databases.And even home machines will start bumping up against the 2 GB or 4 GB limit pretty soon if current trends continue.A 64-bit chip has none of these constraints because a 64-bit RAM address space is essentially infinite for the foreseeable future—2＾64 bytes of RAM is something on the order of a quadrillion gigabytes of RAM.

With a 64-bit address bus and wide, high-speed data buses on the motherboard，64-bit machines also offer faster I/O（input/output）speeds to things like hard disk drives and video cards.These features can greatly increase system performance.

Servers can definitely benefit from 64 bits, but what about normal users？Beyond the RAM solution, it is not clear that a 64-bit chip offers“normal users”any real, tangible benefits at the moment.They can process data（very complex data features lots of real numbers）faster.People doing video editing and people doing photographic editing on very large images benefit from this kind of computing power.High-end games will also benefit, once they are re-coded to take advantage of 64-bit features.But the average user who is reading e-mail, browsing the Web and editing Word documents is not really using the processor in that way.In addition, operating systems like Windows XP have not yet been upgraded to handle 64-bit CPUs.Because of the lack of tangible benefits, it will be 2010 or so before we see 64-bit machines on every desktop.


6.2　Notes

（1）A tri-state buffer can pass a 1，a 0 or it can essentially disconnect its output.

译文：三态缓冲器可以传入1、0或切断输出。

（2）The collection of instructions is implemented as bit patterns, each one of which has a different meaning when loaded into the instruction register.

译文：指令集合实现为位模式，每个位模式装入测试寄存器时具有不同意义。

（3）An assembler can translate the words into their bit patterns very easily, and then the output of the assembler is placed in memory for the microprocessor to execute.

译文：汇编器可以将单词方便地转换成位模式，然后把汇编器的输出放进内存中，由微处理器执行。

（4）Every instruction can be broken down as a set of sequenced operations like these that manipulate the components of the microprocessor in the proper order.

译文：每个指令可以分解为这样一组顺序操作，按正确顺序操纵微处理器的组件。

（5）The trend in processor design has primarily been toward full 32-bit ALUs with fast floating point processors built in and pipelined execution with multiple instruction streams.

译文：微处理器设计趋势主要是完全32位ALU，内置快速浮点处理器和多个指令流管道执行。


6.3　Keywords

1.Microprocessor　微处理器
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6.4　Exercises

1.Answer the questions

（1）What is assemble language？

（2）How to decode a instruction？

2.Translation

（1）The number of transistors available has a huge effect on the performance of a processor. As seen earlier, a typical instruction in a processor like an 8088 took 15 clock cycles to execute.Because of the design of the multiplier, it took approximately 80 cycles just to do one 16-bit multiplication on the 8088.With more transistors, much more powerful multipliers capable of single-cycle speeds become possible.

（2）More transistors also allow for a technology called pipelining. In a pipelined architecture, instruction execution overlaps.So even though it might take five clock cycles to execute each instruction, there can be five instructions in various stages of execution simultaneously.That way it looks like one instruction completes every clock cycle.


6.5　Related Topics

翻译方法简述

翻译其实就是一种在理解原文的基础上创造性地运用另一种语言再现原文的过程。在翻译的过程中，理解是第一位的，表达是第二位的。

1.理解原文

理解原文是综合性的工作，大致说来，理解阶段包括以下几个方面。

1）领略全文大意，分析语法关系

译者应在翻译一篇文章之前，首先通读全文，领略原文的大意，以使自己对整个篇章和段落进行宏观分析的能力。任何一篇文章都是一个有机整体，如果割裂地看待每个单词、每个句子在整个段落、整篇文章里的意思和作用，势必翻译不出准确顺畅的文章，所以在翻译的过程中切忌看一句译一句，一定要通读全文，领略大意，联系上下文对关键词句多加推敲，以作出合理准确的翻译。

在领略大意的基础上，应透过各种语言现象对句子进行微观分析，即弄清句中各词、各成分之间的种种关系，如通常所谓的主从关系、主谓关系、动宾关系等，甚至把诸如定语限制到哪里，否定影响到哪里，有否省略、倒装和割裂等这样一些小问题也要一一搞个水落石出。

2）理解原作事理，注意逻辑判断

在科技英语文章中，单纯的依赖语法分析进行翻译是不行的。因为有些句子，在语法上可以有几种不同的解释，在语义上也可以有几种不同的理解，要判断这些句子的真正含义，还必须通过逻辑判断，对句子结构、语言环境、上下文和事理关系进行综合分析才能奏效。

理解原作的事理和逻辑关系时，必须仔细推敲，反复斟酌原文的含义，有时还要估计实际情况，根据自己的生活体验和客观道理来验证自己的理解是否合乎情理，有无漏洞。

3）理解原文表达重点、领会“感情”色彩

科技文章的作者有时为了表达某种意图，使某个问题醒目，更有说服力，常常会采用一些别致的、自认为最适于表现其意图和“感情”的修辞手段，以便突出某一事理和论证。

4）深入原文，把握作者笔墨之外的信息

科技文章中，作者的不少重要意图和要传达的信息并不一定直接显示在字面上，而是隐于字里行间，译者要深入原文，洞察作者的心境，才有可能根据原文的字面意义做出有把握的推理，并敢于进行恰如其分的发挥，以致最终获得正确的判断。当然，要做到这一点，译者一般要比较熟悉所译的专业。

2.汉语表达

所谓表达，就是用适当的译文把已经理解的原文再现出来。一般说来，表达的好坏取决于译者对原文的理解程度、译者的逻辑思维能力和运用汉语的熟练程度。为了使译文准确通顺，在表达阶段一般要注意以下几个方面。

1）表达的规范性

科技语体讲究论证的逻辑性，要求语言规范。对于科技文章来说，更要求运用规范的汉语来表达。这需要译者不断提高汉语功底。

2）表达的逻辑性

表达和理解原文时一样，都要注意事理分析和逻辑判断。任何一位作者在著书立说时，都要运用概念、判断和推理这一思维形式，而人的思维要反映客观规律，必须符合逻辑，因此，表达思维的语言也要符合逻辑。

3）表达的主动权

英汉两种语言在句法结构、表意方式等方面存在着很大的差异。因此，为了得到准确而流畅的译文，译者就不能把自己局限在原文的语言形式中，过于迁就原文的句子结构和排列次序，以致译文文字拖泥带水，词句颠倒或支离破碎。相反，出于汉语表达的需要，译者可以、甚至必须跳出原文的框框，对原文的句子成分、结构形式进行必要的调整，从容自如地按照汉语的特点和习惯组织自己的译文。

4）锤炼词语

这一点主要包括3个方面：[1]惜墨如金，简洁利落，准确到位，不啰嗦；[2]字斟句酌，使译文流畅晓白、生动耐读；[3]对某些词的译法不落俗套，匠心独用，甚至可以另辟蹊径。

5）标点符号的处理

虽然现代英语和汉语在标点符号的使用上大多相同或接近，但是在有些标点的使用习惯上，两种语言还是有不少差别，其中最主要的是逗号、分号和破折号。因此在表达时应注意按照汉语标点的使用习惯，对原文的某些标点进行必要的转换，以免引起读者理解上的困难或造成文字内容上的错误。

（1）逗号

英语中逗号的使用范围远远大于汉语，其具有汉语的顿号（英语中没有顿号）、逗号和其他一些标点符号的多种功能，因此在表达时，常需将逗号转换为合适的其他标点符号，或将原逗号取消。

（2）分号

英语分号的使用范围较汉语广，也不一定像汉语那样用于连接并列成分。翻译表达时，要根据情况照搬或转换成其他符号。

（3）破折号/省略号

英语和汉语的破折号都是“——”，但英语的破折号较短，只及汉语的一半。英语的省略号是“……”，但汉语的省略号有六个点，即“……”。这两个符号的使用习惯在英语和汉语中大同小异，表达时有时可照搬，有时需转换成汉语的其他符号。

总之，标点符号看起来是小事，但也必须认真对待。标点符号的适当运用，可以提高译文的可读性，使读者更易于理解；反之，会使译文读起来别扭，甚至产生歧义。


6.6　Additional Reading

E-Commerce

Unless you have been living under a rock for the last two years, you have heard about e-commerce！And you have heard about it from several different angles.For example：

·You have heard about all of the companies that offer e-commerce because you have been bombarded by their TV and radio ads.

·You have read all of the news stories about the shift to e-commerce and the hype that has developed around e-commerce companies.

·You have seen the huge valuations that web companies get in the stock market, even when they don’t make a profit.

·And you may have actually purchased something on the web, so you have direct personal experience with e-commerce.

Still, you may feel like you don't understand e-commerce at all.What is all the hype about？Why the huge valuations？And most importantly, is there a way for you to participate？If you have an e-commerce idea, how might you get started implementing it？If you have had questions like these, then this article will help out by exposing you to the entire e-commerce space.Let’s have a look！

1.Commerce

Before we get into a complete discussion of e-commerce, it is helpful to have a good mental＆nbsp；image of plain old commerce first.If you understand commerce, then e-commerce is an easy extension.

Merriam-Webster’s Collegiate Dictionary defines commerce as follows：

com. merce n[MF, fr.L commercium, fr.com-+merc-，merx merchandise]（1537）1：social intercourse：interchange of ideas, opinions, or sentiments 2：the exchange or buying and selling of commodities on a large scale involving transportation from place to place 3：sexual intercourse.

We tend to be interested in the second definition, but that third one is interesting and unexpected—maybe that's what all of the hype is about！

So commerce is, quite simply, the exchange of goods and services, usually for money. We see commerce all around us in millions of different forms.When you buy something at a grocery store or at Wal-mart you are participating in commerce.In the same way, if you cart half of your possessions onto your front lawn for a yard sale, you are participating in commerce from a different angle.If you go to work each day for a company that produces a product, that is yet another link in the chain of commerce.When you think about commerce in these different ways, you instinctively recognize several different roles.

·Buyers—these are people with money who want to purchase a good or service.

·Sellers—these are the people who offer goods and services to buyers.Sellers are generally recognized in two different forms：retailers who sell directly to consumers and wholesalers or distributors who sell to retailers and other businesses.

·Producers—these are the people who create the products and services that sellers offer to buyers.A producer is always, by necessity, a seller as well.The producer sells the products produced to wholesalers, retailers or directly to the consumer.

You can see that at this high level, commerce is fairly a simple concept！Whether it is something as simple as a person making and selling popcorn on a street corner or as complex as a contractor delivering a space shuttle to NASA, all of commerce at its simplest level relies on buyers, sellers and producers.

2.The Elements of Commerce

When you get down to the actual elements of commerce and commercial transactions, things get slightly more complicated because you have to deal with the details. However, these details boil down to a finite number of steps.The following list highlights all of the elements of a typical commerce activity.In this case, the activity is the sale of some product by a retailer to a customer.

·If you would like to sell something to a customer, at the very core of the matter is the something itself.You must have a product or service to offer.The product can be anything from ball bearings to back rubs.You may get your products directly from a producer, or you might go through a distributor to get them, or you may produce the products yourself.

·You must also have a place from which to sell your products.Place can sometimes be very ephemeral—for example a phone number might be the place.If you are a customer in need of a back rub, if you call“Judy’s Backrubs, Inc.”on the telephone to order a back rub, and if Judy shows up at your office to give you a backrub, then the phone number is the place where you purchased this service.For most physical products we tend to think of the place as a store or shop of some sort.But if you think about it a bit more you realize that the place for any traditional mail order company is the combination of an ad or a catalog and a phone number or a mail box.

·You need to figure out a way to get people to come to your place.This process is known as marketing.If no one knows that your place exists, you will never sell anything.Locating your place in a busy shopping center is one way to get traffic.Sending out a mail order catalog is another.There is also advertising, word of mouth and even the guy in a chicken suit who stands by the road waving at passing cars！

·You need a way to accept orders.At Wal-mart this is handled by the check out line.In a mail order company the orders come in by mail or phone and are processed by employees of the company.

·You also need a way to accept money.If you are at Wal-mart you know that you can use cash, check or credit cards to pay for products.Business-to-business transactions often use purchase orders.Many businesses do not require you to pay for the product or service at the time of delivery, and some products and services are delivered continuously（water, power, phone and pagers are like this）.That gets into the whole area of billing and collections.

·You need a way to deliver the product or service, often known as fulfillment.At a store like Wal-mart fulfillment is automatic.The customer picks up the item of desire, pays for it and walks out the door.In mail-order businesses the item is packaged and mailed.Large items must be loaded onto trucks or trains and shipped.

·Sometimes customers do not like what they buy, so you need a way to accept returns.You may or may not charge certain fees for returns, and you may or may not require the customer to get authorization before returning anything.

·Sometimes a product breaks, so you need a way to honor warranty claims.For retailers this part of the transaction is often handled by the producer.

·Many products today are so complicated that they require customer service and technical support departments to help customers use them.Computers are a good example of this sort of product.On-going products like cell phone service may also require on-going customer service because customers want to change the service they receive over time.Traditional items（for example, a head of lettuce），generally require less support than modern electronic items.

You find all of these elements in any traditional mail order company. Whether the company is selling books, consumer products, information in the form of reports and papers, or services, all＆nbsp；of these elements come into play.

In an e-commerce sales channel you find all of these elements as well, but they change slightly.You must have the following elements to conduct e-commerce.

·A product.

·A place to sell the product—in the e-commerce case a web site displays the products in some way and acts as the place.

·A way to get people to come to your web site.

·A way to accept orders—normally an on-line form of some sort.

·A way to accept money—normally a merchant account handling credit card payments.This piece requires a secure ordering page and a connection to a bank.Or you may use more traditional billing techniques either on-line or through the mail.

·A fulfillment facility to ship products to customers（often outsource-able）.In the case of software and information, however, fulfillment can occur over the Web through a file download mechanism.

·A way to accept returns.

·A way to handle warrantee claims if necessary.

·A way to provide customer service（often through e-mail, on-line forms, on-line knowledge bases and FAQs, etc.）.

In addition, there is often a strong desire to integrate other business functions or practices into the e-commerce offering.An extremely simple example—you might want to be able to show the customer the exact status of an order.

Vel relies on buyers, sellers and producers.

3.Why the Hype？

There is a huge amount of hype that surrounds e-commerce.Given the similarities with mail order commerce, you may be wondering why the hype is so common.For example：

·On the retail side alone, Forrester projects＄17 billion in sales to consumers over the Internet by the year 2001.Some segments are really starting to take off.

·Worldwide business access to the Web is expected to grow at an even faster rate than the US market—from 1.3 million in 1996 to 8 million by 2001.

·Home continues to be the most popular access location, with nearly 70%of users accessing from their homes……almost 60%shop online.The most popular activities include finding information about a product’s price or features, checking on product selection and determining where to purchase a product.

·In general, the more difficult and time-consuming a purchase category is, the more likely consumers will prefer to use the internet versus standard physical means.

This sort of hype applies to a wide range of products. According to e-Marketer the biggest product categories include：

·Computer products（hardware, software, accessories）

·Books

·Music

·Financial Services

·Entertainment

·Home Electronics

·Apparel

·Gifts and flowers

·Travel services

·Toys

·Tickets

·Information

4.The Dell Example

But this doesn't explain the frantic rush by companies, both large and small, to get to the web. Nor does it justify a small business making a big expenditure on an e-commerce facility.What is driving this sort of frenzy？To understand it a bit, let’s take a look at one of the most successful e-commerce companies：Dell.

Dell is a straightforward company that, like Gateway 2000，Micron and a host of others, sells custom-configured PCs to consumers and businesses.Dell started as a mail-order company that advertised in the back of magazines and sold their computers over the phone.Dell’s e-commerce presence is widely publicized these days because Dell is able to sell so much merchandise over the web.According to this page from IDG, Dell currently sells something like＄14，000，000 in equipment every day.25%of Dell’s sales is over the web.

Does this matter？Dell has been selling computers by mail over the phone for more than a decade. Mail order sales is a standard way of doing things that has been around for over a century（Sears, after all, was a mail order company originally）.So if 25%of Dell's sales move over to the web instead of using the telephone, is that a big deal？The answer could be YES for three reasons.

·If Dell were to lose 25%of its phone sales to achieve its 25%of sales over the web, then it is not clear that e-commerce has any advantage.Dell would be selling no more computers.But what if the sales conducted over the web cost the company less（for example, because the company does not have to hire someone to answer the phone）？Or what if people purchasing over the web tend to purchase more accessories？If the transaction cost on the web is lower, or if the presentation of merchandise on the web is more inviting and encourages larger transactions, then moving to the web is productive for Dell.

·What if, in the process of selling merchandise over the Web, Dell lost no sales through its traditional phone channel？That is, what if there just happens to be a percentage of the population that prefer to buy things over the Web（perhaps because there is more time to＆nbsp；think, or because you can try lots of different options to see what happens to the final price, or because you can compare multiple vendors easily, or whatever）.In building its web site to attract these buyers, Dell may be able to lure away customers from other vendors who do not offer such a service.This gives Dell a competitive advantage that lets it increase its market share.

·There is also a widely held belief that once a customer starts working with a vendor, it is much easier to keep that customer than it is to bring in new customers.So if you can build brand loyalty for a web site early, it gives you an advantage over other vendors who try to enter the market later.Dell implemented its Web site very early, and that presumably gives it an advantage over the competition.

These three trends are the main drivers behind the e-commerce buzz.There are other factors as well.

5.The Lure of E-commerce

The following list summarizes what might be called the“lure of e-commerce”.

·Lower transaction costs—If an e-commerce site is implemented well, the web can significantly lower both order-taking costs up front and customer service costs after the sale by automating processes.

·Larger purchases per transaction—Amazon offers a feature that no normal store offers.When you read the description of a book, you also can see“what other people who ordered this book also purchased”.That is, you can see the related books that people are actually buying.Because of features like these it is common for people to buy more books that they might buy at a normal bookstore.

·Integration into the business cycle—A Web site that is well-integrated into the business cycle can offer customers more information than previously available.For example, if Dell tracks each computer through the manufacturing and shipping process, customers can see exactly where their order is at any time.This is what FedEx did when they introduced on-line package tracking—FedEx made far more information available to the customer.

·People can shop in different ways.Traditional mail order companies introduced the concept of shopping from home in your pajamas, and e-commerce offers this same luxury.New features that web sites offer include：

■The ability to build an order over several days

■The ability to configure products and see actual prices

■The ability to easily build complicated custom orders

■The ability to compare prices between multiple vendors easily

■The ability to search large catalogs easily

·Larger catalogs—A company can build a catalog on the web that would never fit in an ordinary mailbox.For example, Amazon sells 3，000，000 books.Imagine trying to fit all of the information available in Amazon’s database into a paper catalog！

·Improved customer interactions—With automated tools it is possible to interact with a customer in richer ways at virtually no cost.For example, the customer might get an email when the order is confirmed, when the order is shipped and after the order arrives.A happy customer is more likely to purchase something else from the company.

It is these sorts of advantages that create the buzz that surrounds e-commerce right now.

There is one final point for e-commerce that needs to be made.E-commerce allows people to create completely new business models.In a mail order company there is a high cost to printing and mailing catalogs that often end up in the trash.There is also a high cost in staffing the order-taking department that answers the phone.In e-commerce both the catalog distribution cost and the order taking cost fall toward zero.That means that it may be possible to offer products at a lower price, or to offer products that could not be offered before because of the change in cost dynamics.

However, it is important to point out that the impact of e-commerce only goes so far.Mail order sales channels offer many of these same advantages, but that does not stop your town from having a mall.The mall has social and entertainment aspects that attract people, and at the mall you can touch the product and take delivery instantly.E-commerce cannot offer any of these features.The mall is not going to go away anytime soon……

6.Easy and Hard Aspects of E-commerce

The things that are hard about e-commerce include：

·Getting traffic to come to your web site

·Getting traffic to return to your web site a second time

·Differentiating yourself from the competition

·Getting people to buy something from your web site.Having people look at your site is one thing.Getting them to actually type in their credit card numbers is another；

·Integrating an e-commerce web site with existing business data（if applicable）.

There are so many web sites, and it is so easy to create a new e-commerce web site, that getting people to look at yours is the biggest problem.

The things that are easy about e-commerce, especially for small businesses and individuals, include：

·Creating the web site

·Taking the orders

·Accepting payment

There are innumerable companies that will help you build and put up your electronic store.


Chapter 7　Application Software


 7.1　Text

1.What is Software？

Let's start with a definition. A program is a series of instructions that guides a computer through a process.Each instruction tells the machine to perform one of its basic functions：add, subtract, multiply, divide, compare copy, request input, or request output.We learned that the processor fetches and executes a single instruction during each machine cycle.A typical instruction contains an operation code that specifies the locations or registers holding the data to be manipulated.

For example, the instruction

ADD3，4

tells a hypothetical computer to add registers 3 and 4.

Because a computer's instruction set is so limited, even simple logical operations call for several instructions. For example, imagine two data values stored in main memory.To add them on many computers, both values are first loaded（of copied）into registers, the registers are added, and then the answer is stored（or copied）back into main memory.That's four instructions：LOAD, LOAD, ADD, and STORE.If four instructions are needed to add two numbers, imagine the number of instructions in a complete program.A computer is controlled by a program stored in its own main memory.Because main memory stores bits, the program must exist in binary form.If programmers had to write in machine language, there would be very few programmers.

2.Programming Languages

1）Assemblers

An option is writing instructions in an assembler language. The programmer writes one mnemonic（memory-aiding）instruction for each machine-level instruction.AR（for add registers）is much easier to remember than the equivalent binary operation code：00011010.L（for load）is much easier to remember than 01011000.The operands use labels, such as A, B，and C, instead of numbers to represent main memory addresses, and that simplifies the code, too.

Unfortunately, there are no computers that can directly execute assembler language instructions. Writing mnemonic codes may simplify the programmer's job, but computers are still binary machines and require binary instructions.Thus, translation is necessary.An assembler program reads a programmer's source code, translates the source statements to binary, and produces an object module.Because the object module is a machine level version of the programmer's code, it can be loaded into memory and executed.

An assembler language programmer writes one mnemonic instruction for each machine-level instruction.Because of the one-to-one relationship between the language and the machine, assemblers are machine dependent, and a program written for one type of computer won’t run on another.On a given machine, assembler language generates the most efficient programs possibly, and thus is often used to write operating systems and other system software.

However, when it comes to application programs, machine dependency is a high price to pay for efficiency, so application programs are rarely written in assembler.

2）Compilers and interpreters

A computer needs four machine-level instructions to add two numbers, because that’s the way a computer works.Human beings shouldn’t have to think like computers.Why not simply allow the programmer to indicate addition and assume the other instructions？For example, one way to view addition is as an algebraic expression：

C=A+B

Why not allow a programmer to write statements in a form similar to algebraic expressions, read those source statements into a program, and let the program generate the necessary machine-level code.That’s exactly what happens with a compiler.

Many compiler languages, including FORTRAN, BASIC, Pascal, PL/1，and ALGOL, are algebraically based. The most popular business-oriented language, COBOL, calls fir statements that resemble brief English-language sentences.Note, however, that no matter what language is used, the objective is the same.The programmer writes source code.An assembler program accepts mnemonic source code and generates a machine-level object module.A FORTRAN compiler accepts FORTRAN source code and generates a machine-level object module.A COBOL compiler accepts COBOL source code and generates a machine-level object module.

What's the difference between an assembler and compiler？With an assembler, each source statement is converted to a single machine-level instruction.With a compiler, a given source statement may be converted to any number of machine-level instructions.An option is using an interpreter.An assembler or a compiler reads a complete source program and generates a compete object module.An interpreter, on the other hand, works with one source statement at a time, reading it, translating it to machine-level, executing the resulting binary instructions, and then moving on to the next source statement.Both compilers and interpreters generate machine-level instructions, but the process is different.

Each language has its own syntax, punctuation, and spelling rules；for example, a Pascal source program is meaningless to a COBOL compiler or a BASIC interpreter. They all support writing programs, however.No matter what language is used, the programmer's objective is the same：defining a series of steps to guide the computer through some process.

3）Nonprocedural Languages

With traditional assemblers, compilers, and interpreters, the programmer defines a procedure telling the computer exactly how to solve a problem.

However, with a modern, nonprocedural language（sometimes called a 4th-generation or declarative language），the programmer simply defines the logical structure of the problem and lets the language translator figure out how to solve it.Examples of commercially available nonprocedural languages include Prolog, Focus, Lotus 1-2-3，and many others.They are becoming increasingly popular.

3.Libraries

Picture a programmer writing a large program. As source statements are typed, they are manipulated by an editor program and stored on disk.Because large programs are rarely written in a single session, the programmer will eventually stop working and remove the disk from the drive.Later, when work resumes, the disk is reinserted, and new source statements are added to the old ones.That same disk might hold other source programs and even routines written by other programmers, It's a good example of a source statement library.

Eventually, the source program is completed and compiled. The resulting object module might be loaded directly into main memory, but more often, it is stored on an object module library.Because object modules are binary, machine-level routines, there is no inherent difference between one produced by an assembler and one produced by a FORTRAN compiler（or any other compiler for that matter）.Thus, object modules generated by different source languages can be stored on the same library.

Some object modules can be loaded onto memory and executed. Others however, include references to subroutines that are not part of the object module.For example, imagine a program that allows a computer to simulate a game of cards.If, some time ago, another programmer wrote an excellent subroutine to deal cards, it would make sense to reuse that logic.Picture the new program after it is has been written, compiled, and stored on the object module library.The subroutine that deals cards is stored on the same library.Before the program is loaded, the two routines must be combined to form a load module.An object module is a machine-language translation of a source module, and may include references to other subroutines.A load module is a complete, ready to execute program with all subroutines in place.Combining object modules to form a load module is the job of the linkage editor or loader.

Video games, spreadsheet programs, word processors, database programs, accounting routines, and other commercial software packages are generally purchased on disk in load moduleform. Given a choice between source code, object modules, and load modules, most people would find the load module easier to use simply because the computer can execute it without translation.Load modules are difficult to change, however.If a programmer plans to modify or customize a software package, the source code is essential.

4.The Program Development Process

How does a programmer go about modifying a software package？More generally, how does a professional programmer go about the task of writing an original program？Programming is not quite a science；there is a touch of art involved. Thus it is not surprising that different programmers work in different ways.Most, however, begin by carefully defining the problem, and then planning their solution in detail before writing the code.Let's briefly investigate the program development process.

1）Problem Definition

The first step is defining the problem. That seems like common sense, but all too often, programs are written without a clear idea of why they are needed.A solution, even a great solution, to the wrong problem is useless.

Programs are written because people need information；thus, the programmer begins by identifying the desired information. Next, the algorithms, or rules, for generating that information are specified.Given the desired information（output）and the algorithms, the necessary input data can be defined.The result is a clear problem definition that gives the programmer a good idea of what the program must accomplish.

Incidentally, programs are usually defined in the context of a system.

2）Planning

The algorithms define what must be done；the next task is deciding how to do it. The objective is to state a problem solution in terms the computer can understand.A computer can perform arithmetic, compare, copy, and request input or output；thus, the programmer is limited to these basic operations.A good starting point is solving a small version of the problem；by actually solving the algorithm, even on a limited scale, the programmer can gain a good sense of the steps required to program it.

Programmers use a number of tools to help convert a problem solution to computer terms. For example, flowcharts“draft”the logic before converting it to source code.More complex programs are often written by two or more programmers, or involve a great deal of logic.Such programs are typically broken down into smaller, single-function modules that can be independently coded.A good programmer plans the contents of each module and carefully defines the relationships between the modules before starting to write the source code.Just as a contractor prepares detailed blueprints before starting to build a house, a programmer develops a detailed program plan before starting to write code.

3）Writing the Program

During implementation, the programmer translates the problem solution into a series of source＆nbsp；statements written in some programming language. While each programming language has its own syntax, punctuation, and spelling rules, and learning a new language takes time, writing instructions is basically a mechanical task.The real secret to programming isn't simply coding instructions；and is knowing what instruction to code next.That requires logic.Fortunately, knowing how to program is not a prerequisite for using a computer.

4）Debug and Documentation

Once the program is coded, the programmer must debug it. Often, the first step is correcting mechanical errors such as incorrect punctuation or spelling；the compiler or interpreter usually spots them.Much more difficult is finding and correcting logical errors, or bugs.That result from coding the wrong instruction.Valid instructions are not enough；they must be the right instructions in the right order.Once again, careful planning is the key；good planning simplifies program debug.

Program documentation consists of diagrams, comments, and other descriptive materials that explain or clarify the code. Documentation is invaluable during program debug, and essential for efficient program maintenance.Most useful are comments that appear in a program listing and explain the logic.

5）Maintenance

Once a program is completed, maintenance begins. Since it is impossible to test many large programs exhaustively, bugs can slip through the debug stage, only to show up months and even years later.Fixing such bugs is an important maintenance task.More significant is the need to update a program to keep it current；for example, because income tax rates change frequently, a payroll program must be constantly updated.The keys to maintenance are careful planning, good documentation, and good program design.

5.Writing your Own Programs

Playing an instrument is not essential to enjoying music. Likewise, knowing how to program is not a prerequisite to using a computer.Most computer users can't program.Still, just as a rudimentary knowledge of an instrument increases your appreciation for music knowing how to program can make you more effective computer user.Of course, it goes without saying that if you hope to earn your living as a computer professional, knowledge of programming is essential.Some people find programming easy.Others find it extremely difficult.The only key is practice.The only way to learn how to program is to program.


7.2　Notes

（1）Why not allow a programmer to write statements in a form similar to algebraic expressions, read those source statements into a program, and let the program generate the necessary machine-level code.That’s exactly what happens with a compiler.

译文：为什么不允许程序员用类似于代数表达式的形式去写句，然后将这些源代码读入程序中，让程序自己产生机器代码呢？肯定行。这就是编译器所要完成的。

（2）A good starting point is solving a small version of the problem；by actually solving the algorithm, even on a limited scale, the programmer can gain a good sense of the steps required to program it.

译文：一个良好的起点是先确定求解问题的一个小型方案，然后通过实际求解的算法甚至是在规模上有限的一个算法，使程序员能明确编程问题所需的步骤。

（3）For example, flowcharts can programmer can“draft”the logic before converting it to source code.

译文：例如，流程图就形象地表示了程序的逻辑结构。在把它转换成源码之前，程序员能够用伪码画出程序逻辑结构的草图。

（4）Of course, it goes without saying that if you hope to earn your living as a computer professional, a knowledge of programming is essential.

译文：如果你希望进入计算机行业，编程序的知识是基础，这就不用说了。


7.3　Keywords

1.Application　应用软件程序

2.Software　软件

3.Program　程序

4.Instruction　指令

5.Code　代码

6.Library　库

7.Module　模块

8.Bug　小虫，臭虫，程序缺陷


7.4　Exercises

1.Answer the questions

（1）What is library？

（2）How to develop a program？

2.Translation

Programs are written because people need information；thus, the programmer begins by identifying the desired information. Next, the algorithms, or rules, for generating that information are specified.Given the desired information（output）and the algorithms, the necessary input data can be defined.The result is a clear problem definition that gives the programmer a good idea of what the program must accomplish.


7.5　Related Topics

词义的选择

在科技英语实际翻译过程中，最先碰到的、同时也是最大量的工作，是从汉语中确定并选择适当的译词，来表达原作中的词义。一般来说，词义理解和选择，要结合上下文和语言环境，有时还要凭借事理和逻辑关系，甚至还要考虑原作者的思维顺序。在对词义的理解和选择上，应特别注意一些最基本的常用词和一些“其貌不扬”的小词，译者在翻译过程中应对这类词汇多加注意，一定不能先入为主，只用自己熟悉的词义，而不追究它在句中的真正含义，以致“差之毫厘，谬以千里”。

下面将从几个具体方面加以分析。

1.根据词类选择词义

英语中词的兼类现象比较普遍，而且有不少词在兼类时其意义发生变化。因此要正确理解和选择词义，首先就要确定词在句中的词类，然后选择适当的词义。所有的词在句中都作为一定的成分起作用，词类不同，成分也不同，词义也往往不同。在某些句子中，同一个词会重复出现数次，此时更应仔细辨别其词类，以选用不同的译词加以表达。

特别提醒：英语的好多词在兼类时形态无区别，因此要判断一个词的词类，主要依靠分析该词的句法功能、位置和前后搭配。

2.根据专业内容选择词义

近代科学技术各学科专业之间相互渗透、影响、联系，使得在科技文章中产生了词义变通和交叉使用的现象，尤以科技英语中大量使用的半技术词为典型。因此在理解和选择词义时，必须顾及词所在文章涉及的学科和专业。所谓半技术词是指既是普通词汇、又是各专业通用词汇的一类词，这种词在科技英语中俯拾皆是。选择这类词的词义一定要格外小心，在确定了专业内容之后，再查阅有关的专业词典，慎重处理。

3.根据搭配习惯选择词义

英汉两种语言各有一套自身的搭配规律和习惯，一个词单独存在和与其他词搭配时的意思不一定是相同的，英语中约定俗成的搭配关系在汉语里不一定同样成立。因此在翻译过程中，选择词义时必须根据汉语的搭配习惯来处理英语句子中的某些搭配，万万不可生搬硬套以致词不达意。一般说来，这些搭配主要表现在形容词和名词、动词和名词、动词和副词，以及英语特有的动词和介词或副词的搭配上。

4.根据事理和语言环境灵活选择词义

在不同的语言环境中，一个词可以有不同的含义。在某些特殊情况下，一个词在词典中的各种释义用到译文里都不合适，勉强译出也是词不达意，这时就需要译者巧妙地发现词的含义与上下文之间的内在、逻辑上的联系，根据该词所处的语言环境，从事理分析入手，从词的基本含义出发，认真思考，最终选择出词典上可能查不到、但适合译文的恰当词义来。

总之，翻译时不可死抠词典中的释义，而要体会作者使用某个词时的真正意图，活用词义，从而准确地反映出原文的精神实质。

另外，这种根据事理和上下文灵活选择词义的方法，不仅见于实词，虚词也不例外。

5.根据名词的单复数选择词义

英语中有一些名词的单数和复数形式表示不同的意义。有些名词的复数形式除具有单数的词义外，还具有新的词义。利用这一点也可以选择正确的词义。

6.近义词和替代词的词义选择

英语单词有很强的借代能力，英语文章中经常采用借代手法。科技文章中，同一个事物或概念可以用不同的词汇来表达，这些词汇原来的词义可能会相关联或相近似，也可能不相关。作者为了使文章显得更生动，经常在下文里用一些近义词或替代词来指代上文曾提到过的事物或概念。因此在翻译科技英语文章的过程中，译者必须特别注意到其中大量存在的异形近义和异形异义的词说明同一事物的情况，注意选择适当的词义。

遇到这种情况，译者一定要仔细分析上下文，对表示同一事物的近义词或替代词，一定要选择统一词义，采用统一的译法。具体说来，就是首先准确确定最先出现的表示某事物的词的词义，而下文出现的指代同一事物的词的词义，不再另选，一律以上文已经确定的词义译出。

7.注意固定搭配，切忌望文生义

在科技英语中，存在着大量的、约定俗成的固定搭配形式。理解和选择这类搭配的意义时，一定要将其作为一个整体来看待，不可割裂开来。此类固定搭配主要靠译者在词典中查得，或者在实践中积累而得。

遇到这种情况，应仔细弄清词与词之间的关系，如有搭配关系，就应以整个搭配形式选择适当的译文。

[提示]翻译离不开词典，起码要借助于词典，译者在翻译过程中常常要借助于词典，但也要注意万万不可拘泥于词典上的释义，最重要的是联系上下文，勤于思考，灵活运用，不仅使译文正确通顺，还要使其生动易懂。


7.6　Additional Reading

Computer software

Computer software（or simply software）is essentially a computer program encoded in such a fashion that the program（the instruction set）contents can be changed with minimal effort. Computer software can have various functions such as controlling hardware, performing computations, communication with other software, human interaction, etc；all of which are prescribed in the program.

The term“software”was first used in this sense by John W. Tukey in 1957；computer science and software engineering, computer software is all information processed by computer system, programs and data.

1.Relationship to hardware

Computer software is so called in contrast to computer hardware, which is the physical substrate which stores and executes（or“runs”）the software.

Software has historically been considered an intermediary between electronic hardware and data, which the hardware processes in some manner, according to instructions defined by the software. More specifically it has been considered to be a conceptual interface composed of a binary representation of electronics-readable code or logic.The purpose of software is to cause a task, process, or computation to be performed.A task can include the retrieval, storage, or display of information, or the transformation of data from one form to another.

As computational science becomes increasingly complex, the distinction between software and data becomes less precise. Data has generally been considered to be either the output of or input for software（n.b.that“data”is not the only possible output or input；for example, configuration information can also be considered input, though not necessarily considered to be data）.The output of a particular piece of software may be the input for another piece of software.Therefore, software may be considered to be an interface between hardware, data, or software.

It is generally accepted that software interfaces with electronic devices, or electronics. The terms electronics recently can be defined to include devices which have biological components or biological interfaces.Instructions processed by an electronic device which cause a muscle to contract, for example, may be considered software.The instruction from the electronic device to the muscle may also be considered software because it is the output, a task, of electronics readable code or logic.

2.System and application software

Practical computer systems divide software into two major classes：system software and application software, although the distinction is somewhat arbitrary, and often blurred.

·System software helps run the computer hardware and computer system.It includes operating systems, device drivers, programming tools, servers, windowing systems, utilities and more.

·Application software allows a user to accomplish one or more specific tasks.Typical applications include office suites, business software, educational software, databases and computer games.Most application software has a graphical user interface（GUI）.

Software libraries, which are software components which are used by stand-alone programs, but which cannot be executed on their own, can be considered either system or application software, or neither.

3.Users see three layers of software

Users often see things differently than programmers. People who use modern general purposecomputers（as opposed to embedded systems）usually see three layers of software performing a variety of tasks：platform, application, and user software.

1）Platform software

Platform includes the basic input-output system（often described as firmware rather than software），device drivers, an operating system, and typically a graphical user interface which, in total, allow a user to interact with the computer and its peripherals（associated equipment）.Platform software often comes bundled with the computer, and users may not realize that it exists or that they have a choice to use different platform software.

2）Application software

Applications are what most people think of when they think of software. Typical examples include office suites and video games.Application software is often purchased separately from computer hardware.Sometimes applications are bundled with the computer, but that does not change the fact that they run as independent applications.Applications are almost always independent programs from the operating system, though they are often tailored for specific platforms.Most users think of compilers, databases, and other“system software”as applications.

3）User-written software

User software tailors systems to meet the users'specific needs. User software include spreadsheet templates, word processor macros, scientific simulations, graphics and animation scripts.Even email filters are a kind of user software.Users create this software themselves and often overlook how important it is.

4.Software creation

Software is created with programming languages and related utilities, which may come in several of the above forms：single programs like script interpreters, packages containing a compiler, linker, and other tools；and large suites（often called Integrated Development Environments）that include editors, debuggers, and other tools for multiple languages.

5.Software in operation

Computer software has to be“loaded”into the computer's storage（also known as memory and RAM）.

Once the software is loaded, the computer is able to operate the software. Computers operate by executing the computer program.This involves passing instructions from the application software, through the system software, to the hardware which ultimately receives the instruction as machine code.Each instruction causes the computer to carry out an operation—moving data, carrying out a computation, or altering the flow of instructions.

Kinds of software by operation：computer program as executable, source code or script, configuration.

6.Software reliability

Software reliability considers the errors, faults, and failures related to the creation and＆nbsp；operation of software.

7.Software patents

The issue of software patents is very controversial, since while patents protect the ideas of“inventors”，they are widely believed to hinder software development.

8.System software

System software is a generic term referring to any computer software whose purpose is to help run the computer system. Most of it is responsible directly for controlling, integrating, and managing the individual hardware components of a computer system.

System software is opposed to application software that helps solve users'problems directly.

System software performs tasks like transferring data from memory to disk, or rendering text onto a display. Specific kinds of system software include loading programs, operating systems, device drivers, programming tools, compilers, assemblers, linkers, and utilities.

Software libraries that perform generic functions also tend to be regarded as system software, although the dividing line is fuzzy；while a C runtime library is generally agreed to be part of the system, an OpenGL or database library is less obviously so.

System software can be stored on non-volatile storage on integrated circuits that is usually termed firmware.


Chapter 8　Compiler


 8.1　Text

1.Introduction to Compiler

A compiler is a computer program that translates a computer program written in one computer language（called the source language）into an equivalent program written in another computer language（called the output or the target language）.

2.Introduction and history

Most compilers translate source code written in a high level language to object code or machine language that may be directly executed by a computer or a virtual machine. However, translation from a low level language to a high level one is also possible；this is normally known as a decompiler if it is reconstructing a high level language program which（could have）generated the low level language program.Compilers also exist which translate from one high level language to another（cross compilers），or sometimes to an intermediate language that still needs further processing；these are sometimes known as cascades.

Typical compilers output so-called objects that basically contain machine code augmented by information about the name and location of entry points and external calls（to functions not contained in the object）.A set of object files, which need not have all come from a single compiler provided that the compilers used share a common output format, may then be linked together to create the final executable which can be run directly by a user.

Several experimental compilers were developed in the 1950s, but the FORTRAN team led by John Backus at IBM is generally credited as having introduced the first complete compiler, in 1957. COBOL was an early language to be compiled on multiple architectures, in 1960.The idea of compilation quickly caught on, and most of the principles of compiler design were developed during the 1960s.

A compiler itself is a computer program written in some implementation language. Early compilers were written in assembly language.The first self-hosting compiler—capable of＆nbsp；compiling its own source code in a high-level language—was created for Lisp by Hart and Levin at MIT in 1962.The use of high-level languages for writing compilers gained added impetus in the early 1970s when Pascal and C compilers were written in their own languages.Building a self-hosting compiler is a bootstrapping problem—the first such compiler for a language must be compiled either by a compiler written in a different language, or（as in Hart and Levin’s Lisp compiler）compiled by running the compiler in an interpreter.

During the 1990s a large number of free compilers and compiler development tools were developed for all kinds of languages, both as part of the GNU project and other open-source initiatives.Some of them are considered to be of high quality and their free source code makes a nice read for anyone interested in modern compiler concepts.

3.Types of compilers

A compiler may produce code intended to run on the same type of computer and operating system（“platform”）as the compiler itself runs on. This is sometimes called a native-code compiler.Alternatively, it might produce code designed to run on a different platform.This is known as a cross compiler.Cross compilers are very useful when bringing up a new hardware platform for the first time.A“source to source compiler”is a type of compiler that takes a high level language as its input and outputs a high level language.For example, an automatic parallelizing compiler will frequently take in a high level language program as an input and then transform the code and annotate it with parallel code annotations（e.g.OpenMP）or language constructs（e.g.Fortran’s DOALL statements）.

（1）One-pass compiler, like early compilers for Pascal—The compilation is done in one pass, hence it is very fast.

（2）Threaded code compiler（or interpreter），like most implementations of forth—This kind of compiler can be thought of as a database lookup program. It just replaces given strings in the source with given binary code.The level of this binary code can vary；in fact, some FORTH compilers can compile programs that don't even need an operating system.

（3）Incremental compiler, like many Lisp systems—Individual functions can be compiled in a run-time environment that also includes interpreted functions.Incremental compilation dates back to 1962 and the first Lisp compiler, and is still used in Common Lisp systems.

（4）Stage compiler that compiles to assembly language of a theoretical machine, like some Prolog implementations—This Prolog machine is also known as the Warren abstract machine（or WAM）. Byte-code compilers for Java, Python（and many more）are also a subtype of this.

（5）Just-in-time compiler, used by Smalltalk and Java systems—Applications are delivered in byte code, which is compiled to native machine code just prior to execution.

（6）A retargetable compiler is a compiler that can relatively easily be modified to generate code for different CPU architectures. The object code produced by these is frequently of lesser quality than that produced by a compiler developed specifically for a processor.Retargetable compilers are often also cross compilers.GCC is an example of a retargetable compiler.

（7）A parallelizing compiler converts a serial input program into a form suitable for efficient execution on a parallel computer architecture.

4.Compiled vs.interpreted languages

Many people divide higher-level programming languages into compiled languages and interpreted languages.However, there is rarely anything about a language that requires it to be compiled or interpreted.Compilers and interpreters are implementations of languages, not languages themselves.The categorization usually reflects the most popular or widespread implementations of a language—for instance, BASIC is thought of as an interpreted language, and C is a compiled one, despite the existence of BASIC compilers and C interpreters.There are exceptions, however；some language specifications assume the use of a compiler（as with C），or spell out that implementations must include a compilation facility（as with Common Lisp）.

5.Compiler design

In the past, compilers were divided into many passes to save space. A pass in this context is a run of the compiler through the source code of the program to be compiled, resulting in the building up of the internal data of the compiler（such as the evolving symbols table and other assisting data）.When each pass is finished, the compiler can free the internal data space needed during that pass.This“multipass”method of compiling was the common compiler technology at the time, but was also due to the small main memories of host computers relative to the source code and data.

Many modern compilers share a common‘two stage'design. The front end translates the source language into an intermediate representation.The second stage is the back end, which works with the internal representation to produce code in the output language.The front end and back end may operate as separate passes, or the front end may call the back end as a subroutine, passing it the intermediate representation.

This approach mitigates complexity separating the concerns of the front end, which typically revolve around language semantics, error checking, and the like, from the concerns of the back end, which concentrates on producing output that is both efficient and correct. It also has the advantage of allowing the use of a single back end for multiple source languages, and similarly allows the use of different back ends for different targets.

Often, optimizers and error checkers can be shared by both front ends and back ends if they are designed to operate on the intermediate language that a front-end passes to a back end.This can let many compilers（combinations of front and back ends）reuse the large amounts of work that often go into code analyzers and optimizers.

Certain languages, due to the design of the language and certain rules placed on the declaration of variables and other objects used, and the predeclaration of executable procedures prior to reference or use, are capable of being compiled in a single pass. The Pascal programming language is well known for this capability, and in fact many Pascal compilers are themselves＆nbsp；written in the Pascal language because of the rigid specification of the language and the capability to use a single pass to compile Pascal language programs.

6.Compiler front end

The compiler front end consists of multiple phases itself, each informed by formal language theory.

（1）Lexical analysis—Breaking the source code text into small pieces（‘tokens'or‘terminals'），each representing a single atomic unit of the language, for instance a keyword, identifier or symbol names. The token language is typically a regular language, so a finite state automaton constructed from a regular expression can be used to recognize it.This phase is also called lexing or scanning.

（2）Syntax analysis—Identifying syntactic structures of source code. It only focuses on the structure.In other words, it identifies the order of tokens and understand hierarchical structures in code.This phase is also called parsing.

（3）Semantic analysis is to recognize the meaning of program code and start to prepare for output. In that phase, type checking is done and most of compiler errors show up.

（4）Intermediate language generation—an equivalent to the original program is created in an intermediate language.

7.Compiler back end

While there are applications where only the compiler front end is necessary, such as static language verification tools, a real compiler hands the intermediate representation generated by the front end to the back end, which produces a functional equivalent program in the output language. This is done in multiple steps.

（1）Compiler Analysis—This is the process to gather program information from the intermediate representation of the input source files. Typical analysis are variable define-use and use-define chain, data dependence analysis, alias analysis etc.Accurate analysis is the base for any compiler optimizations.The call graph and control flow graph are usually also built during the analysis phase.

（2）Optimization—the intermediate language representation is transformed into functionally equivalent but faster（or smaller）forms. Popular optimizations are in-line expansion, dead code elimination, constant propagation, loop transformation, register allocation or even auto parallelization.

（3）Code generation—the transformed intermediate language is translated into the output language, usually the native machine language of the system. This involves resource and storage decisions, such as deciding which variables to fit into registers and memory and the selection and scheduling of appropriate machine instructions along with their associated addressing modes.

8.Notes

A pass has also been known as a parse in some textbooks. The idea is that the source code is parsed by gradual, iterative refinement to produce the completely translated object code at the end of the process.There is, however, some dispute over the general use of parse for all those phases（passes），since some of them, e.g.object code generation, are arguably not regarded to be parsing as such.


8.2　Notes

（1）However, translation from a low level language to a high level one is also possible；this is normally known as a decompiler if it is reconstructing a high level language program which（could have）generated the low level language program.

译文：然而，把一种低级程序语言翻译成高级的也是有可能的；我们通常所知的反编译器，可以重构那些产生低级语言程序的高级语言程序。

（2）A pass in this context is a run of the compiler through the source code of the program to be compiled, resulting in the building up of the internal data of the compiler（such as the evolving symbols table and other assisting data）.

译文：在这里，通道是指编译器的一次完整运行过程贯穿编译源代码被译并由此建立编译器的内部数据（就像扩展符表和其他的辅助数据）的整个过程。

（3）This approach mitigates complexity separating the concerns of the front end, which typically revolve around language semantics, error checking, and the like, from the concerns of the back end, which concentrates on producing output that is both efficient and correct.

译文：这种方法减轻了把处理语义、检测错误等前端工作和主要产生正确有效输出的后端工作分离开来的复杂性。

（4）Certain languages, due to the design of the language and certain rules placed on the declaration of variables and other objects used, and the predeclaration of executable procedures prior to reference or use, are capable of being compiled in a single pass.

译文：有些语言，由于其语言的设计及变量和对象的特定声明规则，还有可执行程序被提及或使用前的声明等方面的原因，能够单通道编译。


8.3　Keywords

1.Compiler　编译器，编译程序

2.Source　源

3.Target　目标

4.Executable　可执行程序，可执行的

5.Implementation　实现，实现版本

6.Host　主机，主人，主持人，东道主

7.platform　平台

8.native-code　本土代码，自然代码

9.parallel　并行

10.Incremental　增量的，增加的

11.Just-in-time　即时的

12.intermediate representation　中间表达

13.optimize　优化

14.front-end　前端

15.back end　后端


8.4　Exercises

1.Answer the questions

（1）What is the difference between compile and interprete？

（2）How many steps is there in the compiler back end？

2.Translation

Often, optimizers and error checkers can be shared by both front ends and back ends if they are designed to operate on the intermediate language that a front-end passes to a back end.This can let many compilers（combinations of front and back ends）reuse the large amounts of work that often go into code analyzers and optimizers.


8.5　Related Topics

翻译中的直译和意译

翻译的方法大致有两种：“直译”和“意译”。“直译”偏重于忠实原文内容，照顾原文字句，又符合原文的结构形式。“意译”则是在忠实原文内容的前提下，根据原文的大意来翻译，运用相应的翻译方法以调整原文结构，用规范的汉语加以表达。在科技翻译中，应根据具体表达上的需要，采用最得体的译法，恰如其分地运用直译和意译这两种不同的翻译方法。

1.一般情况下以直译为主

直译不但可以准确地传达原文的内容和精髓，还可以避免因意译不当而给读者造成的错觉和误解。同其他文体的翻译相比，科技翻译直译的可能性更大，这是因为科技英语作品中存在着为数众多的和汉语相近或类似的表达法，此时通过直译更易表达出原文的思想，且更准确无误。尽管直译法有时会使译文的文字稍显粗糙，但它牢牢坚持了科技翻译的首要标准——忠实。因此在一般情况下，只要能反映出原文的内容，又不违背汉语的表达习惯，就应尽量采用直译法。

以下是一些直译的例子。

[1]Complicated as a modern machine is, it is essentially a combination of simple machines.

译文：现代化的机器虽然很复杂，但基本上是由简单机械组合而成的。

[2]There exit complex computations in science and engineering which can only be made with the help of electronic computers.

译文：科学和工程上有一些复杂的计算，只有用电子计算机才能完成。

[3]After running through 16，000 possible designs, the computer picked out the plan for the plant that would produce the most chemicals at the lowest cost.

译文：计算机处理了一万六千份可能的设计以后，挑选出一个最优的工厂设计方案，使之以最低的成本生产出最多的化工产品。

[4]Under weightless conditions, astronauts are able to melt and mix materials without using containers.

译文：在失重状态下，宇航员不用容器也能融化和搅拌物质。

[5]One of the simplest color theories is based on three primary colors—red, yellow, and blue.

译文：最简单的色彩理论是以三种主要颜色为基础的，即红、黄、蓝三色。

[6]At the center of the cylinder is a sensor that splits light bounced from the document into three beams.Each beam is sent through a color filter into a photomultiplier tube where the light is changed into an electrical signal.

译文：在圆筒柱面的中心有一个传感器，用来将从文档折射回来的光过滤成三束光束。每束光被送进一个色彩过滤器内，再进入光电倍增管。在那里光将会被转换成电子信号。

2.需要时允许并提倡意译

在有些情况下，英汉两种语言的表达方式差别非常大甚至迥然不同，照顾了原文的字句和表达方式就难以准确、通顺地再现原文的思想内容，这时就应对原文表达方式进行适当变通和调整，采用意译的手法译出。

以下是一些意译的例子。

[1]Screen sizes are normally measured in inches from one corner to the corner diagonally across from it.

原译：屏幕尺寸通常都用一个角度到另一个角度的英寸数来衡量。

改译：屏幕大小通常以对角尺寸来衡量。

[2]The anti-aircraft missiles cannot make the difference between victory and defeat.

原译：防空导弹不能使战胜和战败有区别。

改译：防空导弹不能决定战争的胜负。

[3]This naval gun is characterized by its accuracy and rate of fire.

原译：这种舰炮的特点是它的精度和射速。

改译：这种舰炮的特点是精度好、射速高。

[4]The great thing about scanner technology today is that you can get exactly what you need.

原译：今天关于扫描仪的伟大之处在于你可以准确地得到你想要的东西。

改译：今天扫描技术的非常之处在于所需即所得。

[5]Sooner or later, though, this competition is bound to hit a wall.

原译：但是，总有一天，这样的竞争必然会撞到一堵墙。

改译：但是，总有一天，这样的竞争必然会走到尽头。

3.注意事项

直译要有限度，意译也要有分寸，在科技英语翻译中，要着重避免拘泥形式的死译和不着边际的乱译。

翻译不是简单的语言转换，一味的直译只是逐字翻译，并未透过原文的形式把握其精神实质，这样的死译大多佶屈聱牙、令人费解，不可能译出准确、通顺的作品。

另一方面，某些译者喜欢在未确切理解原文内容，把握原文的语言特点、语法结构的情况下，脱离原文自由发挥，越俎代庖，对原文内容进行任意的增删、篡改，其实这种所谓的“意译”只是译者凭主观臆断和想当然办事，内容上较之原文是离题万里、不着边际的，根本无法译出准确、通顺的作品。

以下是一些例子。

[1]A practical solution is built up from the basic geological data, rock strength information, ground water observations and a good measure of engineering common sense.These ingredients are blended in different proportions for each case and the only assistance available is a collection of tools and techniques which will help the engineer to collect the information quickly and efficiently and to process it in an orderly manner.

直译：实际解决方法是建立在基础地址数据、岩石强度资料、地下水观察结果和良好的工程技术经验基础上的。这些成分按不同的比例混合在每一种情况下，唯一可以得到的帮助是各种工具和技术的收集，这些将帮助工程师迅速有效地收集资料并有序地处理。

意译：实际解决方法是建立在基础地址数据、岩石强度资料、地下水观察结果和良好的工程技术经验基础上的。这些成分，谁主谁次，根据不同的情况而定。唯一可以得到的帮助是收集各种工具和技术来帮助工程师迅速有效地收集资料，并有条不紊地处理。

[2]The phosphors hold the light long enough that your eyes are tricked into thinking that all the lines are being drawn together.

原译：荧光粉保持光线足够长以致你的眼睛被骗：以为所有的线都是画在一起的。

改译：荧光物质的光感延续效应，使你的眼睛以为所有的图像都是同时画的。


8.6　Additional Reading

Assembly Language

An assembler is a computer program for translating assembly language—essentially, a mnemonic representation of machine language—into object code. A cross assembler producescode for one type of processor, but runs on another.

As well as translating assembly instruction mnemonics into opcodes, assemblers provide the ability to use symbolic names for memory locations（saving tedious calculations and manually updating addresses when a program is slightly modified），and macro facilities for performing textual substitution—typically used to encode common short sequences of instructions to run inline instead of in a subroutine.

Assemblers are far simpler to write than compilers for high-level languages, and have been available since the 1950s.Modern assemblers, especially for RISC based architectures, such as MIPS, Sun SPARC and HP PA-RISC, optimize instruction scheduling to exploit the CPU pipeline efficiently.

High-level assemblers provide high-level-language abstractions such as advanced control structures, high-level procedure/function declarations and invocations, and high-level abstract data types including structures/records, unions, classes, and sets.

1.Assemblers

Hundreds of assemblers have been written；some notable examples are：

·ASEM-51—for Intel MCS-51 microcontrollers family

·A56—for Motorola DSP56000 DSPs（DSP56k series）

·AKI（AvtoKod Ingenera, or“engineer’s autocode”）—for Minsk family of computers was a half-step away from assembly languages

·ASCENT（ASsembler for CENTral Processor Unit）—for Control Data Corporation computer systems pre-COMPASS

·ASPER（ASsembler for PERipheral Processor Units）—for Control Data Corporation computer systems pre-COMPASS

·C--—name used by a few languages that bring C language closer to Assembly

·COMPASS（COMPrehensive ASSembler）—macro assembler for Control Data Corporation 3000 series minicomputers，6400/6500/6600，7600 and Cyber series supercomputers

·Emu8086—x86 assembler and Intel’s 8086 microprocessor emulator

·FAP（FORTRAN Assembly Program）—for mainframes IBM 709，7090，7094

·FASM（Flat Assembler）—for IA-32，IA-64，open source

·GAS（GNU Assembler）—for many processors, open source

·HLA（High Level Assembler）—for x86，public domain

·HLASM（High Level Assembler）—for mainframes

·Linoleum—for cross platform use

·MACRO-11—for DEC PDP-11

·MACRO-32—for DEC VAX

·MASM（Macro/MS Assembler）—for x86，from Microsoft

·MI（Machine Interface）—for AS/400，compile-time intermediate language has many＆nbsp；features normally found in high—level languages

·NASM（Netwide Assembler）—for x86，open source

·PAL-III—for DEC PDP-8

·RosASM—32 bit Assembler；The Bottom Up Assembler, open source GPL

·Sphinx C--—mix of Assembly and C, allows combining Assembly commands with C-like structures

·SSK（Sistema Simvolicheskogo Kodirovaniya, or“System of symbolic coding”）—for Minsk family of computers

·TASM（Turbo Assembler）—for x86 from Borland

·x86 Assembler Chart—tries to be fairly complete, shows general lineage

·AS Macro Assembler—Cross assembler for a large variety of processors running on DOS, Win32，and OS/2

On Unix systems, the assembler is traditionally called as, although it is not a single body of code, being typically written anew for each port. A number of Unix variants use GAS.

Within processor groups, each assembler has its own dialect. Sometimes, some assemblers can read another assembler's dialect, for example, TASM can read old MASM code, but not the reverse.FASM and NASM have similar syntax, but each support different macros that could make them difficult to translate to each other.The basics are all the same, but the advanced features will differ.

Also, assembly can sometimes be portable across different operating systems on the same type of CPU. Calling conventions between operating systems often differ slightly to none at all, and with care it is possible to gain some portability in assembly language, usually by linking with a C library that does not change between operating systems.However, it is not possible to link portably with C libraries that require the caller to use preprocessor macros that may change between operating systems.For example, many things in libc depend on the preprocessor to do OS-specific, C-specific things to the program before compiling.In fact, some functions and symbols are not even guaranteed to exist outside of the preprocessor.Worse, the size and field order of structs, as well as the size of certain typedefs such as off＿t, are entirely unavailable in assembly language, and do differ even between versions of Linux, making it impossible to portably call functions in libc other than ones that only take simple integers/pointers as parameters.

Many people use an emulator to debug assembly-language programs.

2.Assembly language

Assembly language or simply assembly is a human-readable notation for the machine language that a specific computer architecture uses.Machine language, a pattern of bits encoding machine operations, is made readable by replacing the raw values with symbols called mnemonics.

For example, a computer with the appropriate processor will understand this x86/IA-32 machine instruction：

1011000001100001

For programmers, however, it is easier to remember the equivalent assembly language representation：

mov al，0x61

which means to move the hexadecimal value 61（97 decimal）into the processor register with the name“al”. The mnemonic“mov”is short for“move”，and a comma-separated list of arguments or parameters follows it；this is a typical assembly language statement.

Transforming assembly into machine language is accomplished by an assembler, and the reverse by a disassembler. Unlike in high-level languages, there is usually a 1-to-1 correspondence between simple assembly statements and machine language instructions.However, in some cases an assembler may provide pseudoinstructions which expand into several matching language instructions to provide commonly needed functionality.For example, for a machine that lacks a“branch if greater or equal”instruction, an assembler may provide a pseudoinstruction that expands to the machine’s“set if less than”and“branch if zero（on the result of the set instruction）”.

Every computer architecture has its own machine language, and therefore its own assembly language. Computers differ by the number and type of operations that they support.They may also have different sizes and numbers of registers, and different representations of data types in storage.While all general-purpose computers are able to carry out essentially the same functionality, the way they do it differs, and the corresponding assembly language must reflect these differences.

In addition, multiple sets of mnemonics or assembly-language syntax may exist for a single instruction set.In these cases, the most popular one is usually that used by the manufacturer in their documentation.

1）Machine instructions

Instructions in assembly language are generally very simple, unlike in a high-level language.Any instruction that references memory（for data or as a jump target）will also have an addressing mode to determine how to calculate the required memory address.More complex operations must be built up out of these simple operations.Some operations available in most instruction sets include：

·movings

■set a register（a temporary“scratchpad”location in the CPU itself）to a fixed constant value

■move data from a memory location to a register, or vice versa.This is done to obtain the data to perform a computation on it later, or to store the result of a computation.

■read and write data from hardware devices

·computing

■add, subtract, multiply, or divide the values of two registers, placing the result in＆nbsp；a register

■perform bitwise operations, taking the conjunction/disjunction（and/or）of corresponding bits in a pair of registers, or the negation（not）of each bit in a register

■compare two values in registers（for example, to see if one is less, or if they are equal）

·affecting program flow

■jump to another location in the program and execute instructions there

■jump to another location if a certain condition holds

■jump to another location, but save the location of the next instruction as a point to return to（a call）

Some computers include one or more“complex”instructions in their instruction set. A single“complex”instruction does something that may take many instructions on other computers.Such instructions are typified by instructions that take multiple steps, may issue to multiple functional units, or otherwise appear to be a design exception to the simplest instructions which are implemented for the given processor.Some examples of such instruction include：

·saving many registers on the stack at once

·moving large blocks of memory

·complex and/or floating-point arithmetic（sine, cosine, square root, etc.）

·performing an atomic test and set instruction

·instructions that combine ALU with an operand from memory rather than a register

A form of complex instructions that has become particularly popular recently are SIMD operations that perform the same arithmetic operation to multiple pieces of data at the same time, which have appeared under various trade names beginning with MMX and AltiVec.

The design of instruction sets is a complex issue, with a simpler instruction set（generally grouped under the concept RISC）perhaps offering the potential for higher speeds, while a more complex one（traditionally called CISC）may offer particularly fast implementations of common performance-demanding tasks, may use memory（and thus cache）more efficiently, and be somewhat easier to program directly in assembler.See instruction set for a fuller discussion of this point.

2）Assembly language directives

In addition to codes for machine instructions, assembly languages have extra directives for assembling blocks of data, and assigning address locations for instructions or code.

They usually have a simple symbolic capability for defining values as symbolic expressions which are evaluated at assembly time, making it possible to write code that is easier to read and understand.

Like most computer languages, comments can be added to the source code；these often provide useful additional informations to human readers of the code but are ignored by the assembler and so may be used freely.

They also usually have an embedded macro language to make it easier to generate complex pieces of code or data.

In practice, the absence of comments and the replacement of symbols with actual numbers makes the human interpretation of disassembled code considerably more difficult than the original source would be.

3）Usage of assembly language

There is some debate over the usefulness of assembly language. It is always said that modern compilers can render higher-level languages into codes that run as fast as hand-written assembly, but counter-examples can be made, and there is no clear consensus on this topic.It is reasonably certain that, given the increase in complexity of modern processors, effective hand-optimization is increasingly difficult and requires a great deal of knowledge.

However, some discrete calculations can still be rendered into faster running code with assembly, and some low-level programming is simply easier to do with assembly.Some system-dependent tasks performed by operating systems simply cannot be expressed in high-level languages.In particular, assembly is often used in writing the low level interaction between the operating system and the hardware, for instance in device drivers.Many compilers also render high-level languages into assembly first before fully compiling, allowing the assembly code to be viewed for debugging and optimization purposes.

It's also common, especially in relatively low-level languages such as C, to be able to embed assembly language into the source code with special syntax.Programs using such facilities, such as the Linux kernel, often construct abstractions where different assembly language is used on each platform the program supports, but it is called by portable code through a uniform interface.

Many embedded systems are also programmed in assembly to obtain the absolute maximum functionality out of what is often very limited computational resources, though this is gradually changing in some areas as more powerful chips become available for the same minimal cost.

Another common area of assembly language use is in the system BIOS of a computer. This low-level code is used to initialize and test the system hardware prior to booting the OS and is stored in ROM.Once a certain level of hardware initialization has taken place, code written in higher level languages can be used, but almost always the code running immediately after power is applied is written in assembly language.This is usually due to the fact that system RAM may not yet be initialized at power-up and assembly language can execute without explicit use of memory, especially in the form of a stack.

Computer systems vendors may charge high prices for compiler language runtime libraries, thereby virtually assuring not every installation supports applications that are written in a particular language, except assembly language. Under this premise, assembly language is forced on Independent Software Vendors to keep the prospective buyer's costs down.What is good from a software engineering viewpoint is bad for business.

Assembly language is also valuable in reverse engineering, since many programs are distributed only in machine code form, and machine code is usually easy to translate into assembly language and carefully examine in this form, but very difficult to translate into a higher-level language.Tools such as the Interactive Disassembler make extensive use of disassembly for such a＆nbsp；purpose.

3.Cross compiler

A cross compiler is a compiler capable of creating executable code for another platform than the one on which the cross compiler is run. Such a tool is handy when you want to compile code for a platform that you don't have access to, or because it is inconvenient or impossible to compile on that platform（as is the case with embedded systems）.

Compiling a gcc cross compiler

gcc is a free cross compiler that supports dozens of platforms and a handful of languages. However, due to limited volunteer time and the huge amount of work it takes to maintain working cross compilers, in many releases some of the cross compilers are broken.

gcc relies upon the binaries of binutils for the targeted platform to be available. Especially important is the GNU Assembler.Therefore, binutils first has to be compiled correctly with the switch—target=some—target sent to the configure script.gcc also has to be configured with the same—target option.Then gcc can be compiled as normal provided that the tools binutils creates are available in the path.On unix-like OS：es with bash, that can be accomplished with the following：

PATH=/path/to/binutils/bin：＄PATH make

Cross compiling gcc requires that a portion of the C standard library is available for the targeted platform on the host platform. You can choose to compile the full C library, but that can be too large for many platforms.The alternative is to use newlib, which is a small C library containing only the most essential components required to get C source code compiled.To configure gcc with newlib, use the switch—with-newlib to the configure script.


Chapter 9　How Java Works


 9.1　Text

Have you ever wondered how computer programs work？Have you ever wanted to learn how to write your own computer programs？Whether you are 14 years old and hoping to learn how to write your first game, or you are 70 years old and have been curious about computer programming for 20 years, this article is for you. In this article, I'm going to teach you how computer programs work by teaching you how to program in the Java programming language.

In order to teach you about computer programming, I am going to make several assumptions from the start.

·I am going to assume that you know nothing about computer programming now.If you already know something then the first part of this article will seem elementary to you.Please feel free to skip forward until you get to something you don’t know.

·I am going to assume you do know something about the computer you are using.That is, I am going to assume you already know how to edit a file, copy and delete files, rename files, find information on your system, etc.

·For simplicity, I am going to assume that you are using a machine running Windows 95，98，2000，NT or XP.It should be relatively straightforward for people running other operating systems to map the concepts over to those.

·I am going to assume that you have a desire to learn.

All of the tools you need to start programming in Java are widely available on the Web for free. There is also a huge amount of educational material for Java available on the Web, so once you finish this article you can easily go learn more to advance your skills.You can learn Java programming here without spending any money on compilers, development environments, reading materials, etc.Once you learn Java it is easy to learn other languages, so this is exactly a good place to start.

Having said these things, we are ready to go. Let's get started！

1.A Little Terminology

Keep in mind that I am assuming that you know nothing about programming. Here are several vocabulary terms that will make things understandable.

·Computer program—A computer program is a set of instructions that tell a computer exactly what to do.The instructions might tell the computer to add up a set of numbers, or compare two numbers and make a decision based on the result, or whatever.But a computer program is simply a set of instructions for the computer, like a recipe is a set of instructions for a cook or musical notes are a set of instructions for a musician.The computer follows your instructions exactly and in the process does something useful—like balancing a checkbook or displaying a game on the screen or implementing a word processor.

·Programming language—In order for a computer to recognize the instructions you give it, those instructions need to be written in a language the computer understands—a programming language.There are many computer programming languages—Fortran, Cobol, Basic, Pascal, C，C++，Java, Perl—just like there are many spoken languages.They all express approximately the same concepts in different ways.

·Compiler—A compiler translates a computer program written in a human-readable computer language（like Java）into a form that a computer can execute.You have probably seen EXE files on your computer.These EXE files are the output of compilers.They contain executables—machine-readable programs translated from human-readable programs.

In order for you to start writing computer programs in a programming language called Java, you need a compiler for the Java language. The next section guides you through the process of downloading and installing a compiler.Once you have a compiler, we can get started.This process is going to take several hours, much of that time being download time for several large files.You are also going to need about 40 megabytes of free disk space（make sure you have the space available before you get started）.

2.Downloading the Java Compiler

In order to get a Java development environment set up on your machine—you“develop”（write）computer programs using a“development environment”—you will have to complete the following steps.

[1]Download a large file containing the Java development environment（the compiler and other tools）.

[2]Download a large file containing the Java documentation.

[3]If you do not already have WinZip（or an equivalent）on your machine, you will need to download a large file containing WinZip and install it.

[4]Install the Java development environment.

[5]Install the documentation.

[6]Adjust several environment variables.

[7]Test everything out.

Before getting started, it would make things easier if you create a new directory in your temp directory to hold the files we are about to download. We will call this the download directory.

Step 1—Download the Java development environment

Go to the page http：//java. sun.com/j2se/1.4.2/download.html.Download the SDK software by clicking on the“Download J2SE SDK”link.You will be shown a licensing agreement.Click Accept.Select your operating system and download the file to your download directory.This is a huge file, and it will take several hours to download over a normal phone-line modem.The next two files are also large.

Step 2—Download the Java documentation

Download the documentation by selecting your operating system and clicking the SDK 1. 4.1 documentation link.

Step 3—Download and install WinZip

If you do not have a version of WinZip or an equivalent on your machine, go to the page http：//www. winzip.com/and download an evaluation copy of WinZip.Run the EXE you get to install it.We will use it in a moment to install the documentation.

Step 4—Install the development kit

Run the j2sdk-1＿4＿1-*.exe file that you downloaded in step 1.It will unpack and install the development kit automatically.

Step 5—Install the documentation

Read the installation instructions for the documentation. They will instruct you to move the documentation file to same directory as that containing the development kit you just installed.Unzip the documentation and it will drop into the proper place.

Step 6—Adjust your environment

As instructed on this page, you need to change your path variable. This is most easily done by opening an MS-DOS prompt and typing PATH to see what the path is set to currently.Then open autoexec.bat in Notepad and make the changes to PATH specified in the instructions.

Step 7—Test

Now you should be able to open another MS-DOS window and type javac.If everything is set up properly, then you should see a two-line blob of text come out that tells you how to use javac.That means you are ready to go.If you see the message“Bad Command or File Name”it means you are not ready to go.Figure out what you did wrong by rereading the installation instructions.Make sure the PATH is set properly and working.Go back and reread the Programmer’s Creed above and be persistent until the problem is resolved.

You are now the proud owner of a machine that can compile Java programs. You are ready to start writing software！

By the way, one of the things you just unpacked is a demo directory full of neat examples.

All of the examples are ready to run, so you might want to find the directory and play with some of the samples. Many of them make sounds, so be sure to turn on your speakers.To run the examples, find pages with names like example1.html and load them into your usual Web browser.

3.Your First Program

Your first program will be short and sweet. It is going to create a drawing area and draw a diagonal line across it.To create this program you will need to：

[1]Open Notepad and type in（or cut and paste）the program

[2]Save the program

[3]Compile the program with the Java compiler to create a Java applet

[4]Fix any problems

[5]Create an HTML web page to“hold”the Java Applet you created

[6]Run the Java applet

Here is the program we will use for this demonstration：

import java. awt.Graphics；
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Step 1—Type in the program

Create a new directory to hold your program. Open up Notepad（or any other text editor that can create TXT files）.Type or cut and paste the program into the Notepad window.This is important：When you type the program in, case matters.That means that you must type the uppercase and lowercase characters exactly as they appear in the program.Review the programmer's creed above.If you do not type it EXACTLY as shown, it is not going to work.

Step 2—Save the file

Save the file to the filename FirstApplet. java in the directory that you created in step 1.Case matters in the filename.Make sure the‘F'and‘A'are uppercase and all other characters are lowercase, as shown.

Step 3—Compile the program

Open an MS-DOS window.Change directory（“cd”）to the directory containing FirstApplet.java.Type：

javac FirstApplet. java

Case matters！Either it will work, in which case nothing will be printed to the window, orthere will be errors. If there are no errors, a file named FirstApplet.class will be created in the directory right next to FirstApplet.java.

Step 4—Fix any problems

If there are errors, fix them. Compare your program to the program above and get them to match exactly.Keep recompiling until you see no errors.If javac seems to not be working, look back at the previous section and fix your installation.

Step 5—Create an HTML Page

Create an HTML page to hold the applet. Open another Notepad window.Type into it the following：

＜html＞

＜body＞

＜applet code=FirstApplet.class width=200 height=200＞

＜/applet＞

＜/body＞

＜/html＞

Save this file in the same directory with the name applet. htm.

Step 6—Run the Applet

In your MS-DOS window, type：

appletviewer applet. htm

You should see a diagonal line running from the upper left corner to the lower right corner（Figure 9-1）.
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Figure 9-1　Draw a line

Pull the applet viewer a little bigger to see the whole line. You should also be able to load the HTML page into any modern browser like Netscape Navigator or Microsoft Internet Explorer and see approximately the same thing.

You have successfully created your first program！

4.Understanding What Just Happened

So what just happened？First, you wrote a piece of code for an extremely simple Java applet. An applet is a Java program that can run within a Web browser, as opposed to a Java application, which is a stand-alone program that runs on your local machine（Java applications are slightly more complicated and somewhat less popular, so we will start with applets）.We compiled the applet using javac.We then created an extremely simple Web page to“hold”the applet.We ran the applet using appletviewer, but you can just as easily run it in a browser.
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This is about the simplest Java applet you can create. To fully understand it you will have to learn a fair amount, particularly in the area of object oriented programming techniques.Since I am assuming that you have zero programming experience, what I would like you to do is focus your attention on just one line in this program for the moment：

g. drawLine（0，0，200，200）；

This is the line in this program that does the work. It draws the diagonal line.The rest of the program is scaffolding that supports that one line, and we can ignore the scaffolding for the moment.What happened here was that we told the computer to draw one line from the upper left hand corner（0，0）to the bottom right hand corner（200，200）.The computer drew it just like we told it to.That is the essence of computer programming！

（Note also that in the HTML page, we set the size of the applet's window in step 5 above to have a width of 200 and a height of 200.）

In this program, we called a method（a. k.a.function）called drawLine and we passed it four parameters（0，0，200，200）.The line ends in a semicolon.The semicolon acts like the period at the end of the sentence.The line begins with g.，signifying that we want to call the method named drawLine on the specific object named g（which you can see one line up is of the class Graphics—we will get into classes and methods of classes in much more detail later in this article）.

A method is simply a command—it tells the computer to do something. In this case, drawLine tells the computer to draw a line between the points specified：（0，0）and（200，200）.You can think of the window as having its（0，0）coordinate in the upper left corner, withpositive X and Y axes extending to the right and down.Each dot on the screen（each pixel）is one increment on the scale.

Try experimenting by using different numbers for the four parameters. Change a number or two, save your changes, recompile with javac and rerun after each change in appletviewer, and see what you discover.
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Figure 9-2　The line in the appletviewer

What other functions are available besides drawLine？You find this out by looking at the documentation for the Graphics class. When you installed the Java development kit and unpacked the documentation, one of the files unloaded in the process is called java.awt.Graphics.html, and it is on your machine.This is the file that explains the Graphics class.On my machine, the exact path to this file is D：＼jdk1.1.7＼docs＼api＼java.awt.Graphics.html.On your machine the path is likely to be slightly different, but close—it depends on exactly where you installed things.Find the file and open it.Up toward the top of this file there is a section called“Method Index”.This is a list of all of the methods this class supports.The drawLine method is one of them, but you can see many others.You can draw, among other things：

·Lines

·Arcs

·Ovals

·Polygons

·Rectangles

·Strings

·Characters

Read about and try experimenting with some of these different methods to discover what is possible. For example, try this code：

g. drawLine（0，0，200，200）；

g. drawRect（0，0，200，200）；

g. drawLine（200，0，0，200）；

It will draw a box with two diagonals（be sure to pull the window big enough to see the whole thing）. Try drawing other shapes.Read about and try changing the color with the setColor method.For example：

[image: figure_0135_0042]


Note the addition of the new import line in the second line of the program. The output of this program looks like Figure 9-3.
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Figure 9-3　Draw two lines

One thing that might be going through your head right now is，“How did he know to use Color. red rather than simply red, and how did he know to add the second import line？”You learn things like that by example.Because I just showed you an example of how to call the setColor method, you now know that whenever you want to change the color you will use Color.followed by a color name as a parameter to the setColor method, and you will add the appropriate import line at the top of the program.If you look up setColor, it has a link that will tell you about the Color class, and in it is a list of all the valid color names along with techniques forcreating new（unnamed）colors.You read that information, you store it in your head and now you know how to change colors in Java.That is the essence of becoming a computer programmer—you learn techniques and remember them for the next program you write.You learn the techniques either by reading an example（as you did here）or by reading through the documentation or by looking at example code（as in the demo directory）.If you have a brain that likes exploring and learning and remembering things, then you will love programming！


9.2　Notes

（1）It should be relatively straightforward for people running other operating systems to map the concepts over to those.

译文：对于使用其他操作系统的人，通过本文也能相对容易地理解这方面的概念。

（2）The computer follows your instructions exactly and in the process does something useful—like balancing a checkbook or displaying a game on the screen or implementing a word processor.

译文：计算机精确地遵循你的指令，在这过程中做一些有用的事情——比如计算处理一个账本或是在屏幕上显示一个游戏，或是实现一个文档处理。

（3）Either it will work, in which case nothing will be printed to the window, or there will be errors. If there are no errors, a file named FirstApplet.class will be created in the directory right next to FirstApplet.java.

译文：程序要么运行，这样窗口上不会显示任何东西，要么就是出错。假如没有什么错误，一个名为FirstApplet.class的文件将会被创建在FirstApplet.java旁边。


9.3　Keywords

1.develop　开发

2.development environment　开发环境

3.download　下载

4.documentation　建档，文档

5.kit　工具箱

6.directory　目录

7.page　页，页面

8.case　大小写

9.case matter　大小写相关

10.applet　小程序

11.class　类

12.appletviewer　小程序浏览器

13.pixel　像素


9.4　Exercises

1.Answer the questions

（1）How many things can drawLine method do？

（2）What steps are needed to create a Java program？

2.Translation

A computer program is a set of instructions that tell a computer exactly what to do. The instructions might tell the computer to add up a set of numbers, or compare two numbers and make a decision based on the result, or whatever.But a computer program is simply a set of instructions for the computer, like a recipe is a set of instructions for a cook or musical notes are a set of instructions for a musician.


9.5　Related Topics

词法和句法翻译技巧

翻译技巧可以分词法与句法两个方面。词法技巧包括对等译法、具体译法、抽象译法、增词译法、减词译法、合词译法、转化译法和换形译法。句法技巧包括换序、断句、合句、缩句、转态、正反等。下面仅对这些译法作简单介绍，更多内容可参看相关参考书。

（1）对等译法

通常可以在目标语言中找到与原语言对等的单词、词组或成语，因此对等译法是最常用，最重要的译法。如computer=计算机，and=和，practice makes perfect=熟能生巧。

（2）具体译法

具体译法就是把原语言中比较抽象的字、词翻译成目标语言中比较具体的字、词，从而消除或降低语言差别造成的翻译损失，得到与原文相近的效果。如transportation（运输→运输工具）。

（3）抽象译法

抽象译法就是把原语言中比较具体的字、词翻译成目标语言中比较抽象的字、词，使句子更通顺，如mare fish of one and flesh of another（厚此薄彼），eat like a bird（吃得很少）。

（4）增词译法

增词译法就是在原文基础上增加必要的字、词、句，使译文更符合目标语言的习惯，得到与原文相近的内容、形式与精神联想。

（5）减词译法

减词译法正好相反，省略不必要的字、词、句，使译文更符合目标语言的习惯。

（6）合词译法

合词译法就是把相同或相近的强调内容合并起来，如right and permission可以直接译为“权限”。

（7）转化译法

转化译法就是根据目标语言的习惯转变词性，把原文的名词变成动词，把原文的副词变成介词。例如，What are you after？（你追求什么？介词→动词）

（8）换形译法

换形译法是为了适应不同语言的变化背景，如I don’t think so，译成“我认为不是这样”而不译为“我不认为是这样”。

句法技巧的例子必须有具体句子才好说明，读者可以从课文中、翻译作业中自己去体会。简单地说，如果句子之间具有互补关系、并列关系、因果关系、转折与条件关系或几个句子为同一主语，则可以合为一句，包含宾语从句、定语从句和状语从句的复合句也可以进行合并，使文章结构更紧凑。拆句问题比较复杂，包括顺序拆译、逆序拆译、变序拆译和加括号拆译，以及拆译复杂主语、谓语、定语、状语、定语等成分，将其作为独立句子，使每个句子更简洁，整体结构更匀称。

英语原著中在词汇、短语、句子的含义、使用习惯等方面存在明显差异时，如果按原文的顺序和字面意思原封不动的译出来，会造成表达不清、译文晦涩或逻辑有误等情况时，引申、具体化和概括化把原文的概念、事理、逻辑关系等表达得准确明了，方便读者理解。其本质是意译的具体形式。

所谓引申，就是在原词或词组等的基本意义基础上，把原义改变为一种适于表达原文精神实质的新义。有些词或词组的字面意义较难理解，在具体的语言环境中难以用汉语直接表达。遇到这种情况，译者应根据整个句子的意思、前后的逻辑关系和事物之间的联系、上下文的提示，将原字面意义进行恰当的引申处理。通过引申处理，译文能够准确再现原文的精神实质，而且也完全合乎事理和汉语习惯。需要注意的是，在进行引申处理时，要从原词的基本意义出发，从逻辑推断入手，准确把握该词、词组等在原作者笔下的实际意义，而不可抛开原文，另起炉灶，或靠猜测去自做文章；另外，科技文章中的引申有限，引申的范围也不大，应当在原词、词组和短语的基本意义实在不足以表达确切原意时，才作出适当的、符合逻辑的引申。

词义引申的方式主要有两种：[1]调整、变通或扩展基本意义；[2]增加适当的译词。

英语文章中通常有某些词汇、短语乃至整个句子无具体意义，若呆板地按原文译出，将难以表达出原作者的创作意图，也无法令读者得到清晰明确的概念和印象。

遇到这种情况，就需要用具体化译法，即：根据原词和词组等在原文里的实际意义，把字面意义抽象和空泛的词或词组等用汉语里含义明确具体的词表达出来，变抽象为具体，变笼统为形象，变空泛为明确，产生良好的感染效果。

概括化译法正好与具体化译法相反。在科技英语文章中，有时会出现一些字面意义比较具体、实在或形象的词语，但结合上下文会发现，其表示的却是一些概括、泛指的或一般性的事理。遇到这种情况，译者应用一些含义抽象、概括或笼统的译词代替具体字面意义加以表达，这样会更符合事理和汉语的表意习惯，简洁且完整。


9.6　Additional Reading

How Perl Works

Perl is a fairly straightforward, widely known and well-respected scripting language.It is used for a variety of tasks（for example, you can use it to create the equivalent of DOS batch files or C shell scripts），but in the context of Web development it is used to develop CGI scripts.

One of the nice things about Perl is that, because it is a scripting language, people give away source code for their programs. This gives you the opportunity to learn Perl by example, and you can also download and modify thousands of Perl scripts for your own use.One of the bad things about Perl is that much of this free code is impossible to understand.Perl lends itself to an unbelievably cryptic style！

This article assumes that you already know how to program（if you know the C programming language, this will be especially easy for you）. Perl is easy to use once you know the basics.In this article, we're going to start at the beginning and show you how to do the most common programming tasks using Perl.By the end of this article, you will be able to write your own Perl scripts with relative ease, and read cryptic scripts written by others with somewhat less ease, but this will be a good starting point.

1.Getting Started

To start with Perl you need the Perl interpreter. On any UNIX machine there is a 99.99-percent probability that it’s already there.On a Windows machine or a Mac, you need to download the latest release of the language and install it on your machine.（See the links at the end of this article for more information.）Perl is widely available on the Web and is free.

Next, make sure you look in the DOCS directory that comes with Perl—there will be user-manual-type stuff in there.At some point, it would not hurt to read through all of the documentation, or at least scan it.Initially it will be cumbersome, but after reading this article it will make much more sense.

2.Hello World

Once you have Perl loaded, make sure you have your path properly set to include the Perl executable. Then, open a text editor and create a text file.In the file, place the following line：

print"Hello World！＼n"；

Name the file"test1. pl".At the command prompt, type：

perl test1. pl

Perl will run and execute the code in the text file. You should see the words“Hello World！”printed to stdout（standard out）.As you can see, it is extremely easy to create and run programs in Perl.（If you are using UNIX, you can place a comment like#！/usr/bin/perl on the first line, and then you will not have to type the word“perl”at the command line.）

The print command prints things to stdout. The＼n notation is a line feed.That would be more clear if you modified the test program to look like this（#denotes a comment）：

#Print on two lines

print"Hello＼nWorld！＼n"；

Note that the print command understood that it should interpret the“＼n”as a line feed and not as the literal characters. The interpretation occurred not because of the print command, but because of the use of double quotes（a practice called quoting in Perl）.If you were to use single quotes instead, as in：

print'Hello＼nWorld！＼n'；

the＼n character would not be interpreted but instead would be used literally.

There is also the backquote character：＇. A pair of these imply that what is inside the quotes should be interpreted as an operating system command, and that command should be executed with the output of the command being printed.If you were to place inside the backquotes a command-line operation from the operating system, it would execute.For example, on Windows NT you can say：

print'cmd/c dir'；

to run the DIR command and see a list of files from the current directory.

You will also see the/character used for quoting regular expressions.

The print command understands commas as separators. For example：

print'hello'，"＼n"，＇world！＇；

However, you will also see a period：

print'hello'."＼n".＇world！＇；

The period is actually a string concatenation operator.

There is also a printf operator for C folks.

3.Variables

Variables are interesting in Perl. You do not declare them, and you always use a＄to denote them.They come into existence at first use.For example：

＄s="Hello＼nWorld＼n"；

＄t=＇Hello＼nWorld＼n'；

print＄s，"＼n"，＄t；

Or：

＄i=5；

＄j=＄i+5；

print＄i，"＼t"，＄i+1，"＼t"，＄j；#＼t=tab

Or：

＄a="Hello"；

＄b="World＼n"；

＄c=＄a.＄b；#note use of.to concat strings

print＄c；

Since. is string concatenation，.=has the expected meaning in the same way that“+=”does in C.Therefore, you can say：

＄a="Hello"；

＄b="World＼n"；

＄a.=＄b；

print＄a；

You can also create arrays：

@a=（＇cat'，＇dog'，＇eel'）；

print@a，"＼n"；

print＄#a，"＼n"；#The value of the highest index, zero based

print＄a[0]，"＼n"；

print＄a[0]，＄a[1]，＄a[2]，"＼n"；

The＄#notation gets the highest index in the array, equivalent to the number of elements in the array minus 1.As in C, all arrays start indexing at zero.

You can also create hashes：

%h=（＇dog'，＇bark'，＇cat'，＇meow'，＇eel'，＇zap'）；

print"The dog says"，＄h｛＇dog'｝；

Here，＇bark'is associated with the word'dog'，＇meow'with'cat'，and so on. A more expressive syntax for the same declaration is：

%h=（

dog=＞＇bark'，

cat=＞＇meow'，

eel=＞＇zap'

）；

The=＞operator quotes the left string and acts as a comma.

4.Loops and Ifs

[image: figure_0142_0044]


If statements are similarly easy：

[image: figure_0142_0045]


The boolean operators work like they do in C：

·＆＆and

·｜｜or

·！not

·For numbers：

■==equal

■！=not equal

■＜，＜=，＞，＞=（as expected）

·Others：

■eq

■ne

■lt

■le

■gt

■ge

[image: figure_0143_0046]


5.Functions

You create a subroutine with the word sub. All variables passed to the subroutine arrive in an array called＿.Therefore, the following code works：

[image: figure_0143_0047]


Remember that＄#returns the highest index in the array（the number of elements minus 1），so＄#＿is the number of parameters minus 1.If you like that sort of obtuseness, then you will love PERL.

[image: figure_0143_0048]


The＆symbol is required only when there is ambiguity, but some programmers use it all the time.

To return a value from a subroutine, use the keyword return.

6.Reading

1）Reading from STDIN

To read in data from the stdin（standard in），use the STDIN handle. For example：

[image: figure_0144_0049]


As long as you enter an integer number, this program will work as expected.＜STDIN＞reads a line at a time.You can also use getc to read one character, as in：

＄i=getc（STDIN）；

Or use read：

read（STDIN，＄i，1）；

The 1 in the third parameter to the read command is the length of the input to read.

2）Reading Environment Variables

PERL defines a global hash named ENV, and you can use it to retrieve the values of environment variables. For example：

print＄ENV｛＇PATH'｝；

3）Reading Command Line Arguments

PERL defines a global array ARGV, which contains any command line arguments passed to the script.＄#ARGV is the number of arguments passed minus 1，＄ARGV[0]is the first argument passed，＄ARGV[1]is the second, and so on.

You should now be able to read and write simple Perl scripts. You should also be able to wade into the full documentation to learn more.For additional informations, see the links on the next page.


Chapter 10　DBMS


 10.1　Text

A database management system（DBMS）is computer software designed for the purpose of managing databases based on a variety of data models.

A DBMS is a complex set of software programs that controls the organization, storage, management, and retrieval of data in a database. DBMS are categorized according to their data structures or types, some time DBMS is also known as Database Manager.It is a set of prewritten programs that are used to store, update and retrieve a Database.A DBMS includes：

[1]A modeling language to define the schema of each database hosted in the DBMS, according to the DBMS data model.

·The four most common types of organizations are the hierarchical, network, relational and object models.Inverted lists and other methods are also used.A given database management system may provide one or more of the four models.The optimal structure depends on the natural organization of the application’s data, and on the application’s requirements（which include transaction rate（speed），reliability, maintainability, scalability, and cost）.

·The dominant model in use today is the ad hoc one embedded in SQL, despite the objections of purists who believe this model is a corruption of the relational model, since it violates several of its fundamental principles for the sake of practicality and performance.Many DBMSs also support the Open Database Connectivity API that supports a standard way for programmers to access the DBMS.

[2]Data structures（fields, records, files and objects）optimized to deal with very large amounts of data stored on a permanent data storage device（which implies relatively slow access compared to volatile main memory）.

[3]A database query language and report writer to allow users to interactively interrogate the database, analyze its data and update it according to the users privileges on data.

·It also controls the security of the database.

·Data security prevents unauthorized users from viewing or updating the database.Using passwords, users are allowed access to the entire database or subsets of it called＆nbsp；subschemas.For example, an employee database can contain all the data about an individual employee, but one group of users may be authorized to view only payroll data, while others are allowed access to only work history and medical data.

·If the DBMS provides a way to interactively enter and update the database, as well as interrogate it, this capability allows for managing personal databases.However, it may not leave an audit trail of actions or provide the kinds of controls necessary in a multi-user organization.These controls are only available when a set of application programs are customized for each data entry and updating function.

[4]A transaction mechanism, that ideally would guarantee the ACID properties, in order to ensure data integrity, despite concurrent user accesses（concurrency control），and faults（fault tolerance）.

·It also maintains the integrity of the data in the database.

·The DBMS can maintain the integrity of the database by not allowing more than one user to update the same record at the same time.The DBMS can help prevent duplicate records via unique index constraints；for example, no two customers with the same customer numbers（key fields）can be entered into the database.See ACID properties for more information（Redundancy avoidance）.

The DBMS accepts requests for data from the application program and instructs the operating system to transfer the appropriate data.

When a DBMS is used, information systems can be changed much more easily as the organization's information requirements change. New categories of data can be added to the database without disruption to the existing system.

Organizations may use one kind of DBMS for daily transaction processing and then move the detail onto another computer that uses another DBMS better suited for random inquiries and analysis. Overall systems design decisions are performed by data administrators and systems analysis.Detailed database design is performed by database administrators.

Database servers are specially designed computers that hold the actual databases and run only the DBMS and related software. Database servers are usually multiprocessor computers, with RAID disk arrays used for stable storage.Connected to one or more servers via a high-speed channel, hardware database accelerators are also used in large volume transaction processing environments.

DBMSs are found at the heart of most database applications. Sometimes DBMSs are built around a private multitasking kernel with built-in networking support although nowadays these functions are left to the operating system.

1.Logical view and physical view

A database management system provides the ability for many different users to share data and process resources. But as there can be many different users, there are many different database needs.The question now is：How can a single, unified database meet the differing requirement of so many users？

A DBMS minimizes these problems by providing two views of the database data：a physical＆nbsp；view and a logical view. The physical view deals with the actual, physical arrangement and location of data in the direct access storage devices（DASDs）.Database specialists use the physical view to make efficient use of storage and processing resources.Users, however, may wish to see data differently from how they are stored, and they do not want to know all the technical details of physical storage.After all, a business user is primarily interested in using the information, not in how it is stored.The logical view/user's view, of a database program represents data in a format that is meaningful to a user and to the software programs that process those data.That is, the logical view tells the user, in user terms, what is in the database.One strength of a DBMS is that while there is only one physical view of the data, there can be an endless number of different logical views.This feature allows users to see database information in a more business-related way rather than from a technical, processing viewpoint.Thus the logical view refers to the way user views data, and the physical view to the way the data are physically stored and processed.

2.DBMS benefits

·Improved strategic use of corporate data

·Reduced complexity of the organization’s information systems environment

·Reduced data redundancy and inconsistency

·Enhanced data integrity

·Application-data independence

·Improved security

·Reduced application development and maintenance costs

·Improved flexibility of information systems

·Increased access and availability of data and information

3.Features and capabilities of DBMS

One can characterize a DBMS as an“attribute management system”where attributes are small chunks of information that describe something. For example，“colour”is an attribute of a car.The value of the attribute may be a color such as“red”，“blue”or“silver”.

Alternatively, and especially in connection with the relational model of database management, the relation between attributes drawn from a specified set of domains can be seen as being primary. For instance, the database might indicate that a car that was originally“red”might fade to“pink”in time, provided it was of some particular“make”with an inferior paint job.Such higher arity relationships provide information on all of the underlying domains at the same time, with none of them being privileged above the others.

Throughout recent history specialized databases have existed for scientific, geospatial, imaging, document storage and like uses. Functionality drawn from such applications has lately begun appearing in mainstream DBMSs as well.However, the main focus there, at least when aimed at the commercial data processing market, is still on descriptive attributes on repetitiverecord structures.

Thus, the DBMSs of today roll together frequently-needed services or features of attribute management.By externalizing such functionality to the DBMS, applications effectively share code with each other and are relieved of much internal complexity.Features commonly offered by database management systems include：

1）Query ability

Querying is the process of requesting attribute information from various perspectives and combinations of factors. Example：“How many 2-door cars in Texas are green？”

A database query language and report writer allow users to interactively interrogate the database, analyze its data and update it according to the users privileges on data. It also controls the security of the database.Data security prevents unauthorized users from viewing or updating the database.Using passwords, users are allowed access to the entire database or subsets of it called subschemas.For example, an employee database can contain all the data about an individual employee, but one group of users may be authorized to view only payroll data, while others are allowed access to only work history and medical data.If the DBMS provides a way to interactively enter and update the database, as well as interrogate it, this capability allows for managing personal databases.However it may not leave an audit trail of actions or provide the kinds of controls necessary in a multi-user organization.These controls are only available when a set of application programs are customized for each data entry and updating function.

2）Backup and replication

Copies of attributes need to be made regularly in case primary disks or other equipment fails. A periodic copy of attributes may also be created for a distant organization that cannot readily access the original.DBMS usually provide utilities to facilitate the process of extracting and disseminating attribute sets.

When data is replicated between database servers, so that the information remains consistent throughout the database system and users cannot tell or even know which server in the DBMS they are using, the system is said to exhibit replication transparency.

3）Rule enforcement

Often one wants to apply rules to attributes so that the attributes are clean and reliable. For example, we may have a rule that says each car can have only one engine associated with it（identified by Engine Number）.If somebody tries to associate a second engine with a given car, we want the DBMS to deny such a request and display an error message.However, with changes in the model specification such as, in this example, hybrid gas-electric cars, rules may need to change.Ideally such rules should be able to be added and removed as needed without significant data layout redesign.

4）Security

Often it is desirable to limit who can see or change which attributes or groups of attributes. This may be managed directly by individual, or by the assignment of individuals and privileges to groups, or（in the most elaborate models）through the assignment of individuals and groups to roles which are then granted entitlements.

5）Computation

There are common computations requested on attributes such as counting, summing, averaging, sorting, grouping, cross-referencing, etc.Rather than have each computer application implement these from scratch, they can rely on the DBMS to supply such calculations.

6）Change and access logging

Often one wants to know who accessed what attributes, what was changed, and when it was changed. Logging services allow this by keeping a record of access occurrences and changes.

7）Automated optimization

If there are frequently occurring usage patterns or requests, some DBMS can adjust themselves to improve the speed of those interactions. In some cases the DBMS will merely provide tools to monitor performance, allowing a human expert to make the necessary adjustments after reviewing the statistics collected.

8）Meta-data repository

Metadata（also spelled meta-data）is data describing data.For example, a listing that describes what attributes are allowed to be in data sets is called“meta-information”.


10.2　Notes

（1）A DBMS is a complex set of software programs that controls the organization, storage, management, and retrieval of data in a database.

译文：数据库管理系统是一组复杂的软件程序集合，控制数据库中数据的组织、存储、管理和取得。

（2）Unlike modern systems which can be applied to widely different databases and needs, the vast majority of older systems were tightly linked to the custom databases in order to gain speed at the expense of flexibility.

译文：现代系统可以适应各种不同的数据库和需求，而大部分老式系统密切联系着定制数据库，从而提高速度、降低灵活性。

（3）Just as the navigational approach would require programs to loop in order to collect records, the relational approach would require loops to collect information about any one record.

译文：正如导航方法要求程序循环以收集数据，关系型方法也要求程序循环以收集任何一个记录的信息。


10.3　Keywords

1.data　资料，数据

2.database　数据库

3.schema　图解，计划，模式

4.field　字段

5.record　记录

6.object　对象

7.query　查询

8.report　报表

9.duplicate　复制

10.data integrity　数据完整性

11.transaction　事务

12.logical view　逻辑视图

13.physical view　物理视图

14.backup　备份

15.replication　复制，复制品

16.logging　登记，日志

17.meta-data　元数据

18.repository　贮藏室，储存库

19.relational　关系型


10.4　Exercises

1.Answer the questions

（1）What are the benefits of DBMS？

（2）What is rule enforcement？

2.Translation

（1）The relational model solved this by splitting the data into a series of normalized tables, with optional elements being moved out of the main table to where they would take up room only if needed.

（2）When information was being collected about a user, information stored in the optional（or related）tables would be found by searching for this key. For instance, if the login name of a user is unique, addresses and phone numbers for that user would be recorded with the login name as its key.This“re-linking”of related data back into a single collection is something that traditional computer languages are not designed for.


10.5　Related Topics

加／减词译法

所谓加词译法，就是在翻译时根据具体情况，增加一些原文中无其形而有其意的词，以便准确表达原意，使译文文通理顺、符合汉语的行文规范和表达习惯。减词译法刚好和加词译法相反，就是把原文中的某些词或某些成分减去不译。

运用加词译法必须遵循的原则是，加译的词语必须有根据，必须是语义、语法、修辞和逻辑等方面所必不可少的，而决不能凭空地、无缘无故地加添译词，以致画蛇添足，损害原义。减词译法的目的是保证译文的简洁明快、严谨精练。但是，要注意的是：不能更改或减去原文的内容，更不能借减译之名偷工减料，故意删去难译和难懂的词句。由于减词译法是加词译法的相反情况，在此主要介绍加词译法，减词译法可加以类推。

1.词汇加词

词汇加词译法的目的是使英语某些词汇的概念和含义范围在汉语中得到相当的表述。

1）名词复数的表达加词

英语名词的复数形式赖以词尾的变化，而汉语名词复数的表达则需要在原词之外再加其他词。因此，在一定的语言环境下，原文的名词复数意义需要明确予以表达，而表达这种复数形式的手段就是在单数的对应译词之外再加词。一般来说，如果复数形式表示具体的或个别的概念，可考虑加词译法；如果复数形式表示的是一种抽象的或泛指的概念，则不一定加词表达。主要加词手段有3种：添加表示复数概念的词；添加数词；运用叠字形式。

2）量词的表达加词

英语中没有量词，英语在表示数量时，可以用数词直接修饰可数名词，中间不需加表示量的单位；与之相反，汉语在表示数量时，则是数词和量词连用，数词一般不和被修饰的名词直接发生关系。因此在翻译时就要按汉语的表达习惯，增加汉语量词。

3）抽象名词的表达加词

科技英语文章中常使用一些由形容词或动词派生而来、表示动作或行为的抽象名词，但其所要表达的却往往是一些较为具体的概念。因此为了体现实际意义，使译文明确通顺，译者可在这类词之后添加适当的汉语名词。

2.语法加词

英汉两种语言的语法结构很不同，在不少情况下都需要借助加词来使译文语意贯通。

1）非谓语动词的表达加词

科技英语文章中，某些非谓语动词以短语或复合结构出现时，往往含有一定的附加意义，尤其是分词短语和分词独立结构在句中有状语职能时，往往具有比较含蓄的时间、原因、条件、方式、结果、让步或伴随等意义，而这些附加意义在字面上又表示不出来。此时就需要根据上下文仔细分析，反复推敲，确定这些非谓语动词含有的附加意义，而后添加适当译词将附加意义表达出来。

2）动词时态表达加词

英语动词的时态靠词形变化或加助动词表示，种类繁多，表达精确；而汉语动词无词形变化，时间概念的表达主要依靠上下文的衬托或体现在文章内容和章节中，需要语言形式上的表达时，多是在动词之外再加时间副词或助动词。因此，在翻译表达时，需要添加汉语的时间名词、时间副词或助动词，主要分为一般现在时、一般过去时和现在完成时的表达加词。

3）动词语态表达加词

英语中常大量使用被动语态，在翻译时常将其反译为汉语的主动形式。此时就需要增加汉语中的主语，即通过加词来实现。

4）动词语气表达加词

科技英语中常使用祈使语气，在翻译过程中有时需加词翻译才能反映出建议、指示或劝告的意义，才能加强表达的气势或使译文更为流畅。

3.逻辑加词

由于不同的思维习惯，有些英语句子按字面直译过来，在汉语逻辑上就可能讲不通。此时就要根据表达的需要，添加适当的汉语译词，把原文一些字面上看不出来的隐含意义表达出来，把原作者的意图完整地体现在译文中。

这种逻辑加词大致可分为事理逻辑加词和语言逻辑加词两个方面。

1）事理逻辑加词

科技英语文章中有些阐明事理、探讨问题、描述过程的词句和段落，如按原词量译出，就可能出现交代不清或不大符合事理的情况，需要加译一些词才会符合事理的逻辑，顺理成章。

2）语言逻辑加词

在科技英语文章中，原文里有些词语如果对等译出，译文文字就不通或前后衔接不顺，需添加适当的译词才通顺。另外，在原文有些句子的各个成分之间、有些句子和句子之间，也需添加适当的译词才能将原文的层次、条理和关系表达清楚，这就是语言逻辑加词。

（1）关联词表达加词

英语表示主从关系的关联词和对应汉语表示偏正关系的关联词在使用习惯上差别很大，因此在翻译时大多需加词表达才符合汉语行文规范。

（2）加译关联词语

某些英语句子（上述主从复合句除外）中并无关联词，按原词量译出后译文会显得生硬，不大通畅。此时可在句子内部的某些成分之间或句句之间添加汉语的关联词语，以便把原文的层次和条理表达出来，并使译文衔接紧密，语意贯通，更复合汉语的语言逻辑。

4.修辞加词

英汉两种语言的修辞手段有很大差别，如按原词量译出某些句子，会使译文意思显得不完整、文字苍白无力。遇到这种情况，最好能够顺着原文的意思，灵活、恰当地在原文的字面之外略加枝叶，则可使译文结构匀称、表意完整、语气流畅。

修辞加词还有其他一些方面，如为求得译文整齐对称、生动形象、增强感染效果，可以采用汉语的四字词组，也可以把原文的一些词语译成汉语的对偶、重叠、排比等形式。

减词译法与加词译法类似，主要有冠词、介词、连词等虚词的减译，代词、动词、引导词等实词的减译，逻辑减译和修饰减译等情况。


10.6　Additional Reading

Data warehouse

A data warehouse is a repository of an organization's electronically stored data. Data warehouses are designed to facilitate reporting and analysis.

This classic definition of the data warehouse focuses on data storage. However, the means to retrieve and analyze data, to extract, transform and load data, and to manage dictionary data are also considered essential components of a data warehousing system.Many references to data warehousing use this broader context.An expanded definition for data warehousing includes business intelligence tools, tools to extract, transform, and load data into the repository, and tools to manage and retrieve metadata.

1.Benefits of data warehousing

Some of the benefits that a data warehouse provides are as follows.

·A data warehouse provides a common data model for all data of interest, regardless of the data’s source.This makes it easier to report and analyze information than it would be if multiple data models from disparate sources were used to retrieve information such as sales invoices, order receipts, general ledger charges, etc.

·Prior to loading data into the data warehouse, inconsistencies are identified and resolved.This greatly simplifies reporting and analysis.

·Information in the data warehouse is under the control of data warehouse users so that, even if the source system data is purged over time, the information in the warehouse can be stored safely for extended periods of time.

·Because they are separate from operational systems, data warehouses provide retrieval of data without slowing down operational systems.

·Data warehouses facilitate decision support system applications such as trend reports（e.g.，the items with the most sales in a particular area within the last two years），exception reports, and reports that show actual performance versus goals.

·Data warehouses can work in conjunction with and, hence, enhance the value of operational business applications, notably customer relationship management（CRM）systems.

2.Data warehouse architecture

There is no widespread agreement on exactly what constitutes a data warehouse architecture. Though they may not be contradictory, views differ as to the relative importance of the possible components.One possible conceptualization of a data warehouse architecture consists of the following interconnected layers.

·Operational database layer—The source data for the data warehouse.

·Informational access layer—The data accessed for reporting and analyzing and the tools for reporting and analyzing data.

·Data access layer—The interface between the operational and informational access layer.

·Metadata layer—The data directory（which is often much more detailed than an operational system data directory）.

3.Normalized versus dimensional approach to storage of data

There are two leading approaches to storing data in a data warehouse—the dimensional approach and the normalized approach.

In the dimensional approach, transaction data are partitioned into either“facts”，which are generally numeric transaction data, and“dimensions”，which are the reference information that gives context to the facts. For example, a sales transaction can be broken up into facts such as the number of products ordered and the price paid for the products, and into dimensions such as order date, customer name, product number, order ship-to and bill-to locations, and salesperson responsible for receiving the order.A key advantage of a dimensional approach is that the data warehouse is easier for the user to understand and to use.Also, the retrieval of data from the data warehouse tends to operate very quickly.The main disadvantages of the dimensional approach are：[1]In order to maintain the integrity of facts and dimensions, loading the data warehouse with data from different operational systems is complicated, and[2]It is difficult to modify the data warehouse structure if the organization adopting the dimensional approach changes the way in which it does business.

In the normalized approach, the data in the data warehouse are stored following, to a degree, the Codd normalization rule. Tables are grouped together by subject areas that reflect general data categories（e.g.，data on customers, products, finance, etc.）The main advantage of this approach is that it is straightforward to add information into the database.A disadvantage of this approach is that because of the number of tables involved, it can be difficult for both users to join data from different sources into meaningful information and then access the information without a precise understanding of the sources of data and of the data structure of the data warehouse.

These approaches are not exact opposites of each other. Dimensional approaches can involve normalizing data to a degree.

4.Conforming information

Another important decision in designing a data warehouse is which data to conform and how to conform the data. For example, one operational system feeding data into the data warehouse may use“M”and“F”to denote sex of an employee while another operational system may use“Male”and“Female”.Though this is a simple example, much of the work in implementing a data warehouse is devoted to making similar meaning data consistent when they are stored in the data warehouse.Typically, extract, transform, load tools are used in this work.

5.Top-down versus bottom-up design methodologies

1）Top-down design

Bill Inmon, one of the first authors on the subject of data warehousing, has defined a data warehouse as a centralized repository for the entire enterprise. Inmon is one of the leading proponents of the top-down approach to data warehouse design, in which the data warehouse is＆nbsp；designed using a normalized enterprise data model.“Atomic”data, that is, data at the lowest level of detail, are stored in the data warehouse.Dimensional data marts containing data needed for specific business processes or specific departments are created from the data warehouse.In the Inmon vision the data warehouse is at the center of the“Corporate Information Factory”（CIF），which provides a logical framework for delivering business intelligence（BI）and business management capabilities.The CIF is driven by data provided from business operations.

Inmon states that the data warehouse is：

·Subject-oriented—The data in the data warehouse is organized so that all the data elements relating to the same real-world event or object are linked together.

·Time-variant—The changes to the data in the data warehouse are tracked and recorded so that reports can be produced showing changes over time.

·Non-volatile—Data in the data warehouse is never over-written or deleted—once committed, the data is static, read-only, and retained for future reporting.

·Integrated—The data warehouse contains data from most or all of an organization’s operational systems and this data is made consistent.

The top-down design methodology generates highly consistent dimensional views of data across data marts since all data marts are loaded from the centralized repository.Top-down design has also proven to be robust against business changes.Generating new dimensional data marts against the data stored in the data warehouse is a relatively simple task.The main disadvantage to the top-down methodology is that it represents a very large project with a very broad scope.The up-front cost for implementing a data warehouse using the top-down methodology is significant, and the duration of time from the start of project to the point that end users experience initial benefits can be substantial.In addition, the top-down methodology can be inflexible and unresponsive to changing departmental needs during the implementation phases.

2）Bottom-up design

Ralph Kimball, another well-known author on data warehousing, defines a data warehouse as“a copy of transaction data specifically structured for query and analysis.”Kimball is a proponent of the bottom-up approach to data warehouse design.In the bottom-up approach data marts are first created to provide reporting and analytical capabilities for specific business processes.Data marts contain atomic data and, if necessary, summarized data.These data marts can eventually be unioned together to create a comprehensive data warehouse.The combination of data marts is managed through the implementation of what Kimball calls“a data warehouse bus architecture”.

The bottom-up approach to data warehouse design provides the advantage of a quick turnaround.Business value can be returned as quickly as the first data marts can be created.However, a long term risk of this approach is inconsistencies in the multiple data marts and the resulting multiple“version of the truths”seen by users retrieving data from the data marts.Conforming dimensions among data marts and maintaining tight management over the data warehouse bus architecture can help mitigate these risks.

3）Hybrid design

Over time it has become apparent to proponents of bottom-up and top-down data warehouse design that both methodologies have benefits and risks.Hybrid methodologies have evolved to take advantage of the fast turn-around time of bottom-up design and the enterprise-wide data consistency of top-down design.

6.Data warehouses versus operational systems

Operational systems are optimized for preservation of data integrity and speed of recording of business transactions through use of database normalization and an entity-relationship model.Operational system designers generally follow the Codd rules of data normalization in order to ensure data integrity.Codd defines five increasingly stringent rules of normalization.Fully normalized database designs（that is, those satisfying all five Codd rules）often result in information from a business transaction being stored in dozens to hundreds of tables.Relational databases are efficient at managing the relationships between these tables.The databases have very fast insert/update performance because only a small amount of data in those tables is affected each time a transaction is processed.Finally, in order to improve performance, older data are usually periodically purged from operational systems.

Data warehouses are optimized for speed of data retrieval. Frequently data in data warehouses are denormalised via a dimension-based model.Also, to speed data retrieval, data warehouse data are often stored multiple times—in their most granular form and in summarized forms called aggregates.Data warehouse data are gathered from the operational systems and held in the data warehouse even after the data has been purged from the operational systems.

7.History

The concept of data warehousing dates back to the late-1980s when IBM researchers Barry Devlin and Paul Murphy developed the“business data warehouse”.In essence, the data warehousing concept was intended to provide an architectural model for the flow of data from operational systems to decision support environments.The concept attempted to address the various problems associated with this flow—mainly, the high costs associated with it.In the absence of a data warehousing architecture, an enormous amount of redundancy of information was required to support the multiple decision support environment that usually existed.In larger corporations it was typical for multiple decision support environments to operate independently.Each environment served different users but often required much of the same data.The process of gathering, cleaning and integrating data from various sources, usually long existing operational systems（usually referred to as legacy systems），was typically in part replicated for each environment.Moreover, the operational systems were frequently reexamined as new decision support requirements emerged.Often new requirements necessitated gathering, cleaning and integrating new data from the operational systems that were logically related to prior gathered data.Based on analogies with real-life warehouses, data warehouses were intended as large-scale＆nbsp；collection/storage/staging areas for corporate data.Data could be retrieved from one central point or data could be distributed to“retail stores”or“data marts”which were tailored for ready access by users.

8.Evolution in organization use of data warehouses

Organizations generally start off with relatively simple use of data warehousing. Over time, more sophisticated use of data warehousing evolves.The following general stages of use of the data warehouse can be distinguished.

·Off line Operational Databases—Data warehouses in this initial stage are developed by simply copying the data of an operational system to another server where the processing load of reporting against the copied data does not impact the operational system’s performance.

·Off line Data Warehouse—Data warehouses at this stage are updated from data in the operational systems on a regular basis and the data warehouse data is stored in a data structure designed to facilitate reporting.

·Real Time Data Warehouse—Data warehouses at this stage are updated every time an operational system performs a transaction（e.g.，an order or a delivery or a booking.）

·Integrated Data Warehouse—Data warehouses at this stage are updated every time an operational system performs a transaction.The data warehouses then generate transactions that are passed back into the operational systems.

9.Disadvantages of data warehouses

There are also disadvantages to using a data warehouse. Some of them are：

·Over their life, data warehouses can have high costs.The data warehouse is usually not static.Maintenance costs are high.

·Data warehouses can get outdated relatively quickly.There is a cost of delivering suboptimal information to the organization.

·There is often a fine line between data warehouses and operational systems.Duplicate, expensive functionality may be developed.Or, functionality may be developed in the data warehouse that, in retrospect, should have been developed in the operational systems and vice versa.

10.The future of data warehousing

Data warehousing, like any technology niche, has a history of innovations that did not receive market acceptance.

A 2007 Gartner Group paper predicted the following technologies could be disruptive to the business intelligence market.

·Service Oriented Architecture

·Search capabilities integrated into reporting and analysis technology

·Software as a Service

·Analytic tools that work in memory

·Visualization

Another prediction is that data warehouse performance will continue to be improved by use of data warehouse appliances, many of which incorporate the developments in the aforementioned Gartner Group report.

Finally, management consultant Thomas Davenport, among others, predicts that more organizations will seek to differentiate themselves by using analytics enabled by data warehouses.


Chapter 11　Artificial Intelligence


 11.1　Text

Artificial intelligence, also known as machine intelligence, is defined as intelligence exhibited by any manufactured（ie. artificial）system.The term is often applied to general purpose computers, and also in the field of scientific investigation into the theory and practical application of AI.

1.Overview

The concept of“artificial intelligence”is something which can be considered in two parts：“what is the nature of artifice”and“what is intelligence”？The first question is relatively easy to answer, although it also necessarily leads to an examination of what it is possible to manufacture. For example, the limitations of certain types of systems, such as classical computational systems, or of available manufacturing processes, or of human intellect, may all place constraints on what can be manufactured.

The second question raises fundamental ontological issues of consciousness and self and mind（including the unconscious mind）. It also raises questions about the nature of intelligence as displayed by humans, as intelligent behavior in humans is complex and often difficult to study or understand.Study of animals and artificial systems which are not simply models of what already exists are also considered highly relevant.

Several distinct types of artificial intelligence are discussed below, along with divisions, history, proponents, opponents, and applied research in the field. Lastly, references to fictional and non-fictional descriptions of AI are provided.

2.Strong AI and weak AI

One popular and early definition of artificial intelligence research, put forth by John McCarthy at the Dartmouth Conference in 1956，is“making a machine behave in ways that would be called intelligent if a human were so behaving”，repeating the claim put forth by Alan Turing in“Computing machinery and intelligence”（Mind, October 1950）. However this definitionseems to ignore the possibility of strong AI（see below）.Another definition of artificial intelligence is intelligence arising from an artificial device.Most definitions could be categorized as concerning either systems that think like humans, systems that act like humans, systems that think rationally or systems that act rationally.

1）Strong artificial intelligence

Strong artificial intelligence research deals with the creation of some form of computer-based artificial intelligence that can truly reason and solve problems；a strong form of AI is said to be sentient, or self-aware.In theory, there are two types of strong AI.

·Human-like AI, in which the computer program thinks and reasons much like a human mind.

·Non-human-like AI, in which the computer program develops a totally non-human sentience, and a non-human way of thinking and reasoning.

2）Weak artificial intelligence

Weak artificial intelligence research deals with the creation of some form of computer-based artificial intelligence that can reason and solve problems only in a limited domain；such a machine would, in some ways, act as if it were intelligent, but it would not possess true intelligence or sentience.The classical test for such abilities is the Turing test.

There are several fields of weak AI, one of which is natural language. Many weak AI fields have specialised software or programming languages created for them.For example, the‘most-human’natural language chatterbot A.L.I.C.E.uses a programming language AIML that is specific to its program, and the various clones, named Alicebots.Jabberwacky is a little closer to strong AI, since it learns how to converse from the ground up based solely on user interactions.

To date, much of the work in this field has been done with computer simulations of intelligence based on predefined sets of rules. Very little progress has been made in strong AI.Depending on how one defines one's goals, a moderate amount of progress has been made in weak AI.

When viewed with a moderate dose of cynicism, weak artificial intelligence can be viewed as‘the set of computer science problems without good solutions at this point.'Once a sub-discipline results in useful work, it is carved out of artificial intelligence and given its own name.Examples of this are pattern recognition, image processing, neural networks, natural language processing, robotics and game theory.While the roots of each of these disciplines is firmly established as having been part of artificial intelligence, they are now thought of as somewhat separate.

3）Philosophical criticism and support of strong AI

The term“Strong AI”was originally coined by John Searle and was applied to digital computers and other information processing machines. Searle defined strong AI：

“according to strong AI, the computer is not merely a tool in the study of the mind；rather, the appropriately programmed computer really is a mind”（J Searle in Minds Brains and Programs. The Behavioral and Brain Sciences, vol.3，1980）.

Searle and most others involved in this debate are addressing the problem of whether a machine that works solely through the transformation of encoded data could be a mind, not the wider issue of Monism versus Dualism（ie：whether a machine of any type, including biological machines, could contain a mind）.

Searle states in his Chinese Room argument that information processors carry encoded data which describe other things. The encoded data itself is meaningless without a cross reference to the things it describes.This leads Searle to point out that there is no meaning or understanding in an information processor itself.As a result Searle claims to demonstrate that even a machine that passed the Turing test would not necessarily be conscious in the human sense.

Some philosophers hold that if Weak AI is accepted as possible then Strong AI must also be possible. Daniel C.Dennett argues in Consciousness Explained that if there is no magic spark or soul, then Man is just a machine, and he asks why the Man-machine should have a privileged position over all other possible machines when it comes to intelligence or‘mind’.Simon Blackburn in his introduction to philosophy, Think, points out that you might appear intelligent but there is no way of telling if that intelligence is real（ie：a‘mind’）.However, if the discussion is limited to strong AI rather than artificial consciousness it may be possible to identify features of human minds that do not occur in information processing computers.

Strong AI seems to involve the following assumptions about the mind and brain.

·The mind is software, a finite state machine so the Church-Turing thesis applies to it.

·The brain is purely hardware（i.e.only follows the rules of a classical computer）.

The first assumption is particularly problematic because of the old adage that any computer is just a glorified abacus. It is indeed possible to construct any type of information processor out of balls and wood, although such a device would be very slow and prone to failure, it would be able to do anything that a modern computer can do.This means that the proposition that information processors can be mind is equivalent to proposing that minds can exist as devices made of rolling balls in wooden channels.

Some（including Roger Penrose）attack the applicability of the Church-Turing thesis directly by drawing attention to the halting problem in which certain types of computation cannot be performed by information systems yet seem to be performed by human minds.

Ultimately the truth of Strong AI depends upon whether information processing machines can include all the properties of minds such as Consciousness. However, Weak AI is independent of the Strong AI problem and there can be no doubt that many of the features of modern computers such as multiplication or database searching might have been considered‘intelligent'only a century ago.

3.History

1）Development of AI theory

Much of the（original）focus of artificial intelligence research draws from an experimental approach to psychology, and emphasizes what may be called linguistic intelligence（bestexemplified in the Turing test）.

Approaches to artificial intelligence that do not focus on linguistic intelligence include robotics and collective intelligence approaches, which focus on active manipulation of an environment, or consensus decision making, and draw from biology and political science when seeking models of how“intelligent”behavior is organized.

AI theory also draws from animal studies, in particular with insects, which are easier to emulate as robots, as well as animals with more complex cognition, including apes, who resemble humans in many ways but have less developed capacities for planning and cognition. AI researchers argue that animals, which are simpler than humans, ought to be considerably easier to mimic.But satisfactory computational models for animal intelligence are not available.

Seminal papers advancing the concept of machine intelligence include A Logical Calculus of the Ideas Immanent in Nervous Activity（1943），by Warren McCulloch and Walter Pitts, and On Computing Machinery and Intelligence（1950），by Alan Turing, and Man-Computer Symbiosis by J.C.R.Licklider.

There were also early papers which denied the possibility of machine intelligence on logical or philosophical grounds such as Minds, Machines and Godel（1961）by John Lucas.

With the development of practical techniques based on AI research, advocates of AI have argued that opponents of AI have repeatedly changed their position on tasks such as computer chess or speech recognition that were previously regarded as“intelligent”in order to deny the accomplishments of AI. They point out that this moving of the goalposts effectively defines“intelligence”as“whatever humans can do that machines cannot”.

John von Neumann anticipated this in 1948 by saying, in response to a comment at a lecture that it was impossible for a machine to think：“You insist that there is something a machine cannot do. If you will tell me precisely what it is that a machine cannot do, then I can always make a machine which will do just that！”.von Neumann was presumably alluding to the Church-Turing thesis which states that any effective procedure can be simulated by a（generalized）computer.

In 1969 McCarthy and Hayes started the discussion about the frame problem with their essay，“Some Philosophical Problems from the Standpoint of Artificial Intelligence”.

2）Experimental AI research

Artificial intelligence began as an experimental field in the 1950s with such pioneers as Allen Newell and Herbert Simon, who founded the first artificial intelligence laboratory at Carnegie-Mellon University, and McCarthy and Marvin Minsky, who founded the MIT AI Lab in 1959.They all attended the aforementioned Dartmouth College summer AI conference in 1956，which was organized by McCarthy, Minsky, Nathan Rochester of IBM and Claude Shannon.

Historically, there are two broad styles of AI research—the“neats”and“scruffies”.“Neat”，classical or symbolic AI research, in general, involves symbolic manipulation of abstract concepts, and is the methodology used in most expert systems. Parallel to this are the“scruffy”，or“connectionist”，approaches, of which neural networks are the best-known example, which try to“evolve”intelligence through building systems and then improving them through some＆nbsp；automatic process rather than systematically designing something to complete the task.Both approaches appeared very early in AI history.Throughout the 1960s and 1970s scruffy approaches were pushed to the background, but interest was regained in the 1980s when the limitations of the“neat”approaches of the time became clearer.However, it has become clear that contemporary methods using both broad approaches have severe limitations.

Artificial intelligence research was very heavily funded in the 1980s by the Defense Advanced Research Projects Agency in the United States and by the fifth generation computer systems project in Japan. The failure of the work funded at the time to produce immediate results, despite the grandiose promises of some AI practitioners, led to correspondingly large cutbacks in funding by government agencies in the late 1980s, leading to a general downturn in activity in the field known as AI winter.Over the following decade, many AI researchers moved into related areas with more modest goals such as machine learning, robotics, and computer vision, though research in pure AI continued at reduced levels.

3）Practical applications of AI techniques

Whilst progress towards the ultimate goal of human-like intelligence has been slow, many spinoffs have come in the process.Notable examples include the languages LISP and Prolog, which were invented for AI research but are now used for non-AI tasks.Hacker culture first sprang from AI laboratories, in particular the MIT AI Lab, home at various times to such luminaries as McCarthy, Minsky, Seymour Papert（who developed Logo there），Terry Winograd（who abandoned AI after developing SHRDLU）.

Many other useful systems have been built using technologies that at least once were active areas of AI research. Some examples include：

[1]Deep Blue, a chess-playing computer, beat Garry Kasparov in a famous match in 1997.

[2]InfoTame, a text analysis search engine developed by the KGB for automatically sorting millions of pages of communications intercepts.

[3]Fuzzy logic, a technique for reasoning under uncertainty, has been widely used in industrial control systems.

[4]Expert systems are being used to some extent industrially.

[5]Machine translation systems such as SYSTRAN are widely used, although results are not yet comparable with human translators.

[6]Neural networks have been used for a wide variety of tasks, from intrusion detection systems to computer games.

[7]Optical character recognition systems can translate arbitrary typewritten European script into text.

[8]Handwriting recognition is used in millions of personal digital assistants.

[9]Speech recognition is commercially available and is widely deployed.

[10]Computer algebra systems, such as Mathematica and Macsyma, are commonplace.

[11]Machine vision systems are used in many industrial applications ranging from hardware verification to security systems.

[12]AI Planning methods were used to automatically plan the deployment of US forces during Gulf War I.This task would have cost months of time and millions of dollars to perform manually, and DARPA stated that the money saved on this single application was more than their total expenditure on AI research over the last 50 years.

The vision of artificial intelligence replacing human professional judgment has arisen many times in the history of the field, in science fiction and today in some specialized areas where“expert systems”are used to augment or to replace professional judgment in some areas of engineering and of medicine.


11.2　Notes

（1）The first question is relatively easy to answer, although it also necessarily leads to an examination of what it is possible to manufacture. For example, the limitations of certain types of systems, such as classical computational systems, or of available manufacturing processes, or of human intellect, may all place constraints on what can be manufactured.

译文：第一个问题相对比较容易回答，然而就必然会引出什么可以人造的问题。比如说，某种类型的系统的局限性，如古典的计算系统、现有制造工序的局限性、人类智力的局限性，在各方面约束了人造的能力。

（2）Weak artificial intelligence research deals with the creation of some form of computer-based artificial intelligence that can reason and solve problems only in a limited domain；such a machine would, in some ways, act as if it were intelligent, but it would not possess true intelligence or sentience.

译文：弱人工智能的研究用于创造一些基于计算机、但只能在有限的领域推理和解决问题的人工智能，这一机器在某些方面表现出智能，但并不会真正拥有智能或感觉。图灵测试是这方面最经典的测试。

（3）When viewed with a moderate dose of cynicism, weak artificial intelligence can be viewed as‘the set of computer science problems without good solutions at this point.'Once a sub-discipline results in useful work, it is carved out of artificial intelligence and given its own name.Examples of this are pattern recognition, image processing, neural networks, natural language processing, robotics and game theory.

译文：半开玩笑地说，弱人工智能可以看作“在这方面没有好的解决办法的计算机科学问题。”一旦一个分支学科有了成效，它就从人工智能分离出来并拥有新的名字，例如：模式识别、图像处理、神经网络、自然语言处理、机器人技术和博弈论。

（4）Searle and most others involved in this debate are addressing the problem of whether a machine that works solely through the transformation of encoded data could be a mind, not the wider issue of Monism versus Dualism.

译文：不同于更广义的一元论和二元论的争论，希尔勒与多数人争论的要点是：如果一台机器的唯一工作原理就是对编码数据进行转换，那么这台机器是不是有思维的？

（5）This means that the proposition that information processors can be minds is equivalent to proposing that minds can exist as devices made of rolling balls in wooden channels.

译文：这说明，信息处理器是思想的设想等于说：思想可以以在木制通道里的滚珠的形式存在。

（6）The failure of the work funded at the time to produce immediate results, despite the grandiose promises of some AI practitioners, led to correspondingly large cutbacks in funding by government agencies in the late 1980s, leading to a general downturn in activity in the field known as AI winter.

译文：尽管有某些人工智能的从业者冠冕堂皇地承诺会尽快得出结果，投资工作还是失败了，因此在80年代后期，政府机构的投资相对来说大大减少了，导致了一段被称为“人工智能的冬天”的普遍低迷时期。


11.3　Keywords

1.Artificial　人造的，人工的

2.Intelligence　智能

3.Ontological　存在论的，本体论的

4.Consciousness　意识

5.Evolve　进化

6.Exprt system　专家系统


11.4　Exercises

1.Answer the questions

（1）What is strong AI？

（2）What is weak AI？

2.Translation

Historically, there are two broad styles of AI research—the“neats”and“scruffies”.“Neat”，classical or symbolic AI research, in general, involves symbolic manipulation of abstract concepts, and is the methodology used in most expert systems. Parallel to this are the“scruffy”，or“connectionist”，approaches, of which neural networks are the best-known example, which try to“evolve”intelligence through building systems and then improving them through some automatic process rather than systematically designing something to complete the task.Both approaches appeared very early in AI history.Throughout the 1960s and 1970s scruffy approaches were pushed to the background, but interest was regained in the 1980s when the limitations of the“neat”approaches of the time became clearer.However, it has become clear that contemporary methods using both broad approaches have severe limitations.


11.5　Related Topics

英汉词汇的比较

1.基本情况的比较

1）词类的划分

英语的词共划分为10类：名词、动词、形容词、代词、副词、介词、数词、连词、叹词和冠词。汉语的词共划分为11类：名词、动词、形容词、代词、副词、介词、数词、连词、叹词、量词和助词。可见，英语中有冠词，是附在名词前的一种虚词。汉语没有冠词，也没有与它相当的词类。汉语中有助词，附在词、词组或句子后面表示各种附加意义；汉语中有量词，表示事物的计算单位。

2）词的构成

英语词的构成主要采用派生法、转换法和合成法三种方式。汉语的词除少数由一个词素构成的单纯词（如氧、积、尺）外，大部分合成词都采用复合法、加缀法和重迭法构成。

3）词的形态变化

英语比汉语的形态发达，可通过词性的变化表示各种语法概念，具体特点如下。

·名词—分为可数名词和不可数名词。

·动词—5种变化形式：动词原形、一般现在时单数第三人称、过去时、过去分词、现在分词，以表示人称、数、时态、语态、语气等语法特征。

·形容词—3种形式：原级、比较级和最高级。

·副词—3种形式：原级、比较级和最高级。

·代词—分为八类，其中的人称代词除有人称和数的变化外，还有“格”的变化。

4）词的兼类

同一个词兼属不同的词类、具有不同的句法功能的现象称为词的兼类。英汉语言的词均有兼类现象，但前者出现兼类现象比后者更普遍；且汉语词的兼类不影响词汇本身意义，而英语词兼类时有可能会改变意义和发音。

2.词汇含义方面的比较

1）词义完全对等

英汉语中的某些单义词，主要是一些专有名词、科技专业术语和一些表示单位和度量的词，在翻译时不受上下文的影响，始终是同词同译，没什么困难。

2）词义不完全对等

英语中一词多义的现象比汉语更为明显。英语中某一多义词所包含的各种意义，往往与汉语中多个不相同的词含义相当；而汉语中某一多义词所包含的各种意义，也往往与英语中多个不同词的意义相符。因此在翻译的过程中遇到此类多义词时，一定要密切联系上下文来权衡度量究竟该将其翻译成哪一种含义。

3）词的含义范围不等

所谓词的含义范围，是指一个词表示的概念所确指的对象的范围，或者是概念所及的广度和深度。英语词汇的含义范围比汉语更大些，如下所述。

[1]英语中有不少含义明确的名词，其概念具体，但所涉及的范围很大。

[2]英语中有很多动词，其概念抽象，但这种抽象的概念所涉及的范围要比汉语大得多。英汉互译过程中用到的概念往往相去甚远。

[3]科技英语中常用的一些抽象名词，既具有抽象的动作意义，又具有具体的事物意义，这是一般汉语名词所不及的。

[4]英语中有不少词在汉语中对应词义表现出明显不一的轻重分量和截然不同的贬褒色彩。

3.词汇使用习惯的比较

1）词的搭配

所谓搭配能力，是指一个词与另一个词连用而产生复合逻辑意义的能力。英语和汉语的词汇在搭配习惯上差别很大，如：形容词+名词、动词+名词、名词+动词和动词+副词等，原先分别是偏正关系、动宾关系、主谓关系和动状关系，但译成汉语后就不一定再是原先的词性了，反之亦然，因此在翻译时必须考虑汉语中词语的搭配问题。

2）词的借代

词的借代即指某些词不仅可以表示最初赋予其意义的事物，而且还可以表示在特征上或意义上和该事物相关联或相近似的事物。一般来说，英语词的借代能力强于汉语，因此在翻译时要注意不要把同一个概念当成两个东西。

3）关联词的使用

英汉语中的词组之间、句子之间均存在各种意义上的关联，如下所述。

（1）表示并列关系（联合关系）

并列关系分为同等或附加的并列关系、选择关系及递进关系，这些关系所使用的关联词，对于英汉语来说都是一致的，翻译中不会有什么困难。

（2）表示主从关系（偏正关系）

英语中的主从关系分为让步关系（相当于汉语的转折关系和部分假设关系）、因果关系、条件关系（相当于汉语的条件关系和部分假设关系），这些关系所使用的关联词，在汉语中一般是成对出现，前后呼应，很有节奏感；在英语中则是只使用成对中的一个，即只在从句中使用关联词，主句中不用关联词。值得注意的是，这类关联词在科技英语使用得相当广泛，是科技英语的修辞特点之一。

4）引导词和冠词的使用

和汉语不同，英语中大量使用冠词a、an、the和引导词it、there，但这些词在汉译时大多可减去不译，因此这种大量使用并不会给翻译带来特别的困难，但需注意冠词的有无有时会导致意义上的改变。

5）词序

所谓词序，是指词在词组或句子里的先后次序。一般来说，英语的词序比汉语要灵活些。在英语中，词序的改变有时并不一定引起语法关系的改变；虽然用作定语的英语形容词或分词大多要放在名词之前，但也有不少可以放在名词之后，而且不导致意义上的改变；英语副词用作状语时，其位置十分灵活，可以放在句首、句末，也可以放在被修饰词的前后或介于被修饰部分之间，语法作用不变。总之，在翻译时应按照汉语的词序习惯对英语的词序进行适当的调整。


11.6　Additional Reading

Cognitive science

Cognitive science is most simply defined as the scientific study either of mind or of intelligence. It is an interdisciplinary study drawing from relevant fields including psychology, philosophy, neuroscience, linguistics, anthropology, computer science, and biology.The term cognitive science was coined by Christopher Longuet-Higgins in his 1973 commentary on the Lighthill report, which concerned the then-current state of Artificial Intelligence research.In the same decade, the journal Cognitive Science and the Cognitive Science Society began.

1.History

In Ancient Greece, philosophers Plato and Aristotle sought to understand the nature of human knowledge. In the 17th century, Descartes popularized the notion that the body and the mind were two separate entities, known as Res Extensa and Res Cogitans.Other thinkers on the matter of the mind in the 17th and 18th centuries included George Berkeley, Robert Burton, Thomas Hobbes, David Hume, Immanuel Kant, and John Locke.In the 1870s, Wilhelm Wundt moved the study of human knowledge into the realm of experimental psychology.In the early 20th century, the popular notion of mind was altered by John B.Watson's behaviorist viewpoint that consciousness was not an appropriate question for scientific inquiry and that only observable behavior should be studied.In the 1950s this prevailing viewpoint began to change again as scientists started conceptualizing theories of mind based on complex representations and computational procedures.George A.Miller pioneered the concept of mental representations, chunks of information that are encoded and decoded within the mind.John McCarthy, Marvin Minsky, Allen Newell, and Herbert Simon founded the field of artificial intelligence around the same time.Noam Chomsky further removed the study of the mind from the behaviorism of Watson, B.F.Skinner, and others that had been psychology's primary focus.The first international Round-Table on Abstract Intelligent Agent（AIA93）was held in Rome in 1993.

2.Principles

1）Approaches

There are several approaches to the study of cognitive science. These approaches may be classified broadly as symbolic, connectionist, and dynamic systems.

·Symbolic—holds that cognition can be explained using operations on symbols, by means＆nbsp；of explicit computational theories and models of mental（but not brain）processes analogous to the workings of a digital computer.

·Connectionist（subsymbolic）—holds that cognition can only be modeled and explained by using artificial neural networks on the level of physical brain properties.

·Hybrid systems—holds that cognition is best modeled using both connectionist and symbolic models, and possibly other computational techniques（see Sun and Bookman 1994）.

·Dynamic Systems—holds that cognition can be explained by means of a continuous dynamical system in which all the elements are interrelated, like the Watt Governor.

2）Levels of analysis

One of the central principles of systemics applied in the symbolic approach to cognitive science is that[1]there are different Levels of Analysis（LOA）from which the brain and mind can be studied, and[2]mental phenomena are best studied from multiple levels of abstraction.For example, these levels are broken into three（not well separated）groups, based on Marr’s description of them.

·Implementational（Physical）level—describes the physical substrate that the system consists of（e.g.the brain；neurons）.

·Algorithmic（Functional）level—describes how information is processed to produce the behavioral output.

·Computational（Behavioral）level—describes the directly observable output（or behavior）of a system.

A simple analogy often used to describe LOA is to compare the brain to a computer. The physical level would consist of the computer's CPU, the behavioral level represents the computer's output to a monitor or printer, and the functional level would be the computer's operating system, which allows the CPU and peripheral components to communicate.

A central tenet of cognitive science is that a complete understanding of the mind/brain cannot be attained by studying only a single level. For example, consider the problem of remembering a phone number and recalling it later.How does this process occur？One approach would be to study behavior through direct observation.A person could be presented with a phone number, asked to recall it after some delay.Then the accuracy of the response could be measured.Another approach would be to study the firings of individual neurons while a person is trying to remember the phone number.Neither of these experiments on their own would fully explain how the process of remembering a phone number works.Even if the technology to map out every neuron in the brain in real-time were available, and it were known when each neuron was firing, it would still be impossible to know how a particular firing of neurons translates into the observed behavior.Thus an understanding of how these two levels relate to each other is needed.This can be provided by a functional level account of the process.Studying a particular phenomenon from multiple levels creates a better understanding of the processes that occur in the brain to give rise to a particular behavior.For criticisms of this framework see Functionalism（psychology）.

3）Interdisciplinary nature

Cognitive science is an interdisciplinary field with contributors from various fields, including psychology, neuroscience, linguistics, philosophy, computer science, anthropology, biology, and physics. Cognitive science tends to view the world outside the mind much as other sciences do.Thus it also has an objective, observer-independent existence.The field is usually seen as compatible with the physical sciences, and uses the scientific method as well as simulation or modeling, often comparing the output of models with aspects of human behavior.Still, there is much disagreement about the exact relationship between cognitive science and other fields, and the interdisciplinary nature of cognitive science is largely both unrealized and circumscribed.

Many, but not all, who consider themselves cognitive scientists have a functionalist view of the mind—the view that mental states are classified functionally, such that any system that performs the proper function for some mental state is considered to be in that mental state. Thus, according to functionalism about the mind, even non-human systems, such as other animal species, alien life forms, or advanced computers can, in principle, have mental states.This perspective is one of the reasons the term“cognitive science”is not exactly coextensive with neuroscience, psychology, or some combination of the two.

From the external point of view, the largest interdisciplinary context of cognitive science is systemics. It includes the socio-cognitive extension of the cognition models and theories over different social environments and social systems, with the emphasis on distributed cognition and intelligence.

4）Cognitive science：the term

The term“cognitive”in“cognitive science”is“used for any kind of mental operation or structure that can be studied in precise terms”. This conceptualization is very broad, and should not be confused with how“cognitive”is used in some traditions of analytic philosophy, where“cognitive”has to do only with formal rules and truth conditional semantics.（Nonetheless, that interpretation would bring one close to the historically dominant school of thought within cognitive science on the nature of cognition-that it is essentially symbolic, propositional, and logical.）

The earliest entries for the word“cognitive”in the OED take it to mean roughly pertaining“to the action or process of knowing”. The first entry, from 1586，shows the word was at one time used in the context of discussions of Platonic theories of knowledge.Most in cognitive science, however, presumably do not believe their field is the study of anything as certain as the knowledge sought by Plato.

3.Scope

Cognitive science is a large field, and covers a wide array of topics on cognition. However, it should be recognized that cognitive science is not equally concerned with every topic that might bear on the nature and operation of the mind or intelligence.Social and cultural factors, emotion, consciousness, animal cognition, comparative and evolutionary approaches are frequently de-emphasized or excluded outright, often based on key philosophical conflicts.Another important＆nbsp；mind-related subject that cognitive sciences tend to avoid is the existence of qualia, with discussions over this issue being sometimes limited to only mentioning qualia as a philosophically-open matter.Some within the cognitive science community, however, consider these to be vital topics, and advocate the importance of investigating them.

In any event, the essential questions of cognitive science seem to be：What is intelligence？and How is it possible to model it computationally？.

Below are some of the main topics that cognitive science is concerned with. This is not an exhaustive list, but is meant to cover the wide range of intelligent behaviors.

1）Artificial intelligence

Artificial intelligence（AI）involves the study of cognitive phenomena in machines. One of the practical goals of AI is to implement aspects of human intelligence in computers.Computers are also widely used as a tool with which to study cognitive phenomena.Computational modeling uses simulations to study how human intelligence may be structured.（See the section on computational modeling in the Research Methods section.）

There is some debate in the field as to whether the mind is best viewed as a huge array of small but individually feeble elements（i. e.neurons），or as a collection of higher-level structures such as symbols, schemas, plans, and rules.The former view uses connectionism to study the mind, whereas the latter emphasizes symbolic computations.One way to view the issue is whether it is possible to accurately simulate a human brain on a computer without accurately simulating the neurons that make up the human brain.

2）Attention

Attention is the selection of important information. The human mind is bombarded with millions of stimuli and it must have a way of deciding which of this information to process.Attention is sometimes seen as a spotlight, meaning one can only shine the light on a particular set of information.Experiments that support this metaphor include the dichotic listening task and studies of inattentional blindness.In the dichotic listening task, subjects are bombarded with two different messages, one in each ear, and told to focus on only one of the messages.At the end of the experiment, when asked about the content of the unattended message, subjects cannot report it.

3）Language processing

A well-known example of a Phrase structure tree.This is one way of representing human language that shows how different components are organized hierarchically.

The ability to learn and understand language is an extremely complex process. Language is acquired within the first few years of life, and all humans under normal circumstances are able to acquire language proficiently.Some of the driving research questions in studying how the brain processes language include：[1]To what extent is linguistic knowledge innate or learned？[2]Why is it more difficult for adults to acquire a second-language than it is for infants to acquire their first-language？[3]How are humans able to understand novel sentences they have never heard before？

The study of language processing ranges from the investigation of the sound patterns ofspeech to the meaning of words and whole sentences. Linguistics often divides language processing into orthography, phonology and phonetics, syntactics, semantics, and pragmatics.Many aspects of language can be studied from each of these components and from their interaction.

The study of language processing in cognitive science is closely tied to the field of linguistics. Linguistics was traditionally studied as a part of the humanities, including studies of history, art and literature.In the last fifty years or so, more and more researchers have studied knowledge and use of language as a cognitive phenomenon, the main problems being how knowledge of language can be acquired and used, and what precisely it consists of.Linguists have found that, while humans form sentences in ways apparently governed by very complex systems, they are remarkably unaware of the rules that govern their own speech.Thus linguists must resort to indirect methods to determine what those rules might be.If speech is indeed governed by rules, they appear to be opaque to any conscious consideration.

A very fecund way to approach cognitive issues in language is the pragmatics of language, that is, the current use of the language by a real speaker. From a pragmatic analytical perspective it is possible to show that some people who have a profession in which they categorically work with language（e.g.journalists）have a behavior which is not predictable by known theories.The pragmatic approach is also useful in the study of collective distributed decision making, particularly in broadcasted systems（e.g.aviation approach control—APP）.

4）Learning and development

Learning and development are the processes by which we acquire knowledge and information over time. Infants are born with little or no knowledge（depending on how knowledge is defined），yet they rapidly acquire the ability to use language, walk, and recognize people and objects.Research in learning and development aims to explain the mechanisms by which these processes might take place.

A major question in the study of cognitive development is the extent to which certain abilities are innate or learned. This is often framed in terms of the nature versus nurture debate.The nativist view emphasizes that certain features are innate to an organism and are determined by its genetic endowment.The empiricist view, on the other hand, emphasizes that certain abilities are learned from the environment.It is clear that intelligent behavior has components that are both innate and learned, but the extent to which particular behaviors are innate is a major research question.In the area of language acquisition, for example, many questions remain about whether or not a special language acquisition device is necessary to facilitate the learning of language, or if humans can learn language through more general learning processes that take advantage of the information available in the environment.

5）Memory

Memory allows us to store information for later retrieval. Memory is often thought of consisting of both a long-term and short-term store.Long-term memory allows us to store information over prolonged periods（days, weeks, years）.We do not yet know the practical limit＆nbsp；of long-term memory capacity.Short-term memory allows us to store information over short time scales（seconds or minutes）.

Memory is also often grouped into declarative and procedural forms. Declarative memory—grouped into subsets of semantic and episodic forms of memory—refers to our memory for facts and specific knowledge, specific meanings, and specific experiences（e. g.，Who was the first president of the U.S.A.？or What did I eat for breakfast four days ago？）.Procedural memory allows us to remember actions and motor sequences（e.g.how to ride a bicycle）and is often dubbed implicit knowledge or memory.

Cognitive scientists study memory just as psychologists do, but tend to focus in more on how memory bears on cognitive processes, and the interrelationship between cognition and memory. One example of this could be, what mental processes does a person go through to retrieve a long-lost memory？Or, what differentiates between the cognitive process of recognition（seeing hints of something before remembering it, or memory in context）and recall（retrieving a memory, as in“fill-in-the-blank”）？

6）Perception and action

The Necker cube, an example of a visual illusion.

Perception is the ability to take in information via the senses, and process it in some way. Vision and hearing are two dominant senses that allow us to perceive the environment.Some questions in the study of visual perception, for example, including：[1]How are we able to recognize objects？[2]Why do we perceive a continuous visual environment, even though we only see small bits of it at any one time？One tool for studying visual perception is by looking at how people process visual illusions.The image on the right of a Necker cube is an example of a bistable percept, that is, the cube can be interpreted as being oriented in two different directions.

The study of haptic（tactile），olfactory, and gustatory stimuli also fall into the domain of perception.

Action is taken to refer to the output of a system. In humans, this is accomplished through motor responses.Spatial planning and movement, speech production, and complex motor movements are all aspects of action.

4.Research methods

Many different methodologies are used to study cognitive science. As the field is highly interdisciplinary, research often cuts across multiple areas of study, drawing on research methods from psychology, neuroscience, computer science and systems theory.

1）Behavioral experiments

In order to have a description of what constitutes intelligent behavior, one must study behavior itself. This type of research is closely tied to that in cognitive psychology and psychophysics.By measuring behavioral responses to different stimuli, one can understand something about how those stimuli are processed.

·Reaction time.The time between the presentation of a stimulus and an appropriate＆nbsp；response can indicate differences between two cognitive processes, and can indicate some things about their nature.For example, if in a search task the reaction times vary proportionally with the number of elements, then it is evident that this cognitive process of searching involves serial instead of parallel processing.

·Psychophysical responses.Psychophysical experiments are an old psychological technique, which has been adopted by cognitive psychology.They typically involve making judgments of some physical property, e.g.the loudness of a sound.Correlation of subjective scales between individuals can show cognitive or sensory biases as compared to actual physical measurements.Some examples include：

〇sameness judgments for colors, tones, textures, etc.

〇various threshold for colors, tones, textures, etc.

·Eye tracking.This methodology is used to study a variety of cognitive processes, most notably visual perception and language processing.The fixation point of the eyes is linked to an individual’s focus of attention.Thus, by monitoring eye movements, we can study what information is being processed at a given time.Eye tracking allows us to study cognitive processes on extremely short time scales.Eye movements reflect online decision making during a task, and they provide us with some insight into the ways in which those decisions may be processed.

2）Brain imaging

Brain imaging involves analyzing activity within the brain while performing various cognitive tasks. This allows us to link behavior and brain function to help understand how information is processed.Different types of imaging techniques vary in their temporal（time-based）and spatial（location-based）resolution.Brain imaging is often used in cognitive neuroscience.

·Single photon emission computed tomography and Positron emission tomography.SPECT and PET use radioactive isotopes, which are injected into the subject’s bloodstream and taken up by the brain.By observing which areas of the brain take up the radioactive isotope, we can see which areas of the brain are more active than other areas.PET has similar spatial resolution to fMRI, but it has extremely poor temporal resolution.

·Electroencephalography.EEG measures the electrical fields generated by large populations of neurons in the cortex by placing a series of electrodes on the scalp of the subject.This technique has an extremely high temporal resolution, but a relatively poor spatial resolution.

·Functional magnetic resonance imaging.fMRI measures the relative amount of oxygenated blood flowing to different parts of the brain.More oxygenated blood in a particular region is assumed to correlate with an increase in neural activity in that part of the brain.This allows us to localize particular functions within different brain regions.fMRI has moderate spatial and temporal resolution.

·Optical imaging.This technique uses infrared transmitters and receivers to measure the amount of light reflectance by blood near different areas of the brain.Since oxygenatedand deoxygenated blood reflects light by different amounts, we can study which areas are more active（i.e.，those that have more oxygenated blood）.Optical imaging has moderate temporal resolution, but poor spatial resolution.It also has the advantage that it is extremely safe and can be used to study infants’brains.

·Magnetoencephalography.MEG measures magnetic fields resulting from cortical activity.It is similar to EEG, except that it has improved spatial resolution since the magnetic fields it measures are not as blurred or attenuated by the scalp, meninges and so forth as the electrical activity measured in EEG is.MEG uses SQUID sensors to detect tiny magnetic fields.

3）Computational modeling

Computational models require a mathematically and logically formal representation of a problem. Computer models are used in the simulation and experimental verification of different specific and general properties of intelligence.Computational modelling can help us to understand the functional organization of a particular cognitive phenomenon.There are two basic approaches to the cognition modeling.The first is focused on abstract mental functions of an intelligent mind and operates using symbols, and the second, which follows the neural and associative properties of the human brain, and is called subsymbolic.

·Symbolic modeling evolved from the computer science paradigms using the technologies of Knowledge-Based Systems, as well as a philosophical perspective, see for example“Good Old-Fashioned Artificial Intelligence”GOFAI.They are developed by the first cognitive researchers and later used in information engineering for expert systems.Since the early 1990s it was generalized in systemics for the investigation of functional human-like intelligence models, such as personoids, and, in parallel, developed as the SOAR environment.Recently, especially in the context of cognitive decision making, symbolic cognitive modeling is extended to socio-cognitive approach including social and organization cognition interrelated with a sub-symbolic not conscious layer.

·Subsymbolic modeling includes Connectionist/neural network models.Connectionism relies on the idea that the mind/brain is composed of simple nodes and that the power of the system comes primarily from the existence and manner of connections between the simple nodes.Neural nets are textbook implementations of this approach.Some critics of this approach feel that while these models approach biological reality as a repetition of how the system works, they lack explanative powers as complicated systems of connections with even simple rules are extremely complex and often less interpretable than the system they model.

·Physical Dynamical systems.

All the above approaches tend to be generalized to the form of integrated computational models of a synthetic/abstract intelligence, in order to be applied to the explanation and improvement of individual and social/organizational decision-making.

4）Neurobiological methods

Research methods borrowed directly from neuroscience and neuropsychology can also help us to understand aspects of intelligence. These methods allow us to understand how intelligent behavior is implemented in a physical system.

·Single-cell recording

·Direct brain stimulation

·Animal models

·Postmortem studies


Chapter 12　Neural Network


 12.1　Text

A neural network is an interconnected group of neurons. The prime examples are biological neural networks, especially the human brain.In modern usage the term most often refers to artificial neural networks（ANN），or neural nets for short, and this is the sense that is used in the rest of this article.

An artificial neural network is a mathematical or computational model for information processing based on a connectionist approach to computation. There is no precise agreed definition amongst researchers as to what a neural network is, but most would agree that it involves a network of relatively simple processing elements, where the global behaviour is determined by the connections between the processing elements and element parameters.The original inspiration for the technique was from examination of bioelectrical networks in the brain formed by neurons and their synapses. In a neural network model, simple nodes（or“neurons”，or“units”）are connected together to form a network of nodes—hence the term“neural network”.

[image: figure_0177_0051]


A neural network is an interconnected groups of nodes, akin to the vast network of neurons in the human brain.

1.Structure

Like the brain, an artificial neural net is a massively parallel collection of small and simple processing units where the interconnections form a large part of the network's intelligence. Artificial neural networks, however, are quite different from the brain in terms of structure.For example, a neural network is much smaller than the brain.Also, the units used in a neural network are typically far simpler than neurons.Nevertheless, certain functions that seem exclusive to the brain, such as learning, have been replicated on a simpler scale with neural networks.

1）Models

A typical feedforward neural network is a set of nodes. Some of these are designated input nodes, some output nodes, and in-between are hidden nodes.Each connection between neurons has a numerical weight.When the network is in operation, a value will be applied to each input node—the values being fed in by a human operator, from environmental sensors, or from some external program.Each node then passes its given value to the connections leading out from it, and on each connection the value is multiplied by the weight associated with that connection.Each node in the next layer then receives a value which is the sum of the values produced by the connections leading into it, and in each node a simple computation is performed on the value—a sigmoid function is typical.This process is then repeated, with the results being passed through subsequent layers of nodes until the output nodes are reached.Early models had a fixed number of layers.More recently, genetic algorithms are used to evolve the neural structure.

2）Calculations

The sigmoid curve is often used as a transfer function because it introduces non-linearity into the network’s calculations by“squashing”the neuron’s activation level into the range[0，1].The sigmoid function has the additional benefit of having an extremely simple derivative function, as required for back-propagating errors through a feed-forward neural network.Other functions with similar features can be used, most commonly tanh which squashes activations into the range of[-1，1]instead, or occasionally a piece-wise linear function that simply clips the activation rather than squashing it.

If no non-linearity is introduced by squashing or clipping, the network loses much of its computational power, becoming a simple matrix multiplication operation from linear algebra.

Alternative calculation models in neural networks include models with loops, where some kind of time delay process must be used, and“winner takes all”models, where the neuron with the highest value from the calculation fires and takes a value 1，and all other neurons take the value 0.

Typically the weights in a neural network are initially set to small random values. This represents the network knowing nothing；its output is essentially a random function of its input.As the training process proceeds, the connection weights are gradually modified according to computational rules specific to the learning algorithm being used.Ideally the weights eventually＆nbsp；converge to values allowing them to perform a useful computation.Thus it can be said that the neural network commences knowing nothing and moves on to gain some real knowledge, though the knowledge is sub-symbolic.

2.Advantages

Artificial neural networks（ANN）have several advantages, because they resembles the principles of the neural system structure.

·Learning—ANN have the ability to learn based on the so called learning stage.

·Auto organisation—an ANN creates its own representation of the data given in the learning process.

·Tolerance to faults—because ANN store redundant information, partial destruction of the neural network do not damage completely the network response.

·Flexibility—ANN can handle input data without important changes like noisy signals or others changes in the given input data（e.g.if the input data is and object, this can be a little different without problems to the ANN response）.

·Real Time—ANN are parallel structure, if they are implement in this way using computers or special hardware real time can be achieved.

3.Applications

1）Usefulness

Neural networks are particularly useful for dealing with bounded real-valued data, where a real-valued output is desired；in this way neural networks will perform classification by degrees, and are capable of expressing values equivalent to“not sure”.If the neural network is trained using the cross-entropy error functions and if the neural network output is sigmoidal, then the outputs will be estimates of the true posterior probability of a class.

2）Real life applications

In real life applications, neural networks perform particularly well on the following common tasks：

·Function approximation（aka regression analysis）

·Time series prediction

·Classification

·Pattern recognition

Other kinds of neural networks, in particular continuous-time recurrent neural networks（CTRNN），are used in conjunction with genetic algorithms（GAs）to produce robotic controllers.The genome is then constituted of the networks parameters and the fitness of a network is the adequacy of the behaviour exhibited by the controlled robot（or often by a simulation of this behaviour）.

4.Types of neural networks

1）Single-layer perceptron

The earliest kind of neural network is a single-layer perceptron network, which consists of a single layer of output nodes；the inputs are fed directly to the outputs via a series of weights.In this way it can be considered the simplest kind of feed-forward network.The sum of the products of the weights and the inputs is calculated in each node, and if the value is above some threshold（typically 0）the neuron fires and takes the activated value（typically 1）；otherwise it takes the deactivated value（typically-1）.Neurons with this kind of activation function are also called McCulloch-Pitts neurons or threshold neurons.In the literature the term perceptron often refers to networks consisting of just one of these units.

A perceptron can be created using any values for the activated and deactivated states as long as the threshold value lies between the two. Most perceptrons have outputs of 1 or-1 with a threshold of 0 and there is some evidence that such networks can be trained more quickly than networks created from nodes with different activation and deactivation values.

Perceptrons can be trained by a simple learning algorithm that is usually called the delta rule. It calculates the errors between calculated output and sample output data, and uses this to create an adjustment to the weights, thus implementing a form of gradient descent.

Single-unit perceptrons are only capable of learning linearly separable patterns；in 1969 in a famous monograph entitled Perceptrons by Marvin Minsky and Seymour Papert showed that it was impossible for a single-layer perceptron network to learn an XOR function.They conjectured（incorrectly）that a similar result would hold for a multi-layer perceptron network.Although a single threshold unit is quite limited in its computational power, it has been shown that networks of parallel threshold units can approximate any continuous function from a compact interval of the real numbers into the interval[-1，1].

A single-layer neural network can compute a continuous output instead of a step function.A common choice is the so-called logistic function：

With this choice, the single-layer network is identical to the logistic regression model, widely used in statistical modeling.
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2）Multi-layer perceptron

A two-layer neural network capable of calculating XOR.The numbers within the neurons represent each neuron’s explicit threshold（which can be factored out so that all neurons have the same threshold, usually 1）.The numbers that annotate arrows represent the weight of the inputs.This net assumes that if the threshold is not reached, zero（not-1）is output.Note that the bottom layer of inputs is not always considered a real neural network layer.

This class of networks consists of multiple layers of computational units, usually interconnected in a feed-forward way.Each neuron in one layer has directed connections to theneurons of the subsequent layer.In many applications the units of these networks apply a sigmoid function as an activation function.

[image: figure_0181_0053]


The universal approximation theorem for neural networks states that every continuous function that maps intervals of real numbers to some output interval of real numbers can be approximated arbitrarily closely by a multi-layer perceptron with just one hidden layer.This result holds only for restricted classes of activation functions, e.g.for the sigmoidal functions.

Multi-layer networks use a variety of learning techniques, the most popular being back-propagation.Here the output values are compared with the correct answer to compute the value of some predefined error-function.By various techniques the error is then fed back through the network.Using this information, the algorithm adjusts the weights of each connection in order to reduce the value of the error function by some small amount.After repeating this process for a sufficiently large number of training cycles the network will usually converge to some state where the error of the calculations is small.In this case one says that the network has learned a certain target function.To adjust weights properly one applies a general method for non-linear optimization task that is called gradient descent.For this, the derivation of the error function with respect to the network weights is calculated and the weights are then changed such that the error decreases（thus going downhill on the surface of the error function）.For this reason back-propagation can only be applied on networks with differentiable activation functions.

In general the problem of reaching a network that performs well, even on samples that were not used as training samples, is a quite subtle issue that requires additional techniques. This is especially important for cases where only very limited numbers of training samples are available.The danger is that the network overfits the training data and fails to capture the true statistical process generating the data.Computational learning theory is concerned with training classifiers on a limited amount of data.In the context of neural networks a simple heuristic, called early stopping, often ensures that the network will generalize well to examples not in the training set.

Other typical problems of the back-propagation algorithm are the speed of convergence and the possibility to end up in a local minimum of the error function.Today there are practical solutions that make backpropagation in multi-layer perceptrons the solution of choice for manymachine learning tasks.

3）Recurrent network

Recurrent networks（RNs）are models with bi-directional data flow.While a feed-forward network propagates data linearly from input to output, RNs also propagate data from later processing stages to earlier stages.

A simple recurrent network（SRN）is a variation on the multi-layer perceptron, sometimes called an“Elman network”due to its invention by Jeff Elman.A three-layer network is used, with the addition of a set of“context units”in the input layer.There are connections from the middle（hidden）layer to these context units fixed with a weight of one.At each time step, the input is propagated in a standard feed-forward fashion, and then a learning rule（usually back-propagation）is applied.The fixed back connections result in the context units always maintaining a copy of the previous values of the hidden units（since they propagate over the connections before the learning rule is applied）.Thus the network can maintain a sort of state, allowing it to perform such tasks as sequence-prediction that are beyond the power of a standard multi-layer perceptron.

In a fully recurrent network, every neuron receives inputs from every other neuron in the network. These networks are not arranged in layers.Usually only a subset of the neurons receive external inputs in addition to the inputs from all the other neurons, and another disjunct subset of neurons report their output externally as well as sending it to all the neurons.These distinctive inputs and outputs perform the function of the input and output layers of a feed-forward or simple recurrent network, and also join all the other neurons in the recurrent processing.

4）Hopfield network

The Hopfield network is a recurrent neural network in which all connections are symmetric. Invented by John Hopfield in 1982，this network guarantees that its dynamics will converge.If the connections are trained using Hebbian learning then the Hopfield network can perform robust content-addressable memory, robust to connection alteration.

5）Boltzmann machine

The Boltzmann machine can be thought of as a noisy Hopfield network. Invented by Geoff Hinton and Terry Sejnowski in 1985，the Boltzmann machine is important because it is one of the first neural networks to demonstrate learning of latent variables（hidden units）.Boltzmann machine learning was slow to simulate, but the contrastive divergence algorithm of Geoff Hinton（circa 2000）allows models including Boltzmann machines and product of experts to be trained much faster.

6）Committee of machines

A committee of machines（CoM）is a collection of different neural networks that together“vote”on a given example. This generally gives a much better result compared to other neural network models.In fact in many cases, starting with the same architecture and training but different initial random weights gives vastly different networks.A CoM tends to stabilize the result.

The CoM is similar to the general machine learning bagging method, except that the＆nbsp；necessary variety of machines in the committee is obtained by training from different random starting weights rather than training on different randomly selected subsets of the training data.

7）Instantaneously trained networks

Instantaneously trained neural networks（ITNNs）are also called“Kak networks”after their inventor Subhash Kak. They were inspired by the phenomenon of short-term learning that seems to occur instantaneously.In these networks the weights of the hidden and the output layers are mapped directly from the training vector data.Ordinarily, they work on binary data but versions for continuous data that require small additional processing are also available.

8）Spiking neural networks

Spiking（or pulsed）neural networks（SNNs）are models which explicitly take into account the timing of inputs. The network input and output are usually represented as series of spikes（delta function or more complex shapes）.SNNs have an advantage of being able to continuously process information.They are often implemented as recurrent networks.

Networks of spiking neurons—and the temporal correlations of neural assemblies in such networks—have been used to model figure/ground separation and region linking in the visual system.

5.Relation to optimization techniques

Analysis of many neural network techniques reveals their close relationship to mathematical optimization techniques. For instance, multi-layer perceptron back-propagation can be substituted with more general global optimization techniques.The objective in training an ANN is, given some set of pairs of data and output，｛（d0
 ，o0
 ），（d1
 ，o1
 ），……｝to minimize some error function｜｜E｜｜2
 ，where E（xi
 ）=F（w, xi
 ）-oi
 .Here F is the neural network function which given a vector of weights w and an input vector produces an output vector for the network.Thus as well as using back-propagation to train the network, it is also possible to use global optimization techniques to produce a weight vector w.

For very large data sets, using more advanced optimization techniques is often slower than using gradient descent, if the weights of the network are updated by gradient descent after each training example. This is because one sweep of gradient descent through the training set can make a large amount of progress, while the same amount of computational effort can only compute a true gradient at one setting of the parameter vector.


12.2　Notes

（1）The sigmoid function has the additional benefit of having an extremely simple derivative function, as required for back-propagating errors through a feed-forward neural network.Other functions with similar features can be used, most commonly tanh which squashes activations into the range of[-1，1]instead, or occasionally a piece-wise linear function that simply clips theactivation rather than squashing it.

译文：使用S形函数的一个附加好处就是它有一个极其简单的派生函数，这个正是贯穿前反馈神经网络的反向传播误差所需要的。也可以使用其他具有类似特性的函数，最一般地，改用双曲正切函数，它可以把活性压缩到[-1，1]范围，或者有时候用分段线性函数，它不是压缩活性而是简单地裁剪活性。

（2）Alternative calculation models in neural networks include models with loops, where some kind of time delay process must be used, and“winner takes all”models, where the neuron with the highest value from the calculation fires and takes a value 1，and all other neurons take the value 0.

译文：神经网络的另外计算模型包括带有回路的模型和“胜者通吃”模型，其中带回路模型必须使用某个时间延迟处理过程，而在“胜者通吃”模型中，从计算中得到最大值的神经细胞触发并赋值1，所有其他的神经细胞赋值0。

（3）The sum of the products of the weights and the inputs is calculated in each node, and if the value is above some threshold（typically 0）the neuron fires and takes the activated value（typically 1）；otherwise it takes the deactivated value（typically-1）.

译文：每个节点处计算权值与输入值的乘积和，如果这个值大于某个阈值（一般是0），这个神经元触发并且获得活性值（一般是1）；否则，它获得无活性值（一般是-1）。

（4）Although a single threshold unit is quite limited in its computational power, it has been shown that networks of parallel threshold units can approximate any continuous function from a compact interval of the real numbers into the interval[-1，1].

译文：虽然单一阈值单元的计算能力相当有限，但是已有资料显示并行阈值单元可以在一个从狭小的实数区间到[-1，1]区间的范围内逼近任何一个连续函数。


12.3　Keywords

1.neural network　神经网络

2.feedforward　正向进给

3.weight　权值

4.back-propagating error　反向传递误差

5.perceptron　视感控器（感知器）

6.recurrent　再发生的，定期重复的，循环的

7.instantaneously trained network　瞬时训练网

8.spiking neural network　尖峰神经网络


12.4　Exercises

1.Answer the questions

（1）What is artificial neural network？

（2）Please list some real life application of neural network.

2.Translation

In a fully recurrent network, every neuron receives inputs from every other neuron in the network. These networks are not arranged in layers.Usually only a subset of the neurons receive external inputs in addition to the inputs from all the other neurons, and another disjunct subset of neurons report their output externally as well as sending it to all the neurons.These distinctive inputs and outputs perform the function of the input and output layers of a feed-forward or simple recurrent network, and also join all the other neurons in the recurrent processing.


12.5　Related Topics

介词的翻译

介词是英语中最活跃的词类之一，使用频率非常高，有点像我国文言文中的“之、乎、者、也、亦、焉”等词。翻开每一页科技英语书籍、资料，都可以见到大量的介词。特别是一些常用的介词，搭配力强，能表达多种意思，使用率很高。

介词是虚词，不能独立充当句子成分，一般是以介词短语的形式和名词或代词一起充当句子成分。介词分为三类：一是简单介词，如in, under, with, about, after, from, to，等等；二是合成介词，如inside, into, within, upon, forward，等等；三是复合介词，如in spite of, instead of, with regard to, according to, belong to，等等。

在英语中许多介词含义灵活，一词多义，一词多用。除了一些常用介词短语已有译法外，大量介词需要从其基本意义出发，联系上下文加以灵活处理。下面简明地介绍几种基本译法。

1.转译为动词

英语中常用介词来表达动作意义，翻译时可将介词转译成动词。在作表语的介词短语中，介词常转译为动词，而连系动词则省略不译。在作目的或原因状语的介词短语中，在作条件、方式或方法状语的介词短语中，以及介词短语作补足语时，介词常转译成动词。举例如下。

[1]This computer is out of repair.

译文：这台计算机失修了。

[2]The plane crushed out of control.

译文：这架飞机失去控制而坠毁。

[3]The letter E is commonly used for electromotive force.

译文：通常用E这个字母表示电动势。

[4]But even the larger molecules with several hundred atoms are too small to be seen with the best optical microscope.

译文：但是，即使有几百个原子的分子也是太小了，用最好的光学显微镜也看不见它们。

[5]Heat sets these particles in random motion.

译文：热量使这些粒子作随机运动。

[6]How quickly a fuel burns depends on how well it is mixed with oxygen or air.

译文：燃料燃烧的快慢取决于燃料和氧气或空气混合的程度。

2.增译

增词要根据上下文特别是与介词搭配的动词或形容词的含义增加，要加得恰当。有不少情况，句中与介词搭配的动词或形容词不出现，如照原文结构无法把意思表达清楚，甚至易于误解时，这就需要增词。因此，熟悉介词与动词或形容词的习惯搭配是增词并正确理解词义的一种重要手段。举例如下。

[1]That’s all there is to it.

译文：那就是与此有关的全部内容。（原句中to=related to）

[2]The engineer was taken ill with consumption.It was flour on the lungs, the doctor told him at the time.

译文：这个工程师得了肺病，那是由于面粉对肺部的影响，当时医生这样对他说的。（原句中on=effect）

3.分译

介词短语作定语时，往往是定语从句的一种简略形式。介词短语作状语时，有时是状语从句的简略形式。有些介词短语还是并列句的简略形式。因此翻译时，有的可以拆句分译，并列分句、让步分句、真实或虚拟条件分句、原因分句或目的分句。举例如下。

[1]We cannot see it clearly for the fog.

译文：由于有雾，我们看不清它。

[2]The machine is working none the worse for its long service.

译文：这部机器并不因使用的时间长而性能变差。

[3]The porous wall acts as a kind of seine for separating molecules.

译文：多孔壁的作用就像一个筛子，把不同质量的分子分开。

[4]With all its disadvantages this design is considered to be one of the best.

译文：这个设计尽管有种种缺点，仍被认为最佳设计之一。

[5]Man’s warm blood makes it difficult for him to live long in the sea without some kind warmth.

译文：人的血液是热的，如果得不到一定的热量，人就难以长期在海水中生活。

[6]This body of knowledge is customarily divided for convenience of study into the classifications：mechanics, heat, light, electricity and sound.

译文：为了便于研究，通常将这门学科分为力学、热学、光学、电学和声学。

4.不译

不译或省略翻译是在确切表达原文内容的前提下使译文简练，合乎汉语规范，绝不是任意省略某些介词。表示时间或地点的英语介词，译成汉语如出现在句首，大都不译。有些介词，如for（为了），from（从……），to（对……），on（在……时）等，可以不译。表示与主语有关的某一方面、范围或内容的介词有时不译，可把介词的宾语译成汉语主语。很多of介词短语在句中作定语，其中of（……的）往往不译。举例如下。

[1]Something has gone wrong with the engine.

译文：这台发动机出了毛病。

[2]Gold is similar in color to brass.

译文：金子的颜色和黄铜相似。

[3]Many water power stations have been built in the country.

译文：我国已建成许多水电站。

[4]The barometer is a good instrument for measuring air pressure.

译文：气压计是测量气压的好仪器。

[5]The air was removed from between the two pipes.

译文：两根管子之间的空气已经抽出。

[6]Answers to questions 2 and 3 may be obtained in the laboratory.

译文：问题2和3的答案可以在实验室里得到。

[7]Most substances expand on heating and contract on cooling.

译文：大多数物质热胀冷缩。

[8]It’s never occurred to me that bats are really guided by their ears.

译文：我从未想到蝙蝠居然是靠耳朵引路的。

[9]The change of electrical energy into mechanical energy is done in motors.

译文：电能变为机械能是通过电动机实现的。（of短语和change在逻辑上有主谓关系，可译成立谓结构。）

[10]Some of the properties of cathode rays listed below.

译文：现将阴极射线的一些特性开列如下。（第一个of短语和some在逻辑上有部分关系，of不译出。）

5.反译

在不少情况下，有的介词短语如不从反面着笔，译文就不通，这时必须反译。例如beyond, past, against等表示超过某限度的能力或反对时，off, from等表示地点、距离时，but, except, besides等表示除去、除外时，或from, in等介词短语作补足语时，有时用反译法。举例如下。

[1]It is post repair.

译文：这东西无法修补了。

[2]The boat sank off the coast.

译文：这只船在离海岸不远处沉没了。

[3]Copper is the best conductor but silver.

译文：铜是仅次于银的最优导体。

[4]There are some arguments against the possibility of life on this planet.

译文：有些论据不支持这行星上可能有生物的观点。

[5]The molecular formula, C6
 H14
 ，does not show anything except the total number of carbon and hydrogen atoms.

译文：分子式C6
 H14
 只表示碳原子和氢原子的总数。

[6]An metal box will keep the Earth’s magnetic field away from the compass.

译文：金属箱能使地球磁场无法影响指南针。

[7]The signal was shown about the machine being order.

译文：信号表明机器没有毛病。

[8]Radio telescopes have been able to probe space beyond the range of ordinary optical telescopes.

译文：射电望远镜已能探测普通光学望远镜达不到的宇宙空间。


12.6　Additional Reading

Robot

A robot is a mechanical or virtual, artificial agent. It is usually a system, which, by its appearance or movements, conveys a sense that it has intent or agency of its own.The word robot can refer to both physical robots and virtual software agents, but the latter are usually referred to as bots to differentiate.

While there is still discussion about which machines qualify as robots, a typical robot will have several, though not necessarily all of the following properties.

·is not‘natural’i.e.artificially created.

·can sense its environment, and manipulate or interact with things in it.

·has some ability to make choices based on the environment, often using automatic control or a preprogrammed sequence.

·is programmable.

·moves with one or more axes of rotation or translation.

·makes dexterous coordinated movements.

·appears to have intent or agency（See anthropomorphism for examples of ascribing intent to inanimate objects）.

1.Defining characteristics

The last property, the appearance of agency, is important when people are considering whether to call a machine a robot, or just a machine. In general, the more a machine has the appearance of agency, the more it is considered a robot.

1）Mental agency

For robotic engineers, the physical appearance of a machine is less important than the way its actions are controlled. The more the control system seems to have agency of its own, the more likely the machine is to be called a robot.An important feature of agency is the ability to make choices.So the more a machine could feasibly choose to do something different, the more agency＆nbsp；it has.For example：

·A clockwork car is never considered a robot.

·A remotely operated vehicle is sometimes considered a robot（or telerobot）.

·A car with an onboard computer, like Bigtrak, which could drive in a programmable sequence might be called a robot.

·A self-controlled car, like the 1990s driverless cars of Ernst Dickmanns, or the entries to the DARPA Grand Challenge, which could sense its environment, and make driving decisions based on this information would quite likely be called robot.

·A sentient car, like the fictional KITT, which can make decisions, navigate freely and converse fluently with a human, is usually considered a robot.

2）Physical agency

However, for many laymen, if a machine looks anthropomorphic or zoomorphic（e. g.ASIMO or Aibo），especially if it is limb-like（e.g.a simple robot arm），or has limbs, or can move around, it would be called a robot.

For example, even if the following examples used the same control architecture.

·A player piano is rarely characterized as a robot.

·A CNC milling machine is very occasionally characterized as a robot.

·A factory automation arm is almost always characterized as a robot or an industrial robot.

·An autonomous wheeled or tracked device, such as a self-guided rover or self-guided vehicle, is almost always characterized as a robot, a mobile robot or a service robot.

·A zoomorphic mechanical toy, like Roboraptor, is usually characterized as a robot.

·A humanoid, like ASIMO, is almost always characterized as a robot or a service robot.

Interestingly, while a 3-axis CNC milling machine may have a very similar or identical control system to a robot arm, it is the arm which is almost always called a robot, while the CNC machine is usually just a machine. Having a limb can make all the difference.Having eyes too gives people a sense that a machine is aware（“the eyes are the windows of the soul”）.However, simply being anthropomorphic is not sufficient for something to be called a robot.A robot must do something, whether it is useful work or not.So, for example, a rubber dog chew, shaped like ASIMO, would not be considered a robot.

2.Official definitions and classifications of robots

There are many variations in definitions of what exactly is a robot. Therefore, it is sometimes difficult to compare numbers of robots in different countries.To try to provide a universally acceptable definition, the International Organisation for Standardisation gives a definition of robot in ISO 8373，which defines a robot as“an automatically controlled, reprogrammable, multipurpose, manipulator programmable in three or more axes, which may be either fixed in place or mobile for use in industrial automation applications.”This definition is to be used when comparing the number of robots in each country.

In spite of the ISO definition, countries, such as the USA and Japan have different definitionsof robots. Japan, for example, lists very many robots partly because more machines are counted as robots.Since both Japan and the USA are important players in the development of robotics, the definitions used in these countries will be mentioned.

1）Robotics Institute of America

The Robotics Institute of America（RIA）defines a robot as：

A re-programmable multi-functional manipulator designed to move materials, parts, tools, or specialized devices through variable programmed motions for the performance of a variety of tasks.

The RIA recognizes four classes of robot：

·Handling devices with manual control

·Automated handling devices with predetermined cycles

·Programmable, servo-controlled robots with continuous of point-to-point trajectories

·Robots capable of Type C specifications which also acquire information from the environment for intelligent motion

2）Japanese Robot Association

The Japanese Robot Association（JARA）classifies robots into six classes：

·Manual Handling Devices actuated by an operator

·Fixed Sequence Robot

·Variable-Sequence Robot with easily modified sequence of control

·Playback Robot, which can record a motion for later playback

·Numerical Control Robots with a movement program to teach it tasks manually

·Intelligent Robot：that can understand its environment and able to complete the task despite changes in the operation conditions

3）Other definitions of robot

There is no one definition of robot which satisfies everyone, and many people have their own. For example, Joseph Engelberger, a pioneer in industrial robotics, once remarked：“I can't define a robot, but I know one when I see one.”

3.History

1）Ancient developments

The idea of artificial people dates at least as far back as the ancient legends of Cadmus, who sowed dragon teeth that turned into soldiers, and the myth of Pygmalion, whose statue of Galatea came to life. In Greek mythology, the deformed god of metalwork（Vulcan or Hephaestus）created mechanical servants, ranging from intelligent, golden handmaidens to more utilitarian three-legged tables that could move about under their own power, and the robot Talos defended Crete.Medieval Persian alchemist Jabir ibn Hayyan included recipes for creating artificial snakes, scorpions, and humans in his coded Book of Stones.Jewish legend tells of the Golem, a clay creature animated by Kabbalistic magic.Similarly, in the Younger Edda, Norse mythology tells of a clay giant, Mokkurkálfi or Mistcalf, constructed to aid the troll Hrungnir in a duel with Thor，＆nbsp；the God of Thunder.

In ancient China, a curious account on automata is found in the Lie Zi text, written in the 3rd century BC. Within it there is a description of a much earlier encounter between King Mu of Zhou and a mechanical engineer known as Yan Shi, an“artificer”.The latter proudly presented the king with a life-size, human-shaped figure of his mechanical handiwork.

The king stared at the figure in astonishment. It walked with rapid strides, moving its head up and down, so that anyone would have taken it for a live human being.The artificer touched its chin, and it began singing, perfectly in tune.He touched its hand, and it began posturing, keeping perfect time……As the performance was drawing to an end, the robot winked its eyes and made advances to the ladies in attendance, whereupon the king became incensed and would have had Yen Shih[Yan Shi]executed on the spot had not the latter, in mortal fear, instantly taken the robot to pieces to let him see what it really was.And, indeed, it turned out to be only a construction of leather, wood, glue and lacquer, variously coloured white, black, red and blue.Examining it closely, the king found all the internal organs complete—liver, gall, heart, lungs, spleen, kidneys, stomach and intestines；and over these again, muscles, bones and limbs with their joints, skin, teeth and hair, all of them artificial……The king tried the effect of taking away the heart, and found that the mouth could no longer speak；he took away the liver and the eyes could no longer see；he took away the kidneys and the legs lost their power of locomotion.The king was delighted.

Concepts akin to a robot can be found as long ago as the 4th century BC, when the Greek mathematician Archytas of Tarentum postulated a mechanical bird he called“The Pigeon”which was propelled by steam. Yet another early automaton was the clepsydra, made in 250 BC by Ctesibius of Alexandria, a physicist and inventor from Ptolemaic Egypt.Hero of Alexandria（10—70 AD）made numerous innovations in the field of automata, including one that allegedly could speak.

2）Medieval developments

Al-Jazari（1136—1206），an Arab Muslim inventor during the Artuqid dynasty, designed and constructed a number of automatic machines, including kitchen appliances, musical automata powered by water, and the first programmable humanoid robot in 1206.Al-Jazari’s robot was a boat with four automatic musicians that floated on a lake to entertain guests at royal drinking parties.His mechanism had a programmable drum machine with pegs（cams）that bump into little levers that operate the percussion.The drummer could be made to play different rhythms and different drum patterns by moving the pegs to different locations.

One of the first recorded designs of a humanoid robot was made by Leonardo da Vinci（1452—1519）in around 1495. Da Vinci's notebooks, rediscovered in the 1950s, contain detailed drawings of a mechanical knight able to sit up, wave its arms and move its head and jaw.The design is likely to be based on his anatomical research recorded in the Vitruvian Man.It is not known whether he attempted to build the robot.

3）Early modern developments

An early automaton was created in 1738 by Jacques de Vaucanson, who created a mechanical duck that was able to eat and digest grain, flap its wings, and excrete.

The Japanese craftsman Hisashige Tanaka, known as“Japan's Edison，”created an array of extremely complex mechanical toys, some of which were capable of serving tea, firing arrows drawn from a quiver, or even painting a Japanese kanji character.

In 1898 Nikola Tesla publicly demonstrated a radio-controlled（teleoperated）boat, similar to a modern ROV.

4）Modern Developments

In the 1930s, Westinghouse Electric Corporation made a humanoid robot known as Elektro, exhibited at the 1939 and 1940 World's Fairs.

The first electronic autonomous robots were created by William Grey Walter of the Burden Neurological Institute at Bristol, England in 1948 and 1949. They were named Elmer and Elsie.These robots could sense light and contact with external objects, and use these stimuli to navigate.

It wasn't until the second half of the twentieth century, when integrated circuits were invented, and computers began to double rapidly in power（roughly every two years according to Moore's Law），that it became possible to build robots as we imagine them. Until that time, automatons were the closest things to robots, and while they may have looked humanoid, and their movements were complex, they were not capable of the self-control and decision making that robots are today.

The first truly modern robot, digitally operated, programmable, and teachable, was invented by George Devol in 1954 and was ultimately called the Unimate. It is worth noting that not a single patent was cited against his original robotics patent（U.S.Patent 2，988，237）.The first Unimate was personally sold by Devol to General Motors in 1960 and installed in 1961 in a plant in Trenton, New Jersey to lift hot pieces of metal from a die casting machine and stack them.

5）Robot Fatalities

The first human to be killed by a robot was Robert Williams who died at a casting plant in Flat Rock, MI.

A better known case is that of 37-year-old Kenji Urada, a Japanese factory worker, in 1981.Urada was performing routine maintenance on the robot, but neglected to shut it down properly, and was accidentally pushed into a grinding machine.

4.Contemporary uses

Robots can be placed into roughly two categories based on the type of job they do：

·Jobs which a robot can do better than a human.Here, robots can increase productivity, accuracy, and endurance.

·Jobs which a human could do better than a robot, but it is desirable to remove the human for some reason.Here, robots free us from dirty, dangerous and dull tasks.

1）Increased productivity, accuracy, and endurance

Jobs which require speed, accuracy, reliability or endurance can be performed far better by a robot than a human. Hence many jobs in factories which were traditionally performed by people are now robotized.This has led to cheaper mass-produced goods, including automobiles and electronics.Robots have now been working in factories for more than fifty years, ever since the Unimate robot was installed to automatically remove hot metal from a die casting machine.Since then, factory automation in the form of large stationary manipulators has become the largest market for robots.The number of installed robots has grown faster and faster, and today there are more than 1 million robots in operation worldwide（Half of the robot population is located in Asia，1/3 in Europe, and 16%in North America.Australia and Africa each account for 1%）.

（1）Some examples of factory robots

·Car production：This is now the primary example of factory automation.Over the last three decades automobile factories have become dominated by robots.A typical factory contains hundreds of industrial robots working on fully automated production lines—one robot for every ten human workers.On an automated production line a vehicle chassis is taken along a conveyor to be welded, glued, painted and finally assembled by a sequence of robot stations.

·Packaging：Industrial robots are also used extensively for palletizing and packaging of manufactured goods, for example, taking drink cartons from the end of a conveyor belt and placing them rapidly into boxes, or the loading and unloading of machining centers.

·Electronics：Mass produced printed circuit boards（PCBs）are almost exclusively manufactured by pick and place robots, typically with SCARA manipulators, which remove tiny electronic components from strips or trays, and place them on to PCBs with great accuracy.Such robots can place several components per second（tens of thousands per hour），far out-performing a human in terms of speed, accuracy, and reliability.

·Automated Guided Vehicles（AGVs）：Mobile robots, following markers or wires in the floor, or using vision or lasers, are used to transport goods around large facilities, such as warehouses, container ports, or hospitals.Early AGV-style robots were limited to tasks that could be accurately defined and must be performed the same every time.Very little feedback or intelligence was required, and the robots may need only the most basic of exteroceptors to sense things in their environment, if any at all.However, newer AGV’s, such as the Speci-Minder, ADAM, Tug, and PatrolBot Gofer qualify under the JARA definition of intelligent robots.They use some form of natural features recognition to navigate.Scanning lasers, stereovision or other means of sensing the environment in two-or three-dimensions is combined with standard dead-reckoning calculations in a probabilistic manner to continuously update the AGV’s current location, eliminating cumulative error.This means that the Self-Guided Vehicle（SGV）can navigate a space autonomously once it has learned it or been provided with a map of it.Such new robots＆nbsp；are able to operate in complex environments and perform non-repetitive and non-sequential tasks such as carrying tires to presses in factories, delivering masks in a semi-conductor lab, delivering specimens in hospitals and delivering goods in warehouses.

（2）Dirty, dangerous, dull or inaccessible tasks

There are many jobs which a human could perform better than a robot but for one reason or another the human either does not want to do it or cannot be present to do the job. The job may be too boring to bother with, for example, domestic cleaning；or be too dangerous, for example, exploring inside a volcano.These jobs are known as the“dull, dirty, and dangerous”jobs.Other jobs are physically inaccessible.For example, exploring another planet, cleaning the inside of a long pipe or performing laparoscopic surgery.

·Robots in the home：As their price falls, and their performance and computational ability rises, making them both affordable and sufficiently autonomous, robots are increasingly being seen in the home where they are taking on simple but unwanted jobs, such as vacuum cleaning, floor cleaning and lawn mowing.While they have been on the market for several years，2006 saw a great increase in the number of domestic robots sold.By 2006，iRobot had sold more than 2 million vacuuming robots.They tend to be relatively autonomous, usually only requiring a command to begin their job.They then proceed to go about their business in their own way.At such, they display a good deal of agency, and are considered intelligent robots.

·Telerobots：When a human cannot be present on site to perform a job because it is dangerous, far away, or inaccessible, teleoperated robots, or telerobots are used.Rather than following a predetermined sequence of movements a telerobot is controlled from a distance by a human operator.The robot may be in another room or another country, or may be on a very different scale to the operator.A laparoscopic surgery robot such as da Vinci allows the surgeon to work inside a human patient on a relatively small scale compared to open surgery, significantly shortening recovery time.An interesting use of a telerobot is by the author Margaret Atwood, who has recently started using a robot pen（the Longpen）to sign books remotely.The Longpen is similar to the Autopen of the 1800s.This saves the financial cost and physical inconvenience of traveling to book signings around the world.At the other end of the spectrum, iRobot Connect Rrobot is designed to be used by anyone to stay in touch with family or friends from far away.One robot in use today, Intouchhealth’s RP-7 remote presence robot, is being used by doctors to communicate with patients, allowing the doctor to be anywhere in the world.This increases the number of patients a doctor can monitor.

·Military robots：Teleoperated robot aircraft, like the Predator Unmanned Aerial Vehicle, are increasingly being used by the military.These robots can be controlled from anywhere in the world allowing an army to search terrain, and even fire on targets, without endangering those in control.Many of these robots are teleoperated, but others are being developed that can make decisions automatically；choosing where to fly or selecting and＆nbsp；engaging enemy targets.Hundreds of robots such as iRobot’s Packbot and the Foster-Miller TALON are being used in Iraq and Afghanistan by the U.S.military to defuse roadside bombs or Improvised Explosive Devices（IEDs）in an activity known as Explosive Ordnance Disposal（EOD）.Autonomous robots such as MDARS and Seekur are being developed to perform security and surveillance tasks at military facilities to address manpower shortages as well as keeping troops out of harm’s way.The Crusher Unmanned Ground Vehicle（UGV）is being developed to perform military missions autonomously.

·Elder Care：The population is aging in many countries, especially Japan, meaning that there are increasing numbers of elderly people to care for but relatively fewer young people to care for them.Humans make the best carers, but where they are unavailable, robots are gradually being introduced.

·Underground and Building Inspection Robots：These robots are the silent robots you may never see, but are hard at work under the floors of large buildings and industrial complexes, looking for cracks, structural flaws and unwanted guests.Company’s such as KumoTek Robotics with their MK-715“Goonybot”and Sanyo Japan’s“Yuko Shita Robot”have introduced new ways to inspect the hard to reach areas of basements and underground passages, through autonomous floor mapping robots geared up with range finding, thermal imaging and real-time video feedback equipment.

2）Unconventional Robots

Much of the research in robotics focuses not on specific industrial tasks, but on investigations into new types of robot, alternative ways to think about or design robots, and new ways to manufacture them. It is expected that these new types of robot will be able to solve real world problems when they are finally realized.

·Nanorobots：Nanorobotics is the still largely hypothetical technology of creating machines or robots at or close to the scale of a nanometer（10～9 meters）.Also known as nanobots or nanites, they would be constructed from molecular machines.So far, researchers have mostly produced only parts of these complex systems, such as bearings, sensors, and Synthetic molecular motors, but functioning robots have also been made such as the entrants to the Nanobot Robocup contest.Researchers also hope to be able to create entire robots as small as viruses or bacteria, which could perform tasks on a tiny scale.Possible applications include micro surgery（on the level of individual cells），utility fog, manufacturing, weaponry and cleaning.Some people have suggested that if there were nanobots which could reproduce, the earth would turn into“grey goo”，while others argue that this hypothetical outcome is nonsense.

·Soft Robots：Most man-made machines are made from hard, stiff materials, especially metal and plastic.This is in contrast to most natural organisms, which are mostly soft tissues.Researchers at Tufts University recently developed robots with silicone bodies and flexible actuators（air muscles, electroactive polymers, ferrofluids）.The control software＆nbsp；emphasizes soft behaviors using fuzzy logic and neural networks.

Soft-bodied robots can look, feel, and behave differently from traditional hard robots, enabling new applications.Some of these robots are currently exhibited at the Museum of Modern Art（MoMa）in New York City.

·Reconfigurable Robots：A few researchers have investigated the possibility of creating robots which can alter their physical form to suit a particular task, like the fictional T-1000.Real robots are nowhere near that sophisticated however, and mostly consist of a small number of cube shaped units, which can move relative to their neighbours, for example, SuperBot.Algorithms have been designed in case any such robots become a reality.

·Swarm Robots：Inspired by colonies of insects such as ants and bees, researchers hope to create very large swarms（thousands）of tiny robots which together perform a useful task, such as finding something hidden, cleaning, or spying.Each robot would be quite simple, but the emergent behaviour of the swarm would be more complex.The whole set of robots can be considered as one single distributed system, in the same way an ant colony can be considered a superorganism.They would exhibit swarm intelligence.The largest swarms so far created include the iRobot swarm, and the Open-source micro-robotic project swarm, which are being used to research collective behaviors.Swarms are also more resistant to failure.Whereas one large robot may fail and ruin the whole mission, the swarm can continue even if several robots fail.This makes them attractive for space exploration missions, where failure can be extremely costly.

·Evolutionary Robots：is a methodology that uses evolutionary computation to help design robots, especially the body form, or motion and behaviour controllers.In a similar way to natural evolution, a large population of robots is allowed to compete in some way, or their ability to perform a task is measured using a fitness function.Those that perform worst are removed from the population, and replaced by a new set, which have new behaviors based on those of the winners.Over time the population improves, and eventually a satisfactory robot may appear.This happens without any direct programming of the robots by the researchers.Researchers use this method both to create better robots, and to explore the nature of evolution.Because the process often requires many generations of robots to be simulated, this technique may be run entirely or mostly in simulation, then tested on real robots once the evolved algorithms are good enough.

·Virtual Reality：Robotics also has application in the design of virtual reality interfaces.Specialized robots are in widespread use in the haptic research community.These robots, called“haptic interfaces”allow touch-enabled user interaction with real and virtual environments.Robotic forces allow simulating the mechanical properties of“virtual”objects, which users can experience through their sense of touch.


Chapter 13　How DSL Works


 13.1　Text

When you connect to the Internet, you might connect through a regular modem, through a local-area network connection in your office, through a cable modem or through a digital subscriber line（DSL）connection.DSL is a very high-speed connection that uses the same wires as a regular telephone line, see Figure 13-1.
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Figure 13-1　DSL

Here are some advantages of DSL.

·You can leave your Internet connection open and still use the phone line for voice calls.

·The speed is much higher than a regular modem（1.5 Mbps vs.56 Kbps）.

·DSL doesn’t necessarily require new wiring；it can use the phone line you already have.

·The company that offers DSL will usually provide the modem as part of the installation.

But there are disadvantages.

·A DSL connection works better when you are closer to the provider’s central office.

·The connection is faster for receiving data than it is for sending data over the Internet.

·The service is not available everywhere.

In this article, we explain how a DSL connection manages to squeeze more information through a standard phone line—and lets you make regular telephone calls even when you're online！

1.Telephone Lines

A standard telephone installation in the United States consists of a pair of copper wires that the phone company installs in your home. The copper wires have lots of room for carrying more than your phone conversations—they are capable of handling a much greater bandwidth, or range of frequencies, than that demanded for voice.DSL exploits this“extra capacity”to carry information on the wire without disturbing the line's ability to carry conversations.The entire plan is based on matching particular frequencies to specific tasks.

To understand DSL, you first need to know a couple of things about a normal telephone line—the kind that telephone professionals call POTS, for Plain Old Telephone Service. One of the ways that POTS makes the most of the telephone company's wires and equipment is by limiting the frequencies that the switches, telephones and other equipment will carry.Human voices, speaking in normal conversational tones, can be carried in a frequency range of 0 to 3400 Hz.This range of frequencies is tiny.For example, compare this to the range of most stereo speakers, which cover from roughly 20 Hz to 20，000 Hz.And the wires themselves have the potential to handle frequencies up to several million Hertz in most cases.The use of such a small portion of the wire’s total bandwidth is historical—remember that the telephone system has been in place, using a pair of copper wires to each home, for about a century.By limiting the frequencies carried over the lines, the telephone system can pack lots of wires into a very small space without worrying about interference between lines.Modern equipment that sends digital rather than analog data can safely use much more of the telephone line’s capacity.

2.Asymmetrical DSL

Most homes and small business users are connected to an asymmetric DSL（ADSL）line. ADSL divides up the available frequencies in a line on the assumption that most Internet users look at, or download, much more information than they send, or upload.Under this assumption, if the connection speed from the Internet to the user is three to four times faster than the connection from the user back to the Internet, then the user will see the most benefit（most of the time）.

Other types of DSL include：

·Very high bit-rate DSL（VDSL）—This is a fast connection, but works only over a short distance.

·Symmetric DSL（SDSL）—This connection, used mainly by small businesses, doesn’t allow you to use the phone at the same time, but the speed of receiving and sending data is the same.

·Rate-adaptive DSL（RADSL）—This is a variation of ADSL, but the modem can adjust the speed of the connection depending on the length and quality of the line.

3.Distance Limitations

Precisely how much benefit you see will greatly depend on how far you are from the central office of the company providing the ADSL service. ADSL is a distance-sensitive technology：As the connection’s length increases, the signal quality decreases and the connection speed goes down.The limit for ADSL service is 18，000 feet（5460 m），though for speed and quality of service reasons many ADSL providers place a lower limit on the distances for the service.At the extremes of the distance limits, ADSL customers may see speeds far below the promised maximums, while customers nearer the central office have faster connections and may see extremely high speeds in the future.ADSL technology can provide maximum downstream（Internet to customer）speeds of up to 8 Mbps at a distance of about 6000 feet（1820 m），and upstream speeds of up to 640 Kbps.In practice, the best speeds widely offered today are 1.5 Mbps downstream, with upstream speeds varying between 64 and 640 Kbps.

You might wonder, if distance is a limitation for DSL, why it's not also a limitation for voice telephone calls. The answer lies in small amplifiers called loading coils that the telephone company uses to boost voice signals.Unfortunately, these loading coils are incompatible with ADSL signals, so a voice coil in the loop between your telephone and the telephone company's central office will disqualify you from receiving ADSL.Other factors that might disqualify you from receiving ADSL include：

·Bridge taps—These are extensions, between you and the central office, that extend service to other customers.While you wouldn’t notice these bridge taps in normal phone service, they may take the total length of the circuit beyond the distance limits of the service provider.

·Fiber-optic cables—ADSL signals can’t pass through the conversion from analog to digital and back to analog that occurs if a portion of your telephone circuit comes through fiber-optic cables.

·Distance—Even if you know where your central office is, looking at a map is no indication of the distance a signal must travel between your house and the office.

4.Splitting the Signal：CAP

There are two competing and incompatible standards for ADSL. The official ANSI standard for ADSL is a system called discrete multitone, or DMT.According to equipment manufacturers, most of the ADSL equipment installed today uses DMT.An earlier and more easily implemented standard was the carrierless amplitude/phase（CAP）system, which was used on many of the early installations of ADSL, see Figure 13-2.

CAP operates by dividing the signals on the telephone line into three distinct bands：Voice conversations are carried in the 0 to 4 kHz（kilohertz）band, as they are in all POTS circuits. Theupstream channel（from the user back to the server）is carried in a band between 25 and 160 kHz.The downstream channel（from the server to the user）begins at 240 kHz and goes up to a point that varies depending on a number of conditions（line length, line noise, number of users in a particular telephone company switch）but has a maximum of about 1.5 MHz（megahertz）.This system, with the three channels widely separated, minimizes the possibility of interference between the channels on one line, or between the signals on different lines.
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Figure 13-2　CAP

5.Splitting the Signal：DMT

DMT also divides signals into separate channels, but doesn't use two fairly broad channels for upstream and downstream data. Instead, DMT divides the data into 247 separate channels, each 4 kHz wide, see Figure 13-3.
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Figure 13-3　DMT

One way to think about it is to imagine that the phone company divides your copper line into 247 different 4 kHz lines and then attaches a modem to each one. You get the equivalent of 247 modems connected to your computer at once！Each channel is monitored and, if the quality is too impaired, the signal is shifted to another channel.This system constantly shifts signals between different channels, searching for the best channels for transmission and reception.In addition, some of the lower channels（those starting at about 8 kHz），are used as bidirectional channels, for upstream and downstream information.Monitoring and sorting out the information on the bidirectional channels, and keeping up with the quality of all 247 channels, makes DMT more complex to implement than CAP, but gives it more flexibility on lines of differing quality.

6.DSL Equipment

ADSL uses two pieces of equipment, one on the customer end and one at the Internet service provider, telephone company or other provider of DSL services. At the customer's location there is a DSL transceiver, which may also provide other services.The DSL service provider has a DSL Access Multiplexer（DSLAM）to receive customer connections, see Figure 13-4.
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Figure 13-4　DSL equipment

In the next couple of sections, we'll take a look at these two pieces of equipment.

7.DSL Equipment：Transceiver

Most residential customers call their DSL transceiver a“DSL modem.”The engineers at the telephone company or ISP call it an ATU-R.Regardless of what it’s called, it’s the point where data from the user’s computer or network is connected to the DSL line.

The transceiver can connect to a customer's equipment in several ways, though most residential installation uses USB or 10 base-T Ethernet connections.While most of the ADSL transceivers sold by ISPs and telephone companies are simply transceivers, the devices used by businesses may combine network routers, network switches or other networking equipment in the same platform.

8.DSL Equipment：DSLAM

The DSLAM at the access provider is the equipment that really allows DSL to happen. A DSLAM takes connections from many customers and aggregates them onto a single, high-capacity connection to the Internet.DSLAMs are generally flexible and able to support multiple types of DSL in a single central office, and different varieties of protocol and modulation—both CAP and DMT, for example—in the same type of DSL.In addition, the DSLAM may provide additional functions including routing or dynamic IP address assignment for the customers.

The DSLAM provides one of the main differences between user service through ADSL and through cable modems. Because cable-modem users generally share a network loop that runs through a neighborhood, adding users means lowering performance in many instances.ADSL provides a dedicated connection from each user back to the DSLAM, meaning thatusers won’t see a performance decrease as new users are added—until the total number of users begins to saturate the single, high-speed connection to the Internet.At that point, an upgrade by the service provider can provide additional performance for all the users connected to the DSLAM.


13.2　Notes

（1）The copper wires have lots of room for carrying more than your phone conversations—they are capable of handling a much greater bandwidth, or range of frequencies, than that demanded for voice.

译文：铜电线提供比你打电话所需的更多的带宽——它们能够拥有大得多的带宽，或者比传播声音所需的频率范围更广的频率。

（2）Other types of DSL include：

·Very high bit-rate DSL（VDSL）—This is a fast connection, but works only over a short distance.

·Symmetric DSL（SDSL）—This connection, used mainly by small businesses, doesn’t allow you to use the phone at the same time, but the speed of receiving and sending data is the same.

·Rate-adaptive DSL（RADSL）—This is a variation of ADSL, but the modem can adjust the speed of the connection depending on the length and quality of the line.

译文：其他类型的DSL包括：

·高速数字用户线路（VDSL）—这是一个快速的连接，但是只在短距离内工作。

·对称数字用户线路（SDSL）—它主要用于小型业务，不允许你同时使用电话，但是接收和发送数据的速度是相同的。

·可调整的DSL（RADSL）—这是ADSL一种变种，但是调制解调器可根据电话线的长度和质量调整连接的速度。

（3）At the extremes of the distance limits, ADSL customers may see speeds far below the promised maximums, while customers nearer the central office have faster connections and may see extremely high speeds in the future. ADSL technology can provide maximum downstream（Internet to customer）speeds of up to 8 Mbps at a distance of about 6000 feet（1820 m），and upstream speeds of up to 640 Kbps.

译文：在最远端的ADSL用户的速度将会远低于承诺的最大速度，而靠近中央的用户速度将（比承诺的）更快，并且在将来可能会非常的快。ADSL技术为大约6000英尺（1820米）远的用户提供的下行速率是8 Mbps（因特网到用户），上行速率是640 Kbps。


13.3　Keywords

1.digital subscriber line　数字用户线

2.asymmetric DSL　非对称数字用户线

3.very high bit-rate DSL　超高速数字用户线

4.symmetric DSL　对称数字用户线

5.rate-adaptive DSL　速率适配数字用户线

6.discrete multitone　离散多音调

7.carrierless amplitude/phase　无载波幅度/相位

8.Access Multiplexer　访问倍增器

9.transceiver　收发器


13.4　Exercises

1.Answer the questions

（1）What is the advantage of DSL？

（2）What is SDSL？

2.Translation

As the connection's length increases, the signal quality decreases and the connection speed goes down. The limit for ADSL service is 18，000 feet（5460 m），though for speed and quality of service reasons many ADSL providers place a lower limit on the distances for the service.At the extremes of the distance limits, ADSL customers may see speeds far below the promised maximums, while customers nearer the central office have faster connections and may see extremely high speeds in the future.ADSL technology can provide maximum downstream（Internet to customer）speeds of up to 8 Mbps at a distance of about 6000 feet（1820 m），and upstream speeds of up to 640 Kbps.


13.5　Related Topics

科技英语术语

科技术语是指在自然科学、社会科学、工程技术等领域使用的科技词汇。在科技英语中，科技术语占有相当高的比例，随着现代科学技术的飞速发展，新兴学科和新的研究领域、成果的不断涌现。不仅原有的科技词汇增加了新的含义，还产生了大量反映新事物、新技术的词汇，极大地丰富了英语和汉语的词汇，促进了语言的发展。同时，这也给科技工作者和科技翻译者提出了更高的要求。

科技术语的翻译直接影响到译文的质量，影响到读者对原文的理解。在实际翻译中，译者必须本着科学严谨的态度，认真处理科技术语的翻译。一般可以查阅权威专业工具书，以广为接受的术语翻译，借鉴前人的翻译等。对于某些术语的翻译举棋不定时，不要随意写一个译名上去，而应该认真对待。

科技术语的一个特点是：借用日常用语。下面是一些例子，从中可见，在科技术语翻译时，一定要认真对待，不能信手拈来。

但科技术语的发展总是比工具书快，在翻译过程中，难免会遇到工具书中没有，又无前人可供借鉴的情况。这时候就要求译者自己把握了。一般来说，科技术语的翻译应该遵守以下两条原则：一是准确性，即在确切弄清原术语的真正含义的基础上，尽量使译文术语和原术语等价，表达同一个意思；二是实用性，即译文术语必须规范实用、通俗易懂，不可让人不知所云。

[image: figure_0204_0058]


下面介绍一些术语的翻译技巧和实例。

（1）意译法

意译法是科技术语翻译的最主要方法。具有概念明确，易懂易记的优点。通常用于前后缀词语、合成词、派生词、专有名词等的翻译。

[image: figure_0204_0059]
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（2）音译法

音译法也是科技术语翻译的常用方法。具有简单易行的优点，但不如意译法的概念明确、便于理解，所以音译法有转向意译法的趋势。通常适用于计量单位、人名、地名、公司名、材料和化学用品名称、专业名词等的翻译。

[image: figure_0205_0061]


（4）照搬法

照搬法一般适用于产品的型号、标号、数理化等学科的公式、符号及一些简写词等。这种方法大家见得很多，在此就不举例说明了。


13.6　Additional Reading

How Telephones Work

Although most of us take it completely for granted, the telephone you have in your house is one of the most amazing devices ever created. If you want to talk to someone, all you have to do is pick up the phone and dial a few digits.You are instantly connected to that person, and you can have a two-way conversation.The telephone network extends worldwide, so you can reach nearly anyone on the planet.

In this article, we will look at the telephone device that you have in your house as well as the telephone network it connects to so you can make and receive calls.

1.A Simple Telephone

Surprisingly, a telephone is one of the simplest devices you have in your house. It is so simple because the telephone connection to your house has not changed in nearly a century.If you have an antique phone from the 1920s, you could connect it to the wall jack in your house and it would work fine！

The very simplest working telephone would look like Figure 13-5 inside.
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Figure 13-5　Simple Telephone

As you can see, it only contains three parts and they are all simple.

·A switch to connect and disconnect the phone from the network—This switch is generally called the hook switch.It connects when you lift the handset.

·A speaker—This is generally a little 50-cent，8-ohm speaker of some sort.

·A microphone—In the past, telephone microphones have been as simple as carbon granules compressed between two thin metal plates.Sound waves from your voice compress and decompress the granules, changing the resistance of the granules and modulating the current flowing through the microphone.

That's it！You can dial this simple phone by rapidly tapping the hook switch—all telephone switches still recognize“pulse dialing.”If you pick the phone up and rapidly tap the switch hook four times, the phone company's switch will understand that you have dialed a“4”.

2.A Real Telephone

The only problem with the phone shown on the previous page is that when you talk, you will hear your voice through the speaker. Most people find that annoying, so any“real”phone＆nbsp；contains a device called a duplex coil or something functionally equivalent to block the sound of your own voice from reaching your ear.A modern telephone also includes a bell so it can ring and a touch-tone keypad and frequency generator.A“real”phone looks like Figure 13-6.

[image: figure_0207_0063]


Figure 13-6　Real Telephone

Still, it's pretty simple. In a modern phone there is an electronic microphone, amplifier and circuit to replace the carbon granules and loading coil.The mechanical bell is often replaced by a speaker and a circuit to generate a pleasant ringing tone.But a regular＄6.95 telephone remains one of the simplest devices ever.

3.The Telephone Network：Wires and Cables

The telephone network starts in your house. A pair of copper wires runs from a box at the road to a box（often called an entrance bridge）at your house.From there, the pair of wires is connected to each phone jack in your house（usually using red and green wires）.If your house has two phone lines, then two separate pairs of copper wires run from the road to your house.The second pair is usually colored yellow and black inside your house.

Along the road runs a thick cable packed with 100 or more copper pairs. Depending on where you are located, this thick cable will run directly to the phone company's switch in your area or it will run to a box about the size of a refrigerator that acts as a digital concentrator.

4.The Telephone Network：Digitizing and delivering

The concentrator digitizes your voice at a sample rate of 8000 samples per second and 8-bit resolution.It then combines your voice with dozens of others and sends them all down a single wire（usually a coax cable or a fiber-optic cable）to the phone company office.Either way, your line connects into a line card at the switch so you can hear the dial tone when you pick up your phone.

If you are calling someone connected to the same office, then the switch simply creates a loop between your phone and the phone of the person you called. If it's a long-distance call, then your voice is digitized and combined with millions of other voices on the long-distance network.Your voice normally travels over a fiber-optic line to the office of the receiving party, but it may also be transmitted by satellite or by microwave towers.

5.Creating Your Own Telephone Network

Not only is a telephone a simple device, but the connection between you and the phone company is even simpler. In fact, you can easily create your own intercom system using two telephones, a 9-volt battery（or some other simple power supply）and a 300-ohm resistor that you can get for a dollar at Radio Shack.You can wire it up like Figure 13-7.
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Figure 13-7　Telephone Network

Your connection to the phone company consists of two copper wires. Usually they are red and green.The green wire is common, and the red wire supplies your phone with 6 to 12 volts DC at about 30 milliamps.If you think about a simple carbon granule microphone, all it is doing is modulating that current（letting more or less current through depending on how the sound waves compress and relax the granules），and the speaker at the other end“plays”that modulated signal.That's all there is to it！

The easiest way to wire up a private intercom like this is to go to a hardware or discount store and buy a 100-foot phone cord.Cut it, strip the wires and hook in the battery and resistor as shown.（Most cheap phone cords contain only two wires, but if the one you buy happens to have four, then use the center two.）When two people pick up the phones together, they can talk to each other just fine.This sort of arrangement will work at distances of up to several miles apart.

[image: figure_0208_0065]


The only thing your little intercom cannot do is ring the phone to tell the person at the otherend to pick up. The“ring”signal is a 90-volt AC wave at 20 Hz.

6.Calling Someone

If you go back to the days of the manual switchboard, it is easy to understand how the larger phone system works. In the days of the manual switchboard, there was a pair of copper wires running from every house to a central office in the middle of town.The switchboard operator sat in front of a board with one jack for every pair of wires entering the office.

Above each jack was a small light. A large battery supplied current through a resistor to each wire pair（in the same way you saw in the previous section）.When someone picked up the handset on his or her telephone, the hook switch would complete the circuit and let current flow through wires between the house and the office.This would light the light bulb above that person's jack on the switchboard.The operator would connect his/her headset into that jack and ask who the person would like to talk to.The operator would then send a ring signal to the receiving party and wait for the party to pick up the phone.Once the receiving party picked up, the operator would connect the two people together in exactly the same way the simple intercom on the previous page was connected！It is that simple！


Chapter 14　Internet Infrastructure


 14.1　Text

One of the greatest things about the Internet is that nobody really owns it. It is a global collection of networks, both big and small.These networks connect together in many different ways to form the single entity that we know as the Internet.In fact, the very name comes from this idea of interconnected networks.

Since its beginning in 1969，the Internet has grown from four host computer systems to tens of millions. However, just because nobody owns the Internet, it doesn't mean it is not monitored and maintained in different ways.The Internet Society, a non-profit group established in 1992，oversees the formation of the policies and protocols that define how we use and interact with the Internet.

Every computer that is connected to the Internet is part of a network, even the one in your home. For example, you may use a modem and dial a local number to connect to an Internet Service Provider（ISP）.At work, you may be part of a local area network（LAN），but you most likely still connect to the Internet using an ISP that your company has contracted with.When you connect to your ISP, you become part of their network.The ISP may then connect to a larger network and become part of their network.The Internet is simply a network of networks.

Most large communications companies have their own dedicated backbones connecting various regions. In each region, the company has a Point of Presence（POP）.The POP is a place for local users to access the company's network, often through a local phone number or dedicated line.The amazing thing here is that there is no overall controlling network.Instead, there are several high-level networks connecting to each other through Network Access Points or NAPs.

1.A Network Example

Here's an example. Imagine that Company A is a large ISP.In each major city, Company A has a POP.The POP in each city is a rack full of modems that the ISP's customers dial into.Company A leases fiber optic lines from the phone company to connect the POPs together.

[image: figure_0211_0066]


Figure 14-1　When you connect to the Internet, your computer becomes part of a network.

Imagine that Company B is a corporate ISP. Company B builds large buildings in major cities and corporations locate their Internet server machines in these buildings.Company B is such a large company that it runs its own fiber optic lines between its buildings so that they are all interconnected.

In this arrangement, all of Company A's customers can talk to each other, and all of Company B's customers can talk to each other, but there is no way for Company A's customers and Company B's customers to intercommunicate. Therefore, Company A and Company B both agree to connect to NAPs in various cities, and traffic between the two companies flows between the networks at the NAPs.

In the real Internet, dozens of large Internet providers interconnect at NAPs in various cities, and trillions of bytes of data flow between the individual networks at these points. The Internet is a collection of huge corporate networks that agree to all intercommunicate with each other at the NAPs.In this way, every computer on the Internet connects to every other.

2.Bridging The Divide

All of these networks rely on NAPs, backbones and routers to talk to each other. What is incredible about this process is that a message can leave one computer and travel halfway across the world through several different networks and arrive at another computer in a fraction of a second！

The routers determine where to send information from one computer to another. Routers are specialized computers that send your messages and those of every other Internet user speeding to their destinations along thousands of pathways.A router has two separate, but related, jobs：

·It ensures that information doesn’t go where it’s not needed.This is crucial for keeping large volumes of data from clogging the connections of“innocent bystanders”.

·It makes sure that information does make it to the intended destination.

In performing these two jobs, a router is extremely useful in dealing with two separate computer networks. It joins the two networks, passing information from one to the other.It also protects the networks from one another, preventing the traffic on one from unnecessarily spilling over to the other.Regardless of how many networks are attached, the basic operation and function of the router remains the same.Since the Internet is one huge network made up of tens of thousands of smaller networks, its use of routers is an absolute necessity.

3.Backbones

The National Science Foundation（NSF）created the first high-speed backbone in 1987.Called NSFNET, it was a T1 line that connected 170 smaller networks together and operated at 1.544 Mbps（million bits per second）.IBM, MCI and Merit worked with NSF to create the backbone and developed a T3（45 Mbps）backbone the following year.

Backbones are typically fiber optic trunk lines. The trunk line has multiple fiber optic cables combined together to increase the capacity.Fiber optic cables are designated OC for optical carrier, such as OC-3，OC-12 or OC-48.An OC-3 line is capable of transmitting 155 Mbps while an OC-48 can transmit 2488 Mbps（2.488 Gbps）.Compare that to a typical 56K modem transmitting 56，000 bps and you see just how fast a modern backbone is.

Today there are many companies that operate their own high-capacity backbones, and all of them interconnect at various NAPs around the world.In this way, everyone on the Internet, no matter where they are and what company they use, is able to talk to everyone else on the planet.The entire Internet is a gigantic, sprawling agreement between companies to intercommunicate freely.

4.Internet Protocol：IP Addresses＆Domain Name System

Every machine on the Internet has a unique identifying number, called an IP Address. The IP stands for Internet Protocol, which is the language that computers use to communicate over the Internet.A protocol is the pre-defined way that someone who wants to use a service talks with that service.The“someone”could be a person, but more often it is a computer program like a Web browser.

A typical IP address looks like this：

216.27.61.137

To make it easier for us humans to remember, IP addresses are normally expressed in decimal format as a dotted decimal number like the one above. But computers communicate in binary form.Look at the same IP address in binary：

11011000.00011011.00111101.10001001

The four numbers in an IP address are called octets, because they each have eight positions when viewed in binary form. If you add all the positions together, you get 32，which is why IP＆nbsp；addresses are considered 32-bit numbers.Since each of the eight positions can have two different states（1 or zero），the total number of possible combinations per octet is 28
 or 256.So each octet can contain any value between zero and 255.Combine the four octets and you get 232
 or a possible 4，294，967，296 unique values！

Out of the almost 4. 3 billion possible combinations, certain values are restricted from use as typical IP addresses.For example, the IP address 0.0.0.0 is reserved for the default network and the address 255.255.255.255 is used for broadcasts.

The octets serve a purpose other than simply separating the numbers. They are used to create classes of IP addresses that can be assigned to a particular business, government or other entity based on size and need.The octets are split into two sections：Net and Host.The Net section always contains the first octet.It is used to identify the network that a computer belongs to.Host（sometimes referred to as Node）identifies the actual computer on the network.The Host section always contains the last octet.There are five IP classes plus certain special addresses.

When the Internet was in its infancy, it consisted of a small number of computers hooked together with modems and telephone lines. You could only make connections by providing the IP address of the computer you wanted to establish a link with.For example, a typical IP address might be 216.27.22.162.This was fine when there were only a few hosts out there, but it became unwieldy as more and more systems came online.

The first solution to the problem was a simple text file maintained by the Network Information Center that mapped names to IP addresses. Soon this text file became so large it was too cumbersome to manage.In 1983，the University of Wisconsin created the Domain Name System（DNS），which maps text names to IP addresses automatically.

5.Uniform Resource Locators

When you use the Web or send an e-mail message, you use a domain name to do it.For example, the Uniform Resource Locator（URL）“http：//www.yiren.com”contains the domain name yiren.com.So does this e-mail address：example@yiren.com.Every time you use a domain name, you use the Internet’s DNS servers to translate the human-readable domain name into the machine-readable IP address.

Top-level domain names, also called first-level domain names, include.COM，.ORG，.NET，.EDU and.GOV.Within every top-level domain there is a huge list of second-level domains.For example, in the.COM first-level domain there is：

·Yiren

·Yahoo

·Microsoft

Every name in the. COM top-level domain must be unique.The left-most word, like www, is the host name.It specifies the name of a specific machine（with a specific IP address）in a domain.A given domain can, potentially, contain millions of host names as long as they are all unique within that domain.

DNS servers accept requests from programs and other name servers to convert domain names into IP addresses. When a request comes in, the DNS server can do one of three things with it：

1.It can answer the request with an IP address because it already knows the IP address for the requested domain.

2.It can contact another DNS server and try to find the IP address for the name requested.It may have to do this multiple times.

3.It can say，“I don't know the IP address for the domain you requested, but here's the IP address for a DNS server that knows more than I do”.

It can return an error message because the requested domain name is invalid or does not exist.

6.Clients, Servers and Ports

Internet servers make the Internet possible. All of the machines on the Internet are either servers or clients.The machines that provide services to other machines are servers.And the machines that are used to connect to those services are clients.There are Web servers, e-mail servers, FTP servers and so on serving the needs of Internet users all over the world.

When you connect to www. yiren.com to read a page, you are a user sitting at a client's machine.You are accessing the Yiren Web server.The server machine finds the page you requested and sends it to you.Clients that come to a server machine do so with a specific intent, so clients direct their requests to a specific software server running on the server machine.For example, if you are running a Web browser on your machine, it will want to talk to the Web server on the server machine, not the e-mail server.

A server has a static IP address that does not change very often. A home machine that is dialing up through a modem, on the other hand, typically has an IP address assigned by the ISP every time you dial in.That IP address is unique for your session—it may be different the next time you dial in.This way, an ISP only needs one IP address for each modem it supports, rather than one for each customer.

Any server machine makes its services available using numbered ports—one for each service that is available on the server. For example, if a server machine is running a Web server and a file transfer protocol（FTP）server, the Web server would typically be available on port 80，and the FTP server would be available on port 21.Clients connect to a service at a specific IP address and on a specific port number.

Once a client has connected to a service on a particular port, it accesses the service using a specific protocol. Protocols are often text and simply describe how the client and server will have their conversation.Every Web server on the Internet conforms to the hypertext transfer protocol（HTTP）.

Networks, routers, NAPs, ISPs, DNS and powerful servers all make the Internet possible. It is truly amazing when you realize that all this information is sent around the world in a matter of milliseconds！The components are extremely important in modern life—without them, there would be no Internet.And without the Internet, life would be very different indeed for many of us.


14.2　Notes

（1）The Internet Society, a non-profit group established in 1992，oversees the formation of the policies and protocols that define how we use and interact with the Internet.

译文：Internet学会是1992年成立的非营利组织，监视相关政策与协议的建立，确定Internet如何使用和交互。

（2）Company B is such a large company that it runs its own fiber optic lines between its buildings so that they are all interconnected.

译文：公司B很大，大楼之间有自己的光缆，因此它们都是互联的。

（3）Therefore, Company A and Company B both agree to connect to NAPs in various cities, and traffic between the two companies flows between the networks at the NAPs.

译文：因此，公司A和B同意连接不同城市的NAP，两个公司间的通信流在NAP处的网络间流动。

（4）What is incredible about this process is that a message can leave one computer and travel halfway across the world through several different networks and arrive at another computer in a fraction of a second！

译文：在此过程中令人惊异的是，消息可以在几分之一秒内从一台计算机经过多个不同网络传递到地球另一边的计算机上。

（5）Routers are specialized computers that send your messages and those of every other Internet user speeding to their destinations along thousands of pathways.

译文：路由器是专用计算机，它发送每个Internet用户的消息，使其沿几千种路径到达目的地。

（6）Called NSFNET, it was a T1 line that connected 170 smaller networks together and operated at 1. 544 Mbps（million bits per second）.

译文：所谓的NSFNET，是T1线路，把170个小网连接起来，以1.544 Mbps（每秒百万位）的速度操作。

（7）An OC-3 line is capable of transmitting 155 Mbps while an OC-48 can transmit 2488 Mbps（2.488 Gbps）.

译文：OC-3线路可以传输155 Mbps，而OC-48线路可以传输2488 Mbps（2.488 Gbps）。

（8）The entire Internet is a gigantic, sprawling agreement between companies to intercommunicate freely.

译文：整个Internet是公司之间巨大的、不断增大的自由互联协定。

（9）When the Internet was in its infancy, it consisted of a small number of computers hooked together with modems and telephone lines.

译文：在Internet初期，只有少量计算机通过modem和电话线连接起来。

（10）Every time you use a domain name, you use the Internet's DNS servers to translate thehuman-readable domain name into the machine-readable IP address.

译文：每次使用域名时，要用Internet的DNS服务器将可读域名变成机器可读的IP地址。

（11）A given domain can, potentially, contain millions of host names as long as they are all unique within that domain.

译文：给定域中可能有几百万个主机名，只要它们在域中全部是唯一的。

（12）Clients that come to a server machine do so with a specific intent, so clients direct their requests to a specific software server running on the server machine.

译文：客户机访问服务器是有特定意图的，因此客户机将请求定向到服务器机器上运行的特定软件服务器。

（13）A home machine that is dialing up through a modem, on the other hand, typically has an IP address assigned by the ISP every time you dial in.

译文：另一方面，通过Modem拨号的家用计算机则通常在每次拨号时由ISP分配一个IP地址。

（14）For example, if a server machine is running a Web server and a file transfer protocol（FTP）server, the Web server would typically be available on port 80……

译文：例如，服务器机器运行Web服务器和FTP（文件传输协议）服务器时，Web服务器通常在80端口提供……


14.3　Keywords

1.Point of Presence（POP）存在点

2.Network Access Points　网络接入点，信息点

3.router　路由器

4.Protocol　协议

5.octet　八位位组

6.Domain Name System　域名系统

7.Uniform Resource Locator　统一资源定位器

8.server　服务器

9.client　客户机

10.hypertext transfer protocol　超文本传输协议


14.4　Exercises

1.Answer the questions

（1）What is URL？

（2）What can DNS server do for the network？

2.Translation

A server has a static IP address that does not change very often. A home machine that is dialing up through a modem, on the other hand, typically has an IP address assigned by the ISP every time you dial in.That IP address is unique for your session—it may be different the next time you dial in.This way, an ISP only needs one IP address for each modem it supports, rather than one for each customer.


14.5　Related Topics

科技英语的常见句型

科技英语具有客观性，常见的句型有许多，即使一种句型也有许多种不同的搭配、组织情况和变化句型，在此只以it句型为例简单地介绍常见的it句型。

（1）It is+名词+从句

It is a fact that……事实是……

It is a question that……是个问题

It is good news that……是好消息

It is common knowledge……是常识

It is no wonder that……毫无疑问……

It is a matter of common experience that……大家共同的经验是……

It is a familiar fact that……是大家所熟知的事实

It is the law of nature that……是自然规律

It is a common practice to……通常的做法是……

It is our duty to……是我们的责任

（2）It is+过去分词+从句

It is said that……据说……

It must be pointed out that……必须指出……

It is asserted that……有人主张……

It is supposed that……据推测……

It is believed that……据信……

It must be admitted that……必须承认……

It is reported that……据报道……

It will be seen from that……由此可见……

It has been proved that……已证明……

It is generally considered that……人们普遍认为……

It is demonstrated that……据证实……

It was noted above that……前面已经指出……

It was first intended that……最初有这种想法……

It is enumerated that……列举出……

It is weighed that……考虑到……

It is probably fairy generally accepted at present that……目前相当普遍地认为……

（3）It is+形容词+从句

It is necessary that……有必要……

It is likely that……很可能……

It is clear that……很清楚……

It is important that……重要的是……

It is at once apparent that……是一目了然的

It is essential that……重要的是……

It is questionable that……成问题的是……

It is natural that……很自然的是……

It is less well-known that……人们还不太清楚……

（4）It+不及物动词+从句

It follows that……由此可见……

It happens that……碰巧……

It turned out that……结果是……

It appears that……似乎……

It goes without saying that……毫无疑问……

It may be that……可能……

It stands to reason that……显然……

（5）It is+介词短语+从句

It is from this point of view that……由此看来……

It is of great significance that……具有重大的意义

It is on the top importance that……最重要的是……

It is only under these conditions that……只有在这些条件下才能……

It is among all these difficult problems that……在这些复杂的问题当中……


14.6　Additional Reading

Web 2. 0

Web 2. 0 is a term describing the trend in the use of World Wide Web technology and web design that aims to enhance creativity, information sharing, and, most notably, collaboration＆nbsp；among users.These concepts have led to the development and evolution of web-based communities and hosted services, such as social-networking sites, wikis, blogs, and folksonomies.The term became notable after the first O’Reilly Media Web 2.0 conference in 2004.Although the term suggests a new version of the World Wide Web, it does not refer to an update to any technical specifications, but to changes in the ways software developers and end-users use the Web.According to Tim O’Reilly：

Web 2. 0 is the business revolution in the computer industry caused by the move to the Internet as platform, and an attempt to understand the rules for success on that new platform.

Some technology experts, notably Tim Berners-Lee, have questioned whether one can use the term in a meaningful way, since many of the technology components of“Web 2.0”have existed since the early days of the Web.

1.Definition

Web 2. 0 has numerous definitions.Tim O'Reilly regards Web 2.0 as business embracing the web as a platform and using its strengths（global audiences, for example）.O'Reilly—What is Web 2.0 O'Reilly considers that Eric Schmidt's abridged slogan, don't fight the Internet, encompasses the essence of Web 2.0—building applications and services around the unique features of the Internet, as opposed to building applications and expecting the Internet to suit as a platform（effectively“fighting the Internet”）.

In the opening talk of the first Web 2. 0 conference, O'Reilly and John Battelle summarized what they saw as the themes of Web 2.0.They argued that the web had become a platform, with software above the level of a single device, leveraging the power of the“Long Tail”，and with data as a driving force.According to O'Reilly and Battelle, an architecture of participation where users can contribute website content creates network effects.Web 2.0 technologies tend to foster innovation in the assembly of systems and sites composed by pulling together features from distributed, independent developers（a kind of“open source”development and an end to the software-adoption cycle, the so-called“perpetual beta”）.Web 2.0 technology encourages lightweight business models enabled by syndication of content and of service and by ease of picking-up by early adopters.

O'Reilly provided examples of companies or products that embody these principles in his description of his four levels in the hierarchy of Web 2. 0-ness.Level-3 applications, the most“Web 2.0”-oriented, only exist on the Internet, deriving their effectiveness from the inter-human connections and from the network effects that Web 2.0 makes possible, and growing in effectiveness in proportion as people make more use of them.O’Reilly gave as examples eBay, Craigslist, Wikipedia, del.icio.us, Skype, dodgeball and AdSense.Level-2 applications can operate offline but gain advantages from going online.O’Reilly cited Flickr, which benefits from its shared photo-database and from its community-generated tag database.Level-1 applicationsoperate offline but gain features online.O’Reilly pointed to Writely（now Google Docs＆Spreadsheets）and iTunes（because of its music-store portion）.Level-0 applications work as well offline as online.O’Reilly gave the examples of MapQuest, Yahoo！Local and Google Maps（mapping-applications using contributions from users to advantage can rank as“level 2”）.Non-web applications like e-mail, instant-messaging clients and the telephone fall outside the above hierarchy.

In alluding to the version-numbers that commonly designate software upgrades, the phrase“Web 2.0”hints at an improved form of the World Wide Web.Technologies such as weblogs（blogs），wikis, podcasts, RSS feeds（and other forms of many-to-many publishing），social software, and web application programming interfaces（APIs）provide enhancements over read-only websites.Stephen Fry, who writes a column about technology in the British Guardian newspaper, describes Web 2.0 as：

……an idea in people's heads rather than a reality. It's actually an idea that the reciprocity between the user and the provider is what's emphasised.In other words, genuine interactivity, if you like, simply because people can upload as well as download.

The idea of“Web 2. 0”can also relate to a transition of some websites from isolated information silos to interlinked computing platforms that function like locally-available software in the perception of the user.Web 2.0 also includes a social element where users generate and distribute content, often with freedom to share and re-use.This can result in a rise in the economic value of the web to businesses, as users can perform more activities online.

Others have provided additional definitions of Web 2. 0：

……the philosophy of mutually maximizing collective intelligence and added value for each participant by formalized and dynamic information sharing and creation.

……all those Internet utilities and services sustained in a data base which can be modified by users whether in its content（adding, changing or deleting-information or associating metadates with the existing information），or how to display them, or in content and external aspect simultaneously.

2.Characteristics

Web 2. 0 websites allow users to do more than just retrieve information.They can build on the interactive facilities of“Web 1.0”to provide“Network as platform”computing, allowing users to run software-applications entirely through a browser.Users can own the data on a Web 2.0 site and exercise control over that data.These sites may have an“Architecture of participation”that encourages users to add value to the application as they use it.This stands in contrast to very old traditional websites, the sort which limited visitors to viewing and whose content only the site’s owner could modify.Web 2.0 sites often feature a rich, user-friendly interface based on Ajax, Flex or similar rich media.The sites may also have social-networking＆nbsp；aspects.

The concept of Web-as-participation-platform captures many of these characteristics.Bart Decrem, a founder and former CEO of Flock, calls Web 2.0 the“participatory Web”and regards the Web-as-information-source as Web 1.0.

The impossibility of excluding group-members who don’t contribute to the provision of goods from sharing profits gives rise to the possibility that rational members will prefer to withhold their contribution of effort and free-ride on the contribution of others.

According to Best, the characteristics of Web 2. 0 are：rich user experience, user participation, dynamic content, metadata, web standards and scalability.Three further characteristics that Best did not mention about Web 2.0：openness, freedom and collective intelligence by way of user participation—all should be viewed as essential attributes of Web 2.0.

3.Technology overview

The sometimes complex and continually evolving technology infrastructure of Web 2. 0 includes server-software, content-syndication, messaging-protocols, standards-oriented browsers with plugins and extensions, and various client-applications.The differing, yet complementary approaches of such elements provide Web 2.0 sites with information-storage, creation, and dissemination challenges and capabilities that go beyond what the public formerly expected in the environment of the so-called“Web 1.0”.

Web 2. 0 websites typically include some of the following features/techniques.

·Cascading Style Sheets to aid in the separation of presentation and content.

·Folksonomies（collaborative tagging, social classification, social indexing, and social tagging）.

·Microformats extending pages with additional semantics.

·REST and/or XML-and/or JSON-based APIs.

·Rich Internet application techniques, often Ajax-based.

·Semantically valid XHTML and HTML markup.

·Syndication, aggregation and notification of data in RSS or Atom feeds.

·mashups, merging content from different sources, client-and server-side.

·Weblog-publishing tools.

·wiki or forum software, etc.，to support user-generated content.

4.Web-based applications and desktops

Ajax has prompted the development of websites that mimic desktop applications, such as word processing, the spreadsheet, and slide-show presentation.WYSIWYG wiki sites replicate many features of PC authoring applications.Still other sites perform collaboration and project management functions.In 2006 Google, Inc.acquired one of the best-known sites of this broad class, Writely.

Several browser-based“operating systems”have emerged, including EyeOS and YouOS.They essentially function as application platforms, not as operating systems per se.These services mimic the user experience of desktop operating-systems, offering features and applications similar to a PC environment.They have as their distinguishing characteristic the ability to run within any modern browser.

Numerous web-based application services appeared during the dot-com bubble of 1997-2001 and then vanished, having failed to gain a critical mass of customers.In 2005，WebEx acquired one of the better-known of these, Intranets.com, for USD45 million.

1）Rich Internet applications

Rich-Internet application techniques such as AJAX, Adobe Flash, Flex, Java, Curl, and Silverlight have evolved that have the potential to improve the user-experience in browser-based applications.These technologies allow a web-page to request an update for some part of its content, and to alter that part in the browser, without needing to refresh the whole page at the same time.

2）Server-side software

Functionally, Web 2. 0 applications build on the existing Web server architecture, but rely much more heavily on back-end software.Syndication differs only nominally from the methods of publishing using dynamic content management, but web services typically require much more robust database and workflow support, and become very similar to the traditional intranet functionality of an application server.Vendor approaches to date fall either under a universal server approach（which bundles most of the necessary functionality in a single server platform）or under a web-server plugin approach（which uses standard publishing tools enhanced with API interfaces and other tools）.

3）Client-side software

The extra functionality provided by Web 2. 0 depends on the ability of users to work with the data stored on servers.This can come about through forms in an HTML page, through a scripting-language such as Javascript/Ajax, or through Flash, Silverlight, Curl Applets or Java Applets.These methods all make use of the client computer to reduce server workloads and to increase the responsiveness of the application.

5.XML and RSS

Advocates of“Web 2. 0”may regard syndication of site content as a Web 2.0 feature, involving as it does standardized protocols, which permit end-users to make use of a site’s data in another context（such as another website, a browser plugin, or a separate desktop application）.Protocols which permit syndication include RSS（Really Simple Syndication—also known as“web syndication”），RDF（as in RSS 1.1），and Atom, all of them XML-based formats.Observers have started to refer to these technologies as“Web feed”as the usability of Web 2.0 evolves and the more user-friendly Feeds icon supplants the RSS icon.

Specialized protocols

Specialized protocols such as FOAF and XFN（both for social networking）extend the functionality of sites or permit end-users to interact without centralized websites.

1）Web APIs

Machine-based interaction, a common feature of Web 2.0 sites, uses two main approaches to Web APIs, which allow web-based access to data and functions：REST and SOAP.

1.REST（Representational State Transfer）Web APIs use HTTP alone to interact, with XML（eXtensible Markup Language）or JSON payloads；

2.SOAP involves POSTing more elaborate XML messages and requests to a server that may contain quite complex, but pre-defined, instructions for the server to follow.

Often servers use proprietary APIs, but standard APIs（for example, for posting to a blog or notifying a blog update）have also come into wide use. Most communications through APIs involve XML or JSON payloads.

2）Economics

The analysis of the economic implications of“Web 2. 0”applications and loosely-associated technologies such as wikis, blogs, social-networking, open-source, open-content, file-sharing, peer-production, etc.has also gained scientific attention.This area of research investigates the implications Web 2.0 has for an economy and the principles underlying the economy of Web 2.0.


Chapter 15　How Internet Search Engines Work


 15.1　Text

The good news about the Internet and its most visible component, the World Wide Web, is that there are hundreds of millions of pages available, waiting to present information on an amazing variety of topics. The bad news about the Internet is that there are hundreds of millions of pages available, most of them titled according to the whim of their author, almost all of them sitting on servers with cryptic names.When you need to know about a particular subject, how do you know which pages to read？If you're like most people, you visit an Internet search engine.

Internet search engines are special sites on the Web that are designed to help people find information stored on other sites. There are differences in the ways various search engines work, but they all perform three basic tasks.

·They search the Internet—or select pieces of the Internet—based on important words.

·They keep an index of the words they find, and where they find them.

·They allow users to look for words or combinations of words found in that index.

Early search engines held an index of a few hundred thousand pages and documents, and received maybe one or two thousand inquiries each day. Today, a top search engine will index hundreds of millions of pages, and respond to tens of millions of queries per day.In this article, we'll tell you how these major tasks are performed, and how Internet search engines put the pieces together in order to let you find the information you need on the Web.

1.Looking at the Web

When most people talk about Internet search engines, they really mean World Wide Web search engines. Before the Web became the most visible part of the Internet, there were already search engines in place to help people find information on the Net.Programs with names like“gopher”and“Archie”kept indexes of files stored on servers connected to the Internet, and dramatically reduced the amount of time required to find programs and documents.In the late 1980s, getting serious value from the Internet meant knowing how to use gopher, Archie，＆nbsp；Veronica and the rest.

Today, most Internet users limit their searches to the Web, so we'll limit this article to search engines that focus on the contents of Web pages.

1）An Itsy-Bitsy Beginning

Before a search engine can tell you where a file or document is, it must be found. To find information on the hundreds of millions of Web pages that exist, a search engine employs special software robots, called spiders, to build lists of the words found on Web sites.When a spider is building its lists, the process is called Web crawling.In order to build and maintain a useful list of words, a search engine's spiders have to look at a lot of pages.

How does any spider start its travels over the Web？The usual starting points are lists of heavily used servers and very popular pages. The spider will begin with a popular site, indexing the words on its pages and following every link found within the site.In this way, the spidering system quickly begins to travel, spreading out across the most widely used portions of the Web.

Google. com began as an academic search engine.In the paper that describes how the system was built, Sergey Brin and Lawrence Page give an example of how quickly their spiders can work.They built their initial system to use multiple spiders, usually three at one time.Each spider could keep about 300 connections to Web pages open at a time.At its peak performance, using four spiders, their system could crawl over 100 pages per second, generating around 600 kilobytes of data each second.

Keeping everything running quickly meant building a system to feed necessary information to the spiders. The early Google system had a server dedicated to providing URLs to the spiders.Rather than depending on an Internet service provider for the domain name server（DNS）that translates a server's name into an address, Google had its own DNS, in order to keep delays to a minimum.

When the Google spider looked at an HTML page, it took note of two things.

·The words within the page.

·Where the words were found.

Words occurring in the title, subtitles, meta tags and other positions of relative importance were noted for special consideration during a subsequent user search. The Google spider was built to index every significant word on a page, leaving out the articles“a”，“an”and“the”.Other spiders take different approaches.

These different approaches usually attempt to make the spider operate faster, allow users to search more efficiently, or both. For example, some spiders will keep track of the words in the title, sub-headings and links, along with the 100 most frequently used words on the page and each word in the first 20 lines of text.Lycos is said to use this approach to spidering the Web.

Other systems, such as AltaVista, go in the other direction, indexing every single word on a page, including“a”，“an”，“the”and other“insignificant”words. The push to completeness in this approach is matched by other systems in the attention given to the unseen portion of the Web page, the meta tags.

2）Meta Tags

Meta tags allow the owner of a page to specify key words and concepts under which the page will be indexed. This can be helpful, especially in cases in which the words on the page might have double or triple meanings—the meta tags can guide the search engine in choosing which of the several possible meanings for these words is correct.There is, however, a danger in over-reliance on meta tags, because a careless or unscrupulous page owner might add meta tags that fit very popular topics but have nothing to do with the actual contents of the page.To protect against this, spiders will correlate meta tags with page content, rejecting the meta tags that don’t match the words on the page.

All of this assumes that the owner of a page actually wants it to be included in the results of a search engine's activities. Many times, the page's owner doesn't want it showing up on a major search engine, or doesn't want the activity of a spider accessing the page.Consider, for example, a game that builds new, active pages each time sections of the page are displayed or new links are followed.If a Web spider accesses one of these pages, and begins following all of the links for new pages, the game could mistake the activity for a high-speed human player and spin out of control.To avoid situations like this, the robot exclusion protocol was developed.This protocol, implemented in the meta-tag section at the beginning of a Web page, tells a spider to leave the page alone—to neither index the words on the page nor try to follow its links.

2.Building the Index

Once the spiders have completed the task of finding information on Web pages（and we should note that this is a task that is never actually completed—the constantly changing nature of the Web means that the spiders are always crawling），the search engine must store the information in a way that makes it useful. There are two key components involved in making the gathered data accessible to users.

·The information stored with the data.

·The method by which the information is indexed.

In the simplest case, a search engine could just store the word and the URL where it was found. In reality, this would make for an engine of limited use, since there would be no way of telling whether the word was used in an important or a trivial way on the page, whether the word was used once or many times or whether the page contained links to other pages containing the word.In other words, there would be no way of building the ranking list that tries to present the most useful pages at the top of the list of search results.

To make for more useful results, most search engines store more than just the word and URL. An engine might store the number of times that the word appears on a page.The engine might assign a weight to each entry, with increasing values assigned to words as they appear near the top of the document, in sub-headings, in links, in the meta tags or in the title of the page.Each commercial search engine has a different formula for assigning weight to the words in its index.This is one of the reasons that a search for the same word on different search engines will＆nbsp；produce different lists, with the pages presented in different orders.

Regardless of the precise combination of additional pieces of information stored by a search engine, the data will be encoded to save storage space. For example, the original Google paper describes using 2 bytes, of 8 bits each, to store information on weighting—whether the word was capitalized, its font size, position, and other information to help in ranking the hit.Each factor might take up 2 or 3 bits within the 2-byte grouping（8 bits=1 byte）.As a result, a great deal of information can be stored in a very compact form.After the information is compacted, it’s ready for indexing.

An index has a single purpose：It allows information to be found as quickly as possible. There are quite a few ways for an index to be built, but one of the most effective ways is to build a hash table.In hashing, a formula is applied to attach a numerical value to each word.The formula is designed to evenly distribute the entries across a predetermined number of divisions.This numerical distribution is different from the distribution of words across the alphabet, and that is the key to a hash table's effectiveness.

In English, there are some letters that begin many words, while others begin fewer. You'll find, for example, that the“M”section of the dictionary is much thicker than the“X”section.This inequity means that finding a word beginning with a very“popular”letter could take much longer than finding a word that begins with a less popular one.Hashing evens out the difference, and reduces the average time it takes to find an entry.It also separates the index from the actual entry.The hash table contains the hashed number along with a pointer to the actual data, which can be sorted in whichever way allows it to be stored most efficiently.The combination of efficient indexing and effective storage makes it possible to get results quickly, even when the user creates a complicated search.

3.Building a Search

Searching through an index involves a user building a query and submitting it through the search engine. The query can be quite simple, a single word at minimum.Building a more complex query requires the use of Boolean operators that allow you to refine and extend the terms of the search.

The Boolean operators most often seen are：

·AND—All the terms joined by“AND”must appear in the pages or documents.Some search engines substitute the operator“+”for the word AND.

·OR—At least one of the terms joined by“OR”must appear in the pages or documents.

·NOT—The term or terms following“NOT”must not appear in the pages or documents.Some search engines substitute the operator“-”for the word NOT.

·FOLLOWED BY—One of the terms must be directly followed by the other.

·NEAR—One of the terms must be within a specified number of words of the other.

·Quotation Marks—The words between the quotation marks are treated as a phrase, and that phrase must be found within the document or file.

4.Future Search

The searches defined by Boolean operators are literal searches—the engine looks for the words or phrases exactly as they are entered. This can be a problem when the entered words have multiple meanings.“Bed”，for example, can be a place to sleep, a place where flowers are planted, the storage space of a truck or a place where fish lay their eggs.If you're interested in only one of these meanings, you might not want to see pages featuring all of the others.You can build a literal search that tries to eliminate unwanted meanings, but it's nice if the search engine itself can help out.

One of the areas of search engine research is concept-based searching.Some of this research involves using statistical analysis on pages containing the words or phrases you search for, in order to find other pages you might be interested in.Obviously, the information stored about each page is greater for a concept-based search engine, and far more processing is required for each search.Still, many groups are working to improve both results and performance of this type of search engine.Others have moved on to another area of research, called natural-language queries.

The idea behind natural-language queries is that you can type a question in the same way you would ask it to a human sitting beside you—no need to keep track of Boolean operators or complex query structures.The most popular natural language query site today is AskJeeves.com, which parses the query for keywords that it then applies to the index of sites it has built.It only works with simple queries；but competition is heavy to develop a natural-language query engine that can accept a query of great complexity.


15.2　Notes

（1）The bad news about the Internet is that there are hundreds of millions of pages available, most of them titled according to the whim of their author, almost all of them sitting on servers with cryptic names.

译文：然而不幸的是，这些成千上万的网页中，大部分的标题源于其作者的突发奇想，几乎所有的网页在其服务器上都有个怪名字。

（2）Programs with names like“gopher”and“Archie”kept indexes of files stored on servers connected to the Internet, and dramatically reduced the amount of time required to find programs and documents.

译文：一些像“gopher”、“archie”的程序记录了储存在网络服务器上的文件的索引，并极大地减少了查询程序和文档所需的时间。

（3）These different approaches usually attempt to make the spider operate faster, allow users to search more efficiently, or both. For example, some spiders will keep track of the words in the title, sub-headings and links, along with the 100 most frequently used words on the page and each word in the first 20 lines of text.Lycos is said to use this approach to spidering the Web.

译文：这些不同的方法通常是要使蜘蛛运行得快一些，或者搜寻到的信息更为有效，或两者皆是。比如，有的蜘蛛将出现在标题、副标题、链接上的词，以及这个网页上最常用的100个词和文章前20行的每个词都保存下来。据说Lycos就是采用这种蜘蛛来搜索网络的。

（4）This protocol, implemented in the meta-tag section at the beginning of a Web page, tells a spider to leave the page alone—to neither index the words on the page nor try to follow its links.

译文：这个协议在网页开始的meta标签段中被执行，告诉蜘蛛不要访问这个网页——既不要将该网页上的字建立索引也不要跟踪该网页上的链接。

（5）The engine might assign a weight to each entry, with increasing values assigned to words as they appear near the top of the document, in sub-headings, in links, in the meta tags or in the title of the page.

译文：引擎将根据每个条目在文中的位置分配权重，看他是出现在文档中、副标题中、链接中、meta标签段中或者网页的标题中。


15.3　Keywords

1.Search Engine　搜索引擎

2.Web crawling　网络爬行

3.meta tag　元标记

4.robot exclusion protocol　机器人排除协议

5.hash　散列，哈希

6.literal　文字的，直接数


15.4　Exercises

1.Answer the questions

（1）What is meta tag？

（2）What operators can be used in searching query？

2.Translation

Many times, the page's owner doesn't want it showing up on a major search engine, or doesn't want the activity of a spider accessing the page. Consider, for example, a game that builds new, active pages each time sections of the page are displayed or new links are followed.If a Web spider accesses one of these pages, and begins following all of the links for new pages, the game could mistake the activity for a high-speed human player and spin out of control.To avoid situations like this, the robot exclusion protocol was developed.


15.5　Related Topics

被动语态的译法

英语中被动语态的使用范围极为广泛，尤其是在科技英语中，被动语态几乎随处可见。凡是在不必、不知道或不愿说出主动者的情况下均可使用被动语态。因此，掌握被动语态的翻译方法是极为重要的。在汉语中，也有被动语态，通常通过“把”或“被”等词体现出来，但它的使用范围远远小于英语中被动语态的使用范围，因此英语中的被动语态在很多情况下都翻译成主动结构。对于英语原文的被动结构，我们一般采取下列方法进行翻译。

1.翻译成汉语的主动句

英语原文的被动结构翻译成汉语的主动结构又可以进一步分为几种不同的情况。

（1）英语原文中的主语在译文中仍做主语。

在采用此方法时，往往在译文中使用了“加以”，“经过”，“用……来”等词来体现原文中的被动含义。

[1]Other questions will be discussed briefly.

译文：其他问题将简单地加以讨论。

[2]In other words mineral substances which are found on earth must be extracted by digging, boring holes, artificial explosions, or similar operations which make them available to us.

译文：换言之，矿物就是存在于地球上，但须经过挖掘、钻孔、人工爆破或类似作业才能获得的物质。

[3]Nuclear power’s danger to health, safety, and even life itself can be summed up in one word：radiation.

译文：核能对健康、安全，甚至对生命本身构成的危险可以用一个词——辐射来概括。

（2）将英语原文中的主语翻译为宾语，同时增补泛指性的词语（人们，大家等）作主语。

[1]It could be argued that the radio performs this service as well, but on television everything is much more living, much more real.

译文：可能有人会指出，无线电广播同样也能做到这一点，但还是电视屏幕上的节目要生动、真实得多。

[2]Television, it is often said, keeps one informed about current events, allows one to follow the latest developments in science and politics, and offers an endless series of programmes which are both instructive and entertaining.

译文：人们常说，电视使人了解时事，熟悉政治领域的最新发展变化，并能源源不断地为观众提供各种既有教育意义又有趣的节目。

[3]It is generally accepted that the experiences of the child in his first years largely determine＆nbsp；his character and later personality.

译文：人们普遍认为，孩子们的早年经历在很大程度上决定了他们的性格及其未来的人品。

另外，下列的结构也可以通过这一手段翻译。

It is asserted that……有人主张……

It is believed that……有人认为……

It is generally considered that……大家（一般人）认为

It is well known that……大家知道（众所周知）……

It will be said……有人会说……

It was told that……有人曾经说……

（3）将英语原文中的by, in, for等作状语的介词短语翻译成译文的主语，在此情况下，英语原文中的主语一般被翻译成宾语。

[1]A right kind of fuel is needed for an atomic reactor.

译文：原子反应堆需要一种合适的燃料。

[2]By the end of the war，800 people had been saved by the organization, but at a cost of 200 Belgian and French lives.

译文：大战结束时，这个组织拯救了800人，但那是以200多比利时人和法国人的生命为代价的。

[3]And it is imagined by many that the operations of the common mind can be by no means compared with these processes, and that they have to be acquired by a sort of special training.

译文：许多人认为，普通人的思维活动根本无法与科学家的思维过程相比，而且认为这些思维过程必须经过某种专门的训练才能掌握。

（4）翻译成汉语的无主句。

[1]Great efforts should be made to inform young people especially the dreadful consequences of taking up the habit.

译文：应该尽最大努力告诫年轻人吸烟的危害，特别是吸烟上瘾后的可怕后果。

[2]By this procedure, different honeys have been found to vary widely in the sensitivity of their inhibit to heat.

译文：通过这种方法分析发现，不同种类的蜂蜜的抗菌活动对热的敏感程度也极为不同。

[3]Many strange new means of transport have been developed in our century, the strangest of them being perhaps the hovercraft.

译文：在我们这个世纪内研制了许多新奇的交通工具，其中最奇特的也许就是气垫船了。

[4]New source of energy must be found, and this will take time……

译文：必须找到新的能源，这将需要时间……

另外，下列结构也可以通过这一手段翻译。

It is hoped that……希望……

It is reported that……据报道……

It is said that……据说……

It is supposed that……据推测……

It may be said without fear of exaggeration that……可以毫不夸张地说……

It must be admitted that……必须承认……

It must be pointed out that……必须指出……

It will be seen from this that……由此可见……

（5）翻译成带表语的主动句。

[1]The decision to attack was not taken lightly.

译文：进攻的决定不是轻易作出的。

[2]On the whole such an conclusion can be drawn with a certain degree of confidence, but only if the child can be assumed to have had the same attitude towards the test as the other with whom he is being compared, and only if he was not punished by lack of relevant information which they possessed.

译文：总的来说，得出这种结论是有一定程度把握的，但必须具备两个条件：能够假定这个孩子对测试的态度和与他比较的另一个孩子的态度相同；他也没有因为缺乏别的孩子已掌握的有关知识而被扣分。

2.译成汉语的被动语态

英语中的许多被动句可以翻译成汉语的被动句。常用“被”、“给”、“遭”、“挨”、“为……所”、“使”、“由……”、“受到”等表示。

[1]Early fires on the earth were certainly caused by nature, not by Man.

译文：地球上早期的火肯定是由大自然而不是人类引燃的。

[2]These signals are produced by colliding stars or nuclear reactions in outer space.

译文：这些信号是由外层空间的星球碰撞或者核反应所造成的。

[3]Natural light or“white”light is actually made up of many colours.

译文：自然光或者“白光”实际上是由许多种颜色的光组成的。

[4]The behaviour of a fluid flowing through a pipe is affected by a number of factors, including the viscosity of the fluid and the speed at which it is pumped.

译文：流体在管道中流动的情况，受到诸如流体粘度、泵送速度等各种因素的影响。

[5]They may have been a source of part of the atmosphere of the terrestrial planets, and they are believed to have been the planetesimal-like building blocks for some of the outer planets and their satellites.

译文：它们可能一直是地球行星的一部分大气的来源。它们还被认为是构成外部行星及其卫星的一种类似微星的基础材料。

[6]Over the years, tools and technology themselves as a source of fundamental innovation have largely been ignored by historians and philosophers of science.

译文：工具和技术本身作为根本性创新的源泉多年来在很大程度上被科学史学家和科学思想家们忽视了。

[7]Whether the Government should increase the financing of pure science at the expense of technology or vice versa often depends on the issue of which is seen as the driving force.

译文：政府是以减少技术的经费投入来增加纯理论科学的经费投入，还是相反，这往往取决于把哪一方看作是驱动的力量。

[8]The supply of oil can be shut off unexpectedly at any time, and in any case, the oil wells will all run dry in thirty years or so at the present rate of use.

译文：石油的供应可能随时会被中断；不管怎样，以目前的这种消费速度，只需30年左右，所有的油井都会枯竭。


15.6　Additional Reading

Google

Google Inc. is an American public corporation, earning revenue from online and mobile advertising related to its Internet search, web-based e-mail, online mapping, office productivity, social networking, and video sharing as well as selling advertising-free versions of the same technologies.Google’s headquarters, the Googleplex, is located in Mountain View, California, and the company has 19，156 full-time employees（as of March 31，2008）.It is the largest American company（by market capitalization）that is not part of the Dow Jones Industrial Average（as of October 31，2007）.

Google was co-founded by Larry Page and Sergey Brin while they were students at Stanford University and the company was first incorporated as a privately held company on September 7，1998.Google’s initial public offering took place on August 19，2004，raising US＄1.67 billion, making it worth US＄23 billion.Google has continued its growth through a series of new product developments, acquisitions, and partnerships.Environmentalism, philanthropy, and positive employee relations have been important tenets during Google’s growth, the latter resulting in being identified multiple times as Fortune Magazine’s#1 Best Place to Work.The company’s unofficial slogan is“Don’t be evil”，however Google is not without controversy related to its business practices；there are concerns regarding the privacy of personal information, copyright, censorship, and discontinuation of services.

1.History

Google began in January 1996，as a research project by Larry Page, who was soon joined by Sergey Brin, two Ph. D.students at Stanford University, California.They hypothesized that a search engine that analyzed the relationships between websites would produce better ranking of results than existing techniques, which ranked results according to the number of times the search term appeared on a page.Their search engine was originally nicknamed“BackRub”because the system checked backlinks to estimate a site's importance.A small search engine called Rankdex was already exploring a similar strategy.

Convinced that the pages with the most links to them from other highly relevant web pages must be the most relevant pages associated with the search, Page and Brin tested their thesis as part of their studies, and laid the foundation for their search engine. Originally, the search engine used the Stanford University website with the domain google.stanford.edu.The domain google.com was registered on September 15，1997，and the company was incorporated as Google Inc.on September 7，1998 at a friend's garage in Menlo Park, California.The total initial investment raised for the new company eventually amounted to almost US＄1.1 million, including a US＄100，000 check by Andy Bechtolsheim, one of the founders of Sun Microsystems.

In March 1999，the company moved into offices in Palo Alto, home to several other noted Silicon Valley technology startups. After quickly outgrowing two other sites, the company leased a complex of buildings in Mountain View at 1600 Amphitheatre Parkway from Silicon Graphics（SGI）in 2003.The company has remained at this location ever since, and the complex has since come to be known as the Googleplex（a play on the word googolplex, a 1 followed by a googol zeros）.In 2006，Google bought the property from SGI for US＄319 million.

The Google search engine attracted a loyal following among the growing number of Internet users, who liked its simple design and usability. In 2000，Google began selling advertisements associated with search keywords.The ads were text-based to maintain an uncluttered page design and to maximize page loading speed.Keywords were sold based on a combination of price bid and clickthroughs, with bidding starting at US＄0.05 per click.This model of selling keyword advertising was pioneered by Goto.com（later renamed Overture Services, before being acquired by Yahoo！and rebranded as Yahoo！Search Marketing）.While many of its dot-com rivals failed in the new Internet marketplace, Google quietly rose in stature while generating revenue.

The main Google page as of April 2008.

The name“Google”originated from a misspelling of“googol”，which refers to 10100，the number represented by a 1 followed by one hundred zeros. Having found its way increasingly into everyday language, the verb“google”，was added to the Merriam Webster Collegiate Dictionary and the Oxford English Dictionary in 2006，meaning“to use the Google search engine to obtain information on the Internet”.

A patent describing part of Google's ranking mechanism（PageRank）was granted on September 4，2001. The patent was officially assigned to Stanford University and lists Lawrence Page as the inventor.

1）Growth

While the company's primary business interest is in the web content arena, Google has begun experimenting with other markets, such as radio and print publications. On January 17，2006，Google announced that its purchase of a radio advertising company“dMarc”，which provides an automated system that allows companies to advertise on the radio.This will allow Google to combine two niche advertising media—the Internet and radio—with Google's ability to laser-focus on the tastes of consumers.Google has also begun an experiment in selling advertisements from its advertisers in offline newspapers and magazines, with select advertisements in the Chicago＆nbsp；Sun-Times.They have been filling unsold space in the newspaper that would have normally been used for in-house advertisements.

Google was added to the S＆P 500 index on March 30，2006. It replaced Burlington Resources, a major oil producer based in Houston which was acquired by ConocoPhillips.

2）Acquisitions

Since 2001，Google has acquired several small start-up companies, often consisting of innovative teams and products.One of the earlier companies that Google bought was Pyra Labs.They were the creators of Blogger, a weblog publishing platform, first launched in 1999.This acquisition led to many premium features becoming free.Pyra Labs was originally formed by Evan Williams, yet he left Google in 2004.In early 2006，Google acquired Upstartle, a company responsible for the online word processor, Writely.The technology in this product was used by Google to eventually create Google Docs＆Spreadsheets.

In 2004，Google acquired a company called Keyhole, Inc.，which developed a product called Earth Viewer which was renamed in 2005 to Google Earth.

In February 2006，software company Adaptive Path sold Measure Map, a weblog statistics application, to Google. Registration to the service has since been temporarily disabled.The last update regarding the future of Measure Map was made on April 6，2006 and outlined many of the service's known issues.

In late 2006，Google bought online video site YouTube for US＄1.65 billion in stock.Shortly after, on October 31，2006，Google announced that it had also acquired JotSpot, a developer of wiki technology for collaborative Web sites.

On April 13，2007，Google reached an agreement to acquire DoubleClick. Google agreed to buy the company for US＄3.1 billion.

On July 9，2007，Google announced that it had signed a definitive agreement to acquire enterprise messaging security and compliance company Postini.

3）Partnerships

In 2005，Google entered into partnerships with other companies and government agencies to improve production and services. Google announced a partnership with NASA Ames Research Center to build up 1，000，000 square feet（93，000 m2）of offices and work on research projects involving large-scale data management, nanotechnology, distributed computing, and the entrepreneurial space industry.Google also entered into a partnership with Sun Microsystems in October to help share and distribute each other’s technologies.The company entered into a partnership with Time Warner’s AOL, to enhance each other’s video search services.

The same year, the company became a major financial investor of the new. mobi top-level domain for mobile devices, in conjunction with several other companies, including Microsoft, Nokia, and Ericsson among others.In September 2007，Google launched，“Adsense for Mobile”，a service for its publishing partners which provides the ability to monetize their mobile websites through the targeted placement of mobile text ads, and acquired the mobile social networking site, Zingku.mobi, to“provide people worldwide with direct access to Googleapplications, and ultimately the information they want and need, right from their mobile devices”.

In 2006，Google and News Corp.'s Fox Interactive Media entered into a US＄900 million agreement to provide search and advertising on the popular social networking site, MySpace.

On November 5，2007 Google announced the Open Handset Alliance to develop an open platform for mobile services called Android.

2.Products and services

Google has created services and tools for the general public and business environment alike；including Web applications, advertising networks and solutions for businesses.

1）Advertising

Most of Google's revenue is derived from advertising programs. For the 2006 fiscal year, the company reported US＄10.492 billion in total advertising revenues and only US＄112 million in licensing and other revenues.Google AdWords allows Web advertisers to display advertisements in Google’s search results and the Google Content Network, through either a cost-per-click or cost-per-view scheme.Google AdSense website owners can also display adverts on their own site, and earn money every time ads are clicked.

2）Web-based software

The Google web search engine is the company's most popular service. As of August 2007，Google is the most used search engine on the web with a 53.6%market share, ahead of Yahoo！（19.9%）and Live Search（12.9%）.Google indexes billions of Web pages, so that users can search for the information they desire, through the use of keywords and operators.Google has also employed the Web Search technology into other search services, including Image Search, Google News, the price comparison site Google Product Search, the interactive Usenet archive Google Groups, Google Maps, and more.

In 2004，Google launched its own free web-based e-mail service, known as Gmail（or Google Mail in some jurisdictions）.Gmail features spam-filtering technology and the capability to use Google technology to search e-mail.The service generates revenue by displaying advertisements and links from the AdWords service that are tailored to the choice of the user and/or content of the e-mail messages displayed on screen.However, the adds can be removed free of charge.

In early 2006，the company launched Google Video, which not only allows users to search and view freely available videos but also offers users and media publishers the ability to publish their content, including television shows on CBS, NBA basketball games, and music videos. In August 2007，Google announced that it would shut down its video rental and sale program and offer refunds and Google Checkout credits to consumers who had purchased videos to own.

On February 28，2008 Google launched the Google Sites wiki as a Google Apps component.

Google has also developed several desktop applications, including Google Earth, an interactive mapping program powered by satellite and aerial imagery that covers the vast majority of the planet. Google Earth is generally considered to be remarkably accurate and extremely＆nbsp；detailed.Many major cities have such detailed images that one can zoom in close enough to see vehicles and pedestrians clearly.Consequently, there have been some concerns about national security implications.Specifically, some countries and militaries contend the software can be used to pinpoint with near-precision accuracy the physical location of critical infrastructure, commercial and residential buildings, bases, government agencies, and so on.However, the satellite images are not necessarily frequently updated, and all of them are available at no charge through other products and even government sources.For example, NASA and the National Geospatial-Intelligence Agency.Some counter this argument by stating that Google Earth makes it easier to access and research the images.

Many other products are available through Google Labs, which is a collection of incomplete applications that are still being tested for use by the general public.

Google has promoted their products in various ways. In London, Google Space was set-up in Heathrow Airport, showcasing several products, including Gmail, Google Earth and Picasa.Also, a similar page was launched for American college students, under the name College Life, Powered by Google.

In 2007，some reports surfaced that Google was planning the release of its own mobile phone, possibly a competitor to Apple's iPhone. The project, called Android provides a standard development kit that will allow any“Android”phone to run software developed for the Android SDK, no matter the phone manufacturer.In October 2007，Google SMS service was launched in India allowing users to get business listings, movie showtimes, and information by sending an SMS.

3）Enterprise products

In 2007，Google launched Google Apps Premier Edition, a version of Google Apps targeted primarily at the business user. It includes such extras as more disk space for e-mail, API access, and premium support, for a price of US＄50 per user per year.A large implementation of Google Apps with 38，000 users is at Lakehead University in Thunder Bay, Ontario, Canada.

3.Platform

Google runs its services on several server farms, each comprising thousands of low-cost commodity computers running stripped-down versions of Linux.While the company divulges no details of its hardware, a 2006 estimate cites 450，000 servers，“racked up in clusters at data centers around the world.”

4.Corporate affairs and culture

Google is known for its relaxed corporate culture, of which its playful variations on its own corporate logo are an indicator. In 2007 and 2008，Fortune Magazine placed Google at the top of its list of the hundred best places to work.Google's corporate philosophy embodies such casual principles as“you can make money without doing evil”，“you can be serious without a suit”，and“work should be challenging and the challenge should be fun”.

Google has been criticized for having salaries below industry standards. For example, some system administrators earn no more than US＄35，000 per year-considered to be quite low for the Bay Area job market.However, Google’s stock performance following its IPO has enabled many early employees to be competitively compensated by participation in the corporation’s remarkable equity growth.Google implemented other employee incentives in 2005，such as the Google Founders’Award, in addition to offering higher salaries to new employees.Google’s workplace amenities, culture, global popularity, and strong brand recognition have also attracted potential applicants.

After the company's IPO in August 2004，it was reported that founders Sergey Brin and Larry Page, and CEO Eric Schmidt, requested that their base salary be cut to US＄1.00.Subsequent offers by the company to increase their salaries have been turned down, primarily because，“their primary compensation continues to come from returns on their ownership stakes in Google.As significant stockholders, their personal wealth is tied directly to sustained stock price appreciation and performance, which provides direct alignment with stockholder interests”.Prior to 2004，Schmidt was making US＄250，000 per year, and Page and Brin each earned a salary of US＄150，000.

They have all declined recent offers of bonuses and increases in compensation by Google's board of directors. In a 2007 report of the United States'richest people, Forbes reported that Sergey Brin and Larry Page were tied for#5 with a net worth of US＄18.5 billion each.

In 2007 and through early 2008，Google has seen the departure of several top executives. Justin Rosenstein, Google's product manager, left in June of 2007.Shortly thereafter, Gideon Yu, former chief financial officer of YouTube, a Google unit, joined Facebook along with Benjamin Ling, a high-ranking engineer, who left in October 2007.In March 2008，two senior Google leaders announced their desire to pursue other opportunities.Sheryl Sandburg, ex-VP of global online sales and operations began her position as COO of Facebook while Ash ElDifrawi, former head of brand advertising, left to become CMO of Netshops Inc.

1）Googleplex

Google's headquarters in Mountain View, California, is referred to as“the Googleplex”in a play of words；a googleplex being 1 followed by a googol of zeros, and the HQ being a complex of buildings（cf. multiplex, cineplex, etc）.The lobby is decorated with a piano, lava lamps, old server clusters, and a projection of search queries on the wall.The hallways are full of exercise balls and bicycles.Each employee has access to the corporate recreation center.Recreational amenities are scattered throughout the campus and include a workout room with weights and rowing machines, locker rooms, washers and dryers, a massage room, assorted video games, Football, a baby grand piano, a pool table, and ping pong.In addition to the rec room, there are snack rooms stocked with various foods and drinks.

In 2006，Google moved into 311，000 square feet（28，900 m2）of office space in New York City, at 111 Eighth Ave.in Manhattan.The office was specially designed and built for Google and houses its largest advertising sales team, which has been instrumental in securing large partnerships, most recently deals with MySpace and AOL.In 2003，they added an engineering staff in New York＆nbsp；City, which has been responsible for more than 100 engineering projects, including Google Maps, Google Spreadsheets, and others.It is estimated that the building costs Google US＄10 million per year to rent and is similar in design and functionality to its Mountain View headquarters, including football, air hockey, and ping-pong tables, as well as a video game area.In November 2006，Google opened offices on Carnegie Mellon’s campus in Pittsburgh.By late 2006，Google also established a new headquarters for its AdWords division in Ann Arbor, Michigan.

The size of Google's search system is presently undisclosed. The best estimates place the total number of the company's servers at 450，000，spread over twenty five locations throughout the world, including major operations centers in Dublin（European Operations Headquarters）and Atlanta, Georgia.Google is also in the process of constructing a major operations center in The Dalles, Oregon, on the banks of the Columbia River.The site, also referred to by the media as Project 02，was chosen due to the availability of inexpensive hydroelectric power and a large surplus of fiber optic cable, remnants of the dot com boom of the late 1990s.The computing center is estimated to be the size of two football fields, and it has created hundreds of construction jobs, causing local real estate prices to increase 40%.Upon completion, the center is expected to create 60 to 200 permanent jobs in the town of 12，000 people.

Google is taking steps to ensure that their operations are environmentally sound. In October 2006，the company announced plans to install thousands of solar panels to provide up to 1.6 megawatts of electricity, enough to satisfy approximately 30%of the campus'energy needs.The system will be the largest solar power system constructed on a U.S.corporate campus and one of the largest on any corporate site in the world.In June 2007，Google announced that they plan to become carbon neutral by 2008，which includes investing in energy efficiency, renewable energy sources, and purchasing carbon offsets, such as investing in projects like capturing and burning methane from animal waste at Mexican and Brazilian farms.

2）Innovation time off

As an interesting motivation technique（usually called Innovation Time Off），all Google engineers are encouraged to spend 20%of their work time（one day per week）on projects that interest them. Some of Google's newer services, such as Gmail, Google News, Orkut, and AdSense originated from these independent endeavors.In a talk at Stanford University, Marissa Mayer, Google's Vice President of Search Products and User Experience, stated that her analysis showed that half of the new product launches originated from the 20%time.

3）Easter eggs and April Fool's Day jokes

Google has a tradition of creating April Fool's Day jokes—such as Google MentalPlex, which allegedly featured the use of mental power to search the web. In 2002，they claimed that pigeons were the secret behind their growing search engine.In 2004，they featured Google Lunar（which claimed to feature jobs on the moon），and in 2005，a fictitious brain-boosting drink, termed Google Gulp was announced.In 2006，they came up with Google Romance, a hypothetical online dating service.In 2007，Google announced two joke products.The first was a free wireless Internet service called TiSP（Toilet Internet Service Provider）in which one obtaineda connection by flushing one end of a fiber-optic cable down their toilet and waiting only an hour for a“Plumbing Hardware Dispatcher（PHD）”to connect it to the Internet.Additionally, Google’s Gmail page displayed an announcement for Gmail Paper, which allows users of their free e-mail service to have e-mail messages printed and shipped to a snail mail address.

Some thought the announcement of Gmail in 2004 around April Fool's Day（as well as the doubling of Gmail's storage space to two gigabytes in 2005）was a joke, although both of these turned out to be genuine announcements. In 2005，a comedic graph depicting Google's goal of“infinity plus one”GB of storage was featured on the Gmail homepage.

Google's services contain a number of Easter eggs；for instance, the Language Tools page offers the search interface in the Swedish Chef's“Bork bork bork，”Pig Latin，”Hacker”（actually leetspeak），Elmer Fudd, and Klingon. In addition, the search engine calculator provides the Answer to Life, the Universe, and Everything from Douglas Adams'The Hitchhiker's Guide to the Galaxy.As Google's search box can be used as a unit converter（as well as a calculator），some non-standard units are built in, such as the Smoot.Google also routinely modifies its logo in accordance with various holidays or special events throughout the year, such as Christmas, Mother’s Day, or the birthdays of various notable individuals.

4）IPO and culture

Many people speculated that Google's IPO would inevitably lead to changes in the company's culture, because of shareholder pressure for employee benefit reductions and short-term advances, or because a large number of the company’s employees would suddenly become millionaires on paper.In a report given to potential investors, co-founders Sergey Brin and Larry Page promised that the IPO would not change the company’s culture.Later Mr.Page said，“We think a lot about how to maintain our culture and the fun elements.We spent a lot of time getting our offices right.We think it’s important to have a high density of people.People are packed together everywhere.We all share offices.We like this set of buildings because it’s more like a densely packed university campus than a typical suburban office park.”

However, many analysts are finding that as Google grows, the company is becoming more“corporate”. In 2005，articles in The New York Times and other sources began suggesting that Google had lost its anti-corporate, no evil philosophy.In an effort to maintain the company’s unique culture, Google has designated a Chief Culture Officer in 2006，who also serves as the Director of Human Resources.The purpose of the Chief Culture Officer is to develop and maintain the culture and work on ways to keep true to the core values that the company was founded on in the beginning—a flat organization, a lack of hierarchy, a collaborative environment.

5）Philanthropy

In 2004，Google formed a non-profit philanthropic wing, Google.org, with a start-up fund of US＄1 billion.The express mission of the organization is to create awareness about climate change, global public health, and global poverty.One of its first projects is to develop a viable plug-in hybrid electric vehicle that can attain 100 mpg.The founding and current director is Dr.Larry Brilliant.


Chapter 16　Encryption


 16.1　Text

The incredible growth of the Internet has excited businesses and consumers alike with its promise of changing the way we live and work. But a major concern has been just how secure the Internet is, especially when you're sending sensitive information through it.

Let's face it, there's a whole lot of information that we don't want other people to see, such as：

·Credit-card information

·Social Security numbers

·Private correspondence

·Personal details

·Sensitive company information

·Bank-account information

Information security is provided on computers and over the Internet by a variety of methods. A simple but straightforward security method is to only keep sensitive information on removable storage media like floppy disks.But the most popular forms of security all rely on encryption, the process of encoding information in such a way that only the person（or computer）with the key can decode it.

In this article, you will learn about encryption and authentication. You will also learn about public-key and symmetric-key systems, as well as hash algorithms。

1.In the Key of……

Computer encryption is based on the science of cryptography, which has been used throughout history. Before the digital age, the biggest users of cryptography were governments, particularly for military purposes.The existence of coded messages has been verified as far back as the Roman Empire.But most forms of cryptography in use these days rely on computers, simply because a human-based code is too easy for a computer to crack.

Most computer encryption systems belong in one of two categories：

·Symmetric-key encryption

·Public-key encryption

1）Symmetric Key

In symmetric-key encryption, each computer has a secret key（code）that it can use to encrypt a packet of information before it is sent over the network to another computer.Symmetric-key requires that you know which computers will be talking to each other so you can install the key on each one.Symmetric-key encryption is essentially the same as a secret code that each of the two computers must know in order to decode the information.The code provides the key to decoding the message.Think of it like this：You create a coded message to send to a friend in which each letter is substituted with the letter that is two down from it in the alphabet.So“A”becomes“C”，and“B”becomes“D”.You have already told a trusted friend that the code is“Shift by 2”.Your friend gets the message and decodes it.Anyone else who sees the message will see only nonsense.

2）Public Key

Public-key encryption uses a combination of a private key and a public key.The private key is known only to your computer, while the public key is given by your computer to any computer that wants to communicate securely with it.To decode an encrypted message, a computer must use the public key, provided by the originating computer, and its own private key.A very popular public-key encryption utility is called Pretty Good Privacy（PGP），which allows you to encrypt almost anything.

Public-key encryption on a large scale, such as a secure Web server might need, requires a different approach.This is where digital certificates come in.A digital certificate is basically a bit of information that says that the Web server is trusted by an independent source known as a certificate authority.The certificate authority acts as a middleman that both computers trust.It confirms that each computer is in fact who it says it is, and then provides the public keys of each computer to the other.

A popular implementation of public-key encryption is the Secure Sockets Layer（SSL）.Originally developed by Netscape, SSL is an Internet security protocol used by Internet browsers and Web servers to transmit sensitive information.SSL recently became part of an overall security protocol known as Transport Layer Security（TLS）.

In your browser, you can tell when you are using a secure protocol, such as TLS, in a couple of different ways. You will notice that the“http”in the address line is replaced with“https，”and you should see a small padlock in the status bar at the bottom of the browser window.

Public-key encryption takes a lot of computing, so most systems use a combination of public-key and symmetry.When two computers initiate a secure session, one computer creates a symmetric key and sends it to the other computer using public-key encryption.The two computers can then communicate using symmetric-key encryption.Once the session is finished, each computer discards the symmetric key used for that session.Any additional sessions require that a＆nbsp；new symmetric key be created, and the process is repeated.

2.Hash This！

The key in public-key encryption is based on a hash value.This is a value that is computed from a base input number using a hashing algorithm.Essentially, the hash value is a summary of the original value.The important thing about a hash value is that it is nearly impossible to derive the original input number without knowing the data used to create the hash value.Here’s a simple example：

[image: figure_0243_0067]


You can see how hard it would be to determine that the value 1，525，381 came from the multiplication of 10，667 and 143.But if you knew that the multiplier was 143，then it would be very easy to calculate the value 10，667.Public-key encryption is actually much more complex than this example, but that is the basic idea.

Public keys generally use complex algorithms and very large hash values for encrypting, including 40-bit or even 128-bit numbers.A 128-bit number has a possible 2128 or 3，402，823，669，209，384，634，633，746，074，300，000，000，000，000，000，000，000，000，000，000，000，000 different combinations！This would be like trying to find one particular grain of sand in the Sahara Desert.

3.Are You Authentic？

As stated earlier, encryption is the process of taking all of the data that one computer is sending to another and encoding it into a form that only the other computer will be able to decode. Another process, authentication, is used to verify that the information comes from a trusted source.Basically, if information is“authentic，”you know who created it and you know that it has not been altered in any way since that person created it.These two processes, encryption and authentication, work hand-in-hand to create a secure environment.

There are several ways to authenticate a person or information on a computer：

·Password—The use of a user name and password provides the most common form of authentication.You enter your name and password when prompted by the computer.It checks the pair against a secure file to confirm.If either the name or the password does not match, then you are not allowed further access.

·Pass cards—These cards can range from a simple card with a magnetic strip, similar to a credit card, to sophisticated smart cards that have an embedded computer chip.

·Digital signatures—A digital signature is basically a way to ensure that an electronic document（e-mail, spreadsheet, text file）is authentic.The Digital Signature Standard（DSS）is based on a type of public-key encryption method that uses the Digital Signature＆nbsp；Algorithm（DSA）.DSS is the format for digital signatures that has been endorsed by the U.S.government.The DSA algorithm consists of a private key, known only by the originator of the document（the signer），and a public key.If anything at all is changed in the document after the digital signature is attached to it, it changes the value that the digital signature compares to, rendering the signature invalid.

Recently, more sophisticated forms of authentication have begun to show up on home and office computer systems. Most of these new systems use some form of biometrics for authentication.Biometrics uses biological information to verify identity.Biometric authentication methods include：

·Fingerprint scan

·Retina scan

·Face scan

·Voice identification

Another secure-computing need is to ensure that the data has not been corrupted during transmission or encryption.There are a couple of popular ways to do this：

·Checksum—Probably one of the oldest methods of ensuring that data is correct, checksums also provide a form of authentication because an invalid checksum suggests that the data has been compromised in some fashion.A checksum is determined in one of two ways.Let’s say the checksum of a packet is 1 byte long.A byte is made up of 8 bits, and each bit can be in one of two states, leading to a total of 256（28）possible combinations.Since the first combination equals zero, a byte can have a maximum value of 255.

■If the sum of the other bytes in the packet is 255 or less, then the checksum contains that exact value.

■If the sum of the other bytes is more than 255，then the checksum is the remainder of the total value after it has been divided by 256.

Let's look at a checksum example：

[image: figure_0244_0068]


·Cyclic Redundancy Check（CRC）—CRCs are similar in concept to checksums, but they use polynomial division to determine the value of the CRC, which is usually 16 or 32 bits in length.The good thing about CRC is that it is very accurate.If a single bit is incorrect, the CRC value will not match up.Both checksum and CRC are good for preventing random errors in transmission but provide little protection from an intentional＆nbsp；attack on your data.Symmetric and public-key encryption techniques are much more secure.

All of these various processes combine to provide you with the tools you need to ensure that the information you send or receive over the Internet is secure. In fact, sending information over a computer network is often much more secure than sending it any other way.Phones, especially cordless phones, are susceptible to eavesdropping, particularly by unscrupulous people with radio scanners.Traditional mail and other physical mediums often pass through numerous hands on the way to their destination, increasing the possibility of corruption.Understanding encryption, and simply making sure that any sensitive information you send over the Internet is secure（remember the“https”and padlock symbol），can provide you with greater peace.


16.2　Notes

（1）Let's face it, there's a whole lot of information that we don't want other people to see, such as：

译文：毋庸置疑，每个人都有许多信息不想让别人知道，譬如：

（2）The existence of coded messages has been verified as far back as the Roman Empire. But most forms of cryptography in use these days rely on computers, simply because a human-based code is too easy for a computer to crack.

译文：加密信息的出现可以追溯到罗马帝国时代。现在大部分加密技术依靠计算机完成，因为人为地加密很容易被计算机破译。

（3）Think of it like this：You create a coded message to send to a friend in which each letter is substituted with the letter that is two down from it in the alphabet. So“A”becomes“C”，and“B”becomes“D”.You have already told a trusted friend that the code is“Shift by 2”.Your friend gets the message and decodes it.Anyone else who sees the message will see only nonsense.

译文：举个例子：你给一个朋友写了一封加密的信件，其中每个字母都用其在英文字母表中后两位的字母代替，因此字母A用C代替，字母B用D代替。你已经将解码的规则——后移两个字母——告诉了那位朋友。你朋友收到了这个信息并能解读信件。不懂规则的人只能看到一段无意义的符号。

（4）To decode an encrypted message, a computer must use the public key, provided by the originating computer, and its own private key.

译文：要解译加密信息除了要有私钥之外，还需要发出信息的计算机提供的公钥。

（5）Once the session is finished, each computer discards the symmetric key used for that session. Any additional sessions require that a new symmetric key be created, and the process is repeated.

译文：一次连接结束后，此次连接所用的对称密钥作废。若要再次建立连接，需要重新创建一个对称密钥，即重复上述过程。

（6）A 128-bit number has a possible 2128 or 3，402，823，669，209，384，634，633，746，074，300，000，000，000，000，000，000，000，000，000，000，000，000 different combinations！This would be like trying to find one particular grain of sand in the Sahara Desert.

译文：一个128比特的数据有2的128次方的不同组合，如果不知道散列构造法则却要找出正确的密码，其难度相当于在撒哈拉沙漠里找一粒特定的沙子。


16.3　Keywords

1.key　密钥

2.encryption　加密

3.authentication　鉴别，认证

4.cryptography　加密术

5.symmetric-key　对称密钥

6.public-key　公用密钥

7.certificate authority　证书机构

8.Secure Sockets Layer　安全套接层

9.Transport Layer Security　传输层协议

10.digital signature　数字签名

11.biometrics　生物测定学

12.checksum　检查和，校验和

13.Cyclic Redundancy Check　循环冗余校验


16.4　Exercises

1.Answer the questions

（1）What is symmetric key？

（2）What is public key？

（3）What is digital artificate？

2.Translation

Public-key encryption takes a lot of computing, so most systems use a combination of public-key and symmetry.When two computers initiate a secure session, one computer creates a symmetric key and sends it to the other computer using public-key encryption.The two computers can then communicate using symmetric-key encryption.Once the session is finished, each computer discards the symmetric key used for that session.Any additional sessions require that a new symmetric key be created, and the process is repeated.


16.5　Related Topics

长句的翻译

科技英语的作用是陈述事理、描述过程，因而逻辑性强，结构严密、表达明确。这些特点决定科技英语的句子必然带有许多修饰、限定和附加成分。这些成分一多，句子必然就长。为了合理地安排长句的层次，规范语序，恰当地强调有关成分，一些特殊的语法手段就相应而生，如强调、倒装、省略等。这样就使句子结构变得较为复杂，不易读懂。为了准确、快速地理解和翻译科技文献，必须加强长句分析和翻译的基本训练。

对于长句的分析而言，一遍看不出句子的意思，就多看几遍，在此过程中步步深入。搞清句型、句种、结构和各成分之间的关系，从大到小，逐渐推进；然后，纵观全局，确切地把握句子所表达的意思。一言概之，从全局到局部，分清句子的整体结构；再从局部到总体，深入把握句子的细节。

大概的步骤如下。

[1]泛读一遍，了解句子的大意，不求甚解。

[2]查出生词的可能意思。

[3]分析句子的类型和结构，若为复合句，找出各单句。

[4]单句的分析：先确定主谓宾等主干，后找出定、状、补等修饰成分，最后确定各成分之间的关系。

[5]在此基础上，把各单句放入整个长句中理解，整体把握。

长句的翻译是在理解、分析基础上的更高要求。必须忠实原文，弄清关系，区别主次，按英文原文的时间顺序、逻辑层次，再按汉语的习惯加以组织，这需要一定的技巧。大致来说，长句的翻译要解决三个问题：结构问题、层次问题和语体问题。下面分别就这三个问题简要说明。

（1）结构问题

就是变长句为短句。主要有增加句量的分译法和减少句量的减译法，这两种方法并不冲突，运用之妙存乎一心。

（2）层次问题

就是按照汉语的习惯顺序来处理原文的逻辑顺序。主要有顺序译法和倒序译法，这两种方法主要取决于原文的层次和汉语的习惯是否大体相同。

（3）语体问题

就是把一些不合汉语习惯或者一些不通俗的语句变成符合汉语习惯、简单明了的语句。处理语体问题的主要方法有直译和意译，这在前面的翻译技巧文章中已经详细论述。

以下是一些长句的翻译实例，帮助读者有一些感性的认识，不过工夫在课外，应加强英语基本知识积累，多读些科技文献。

（1）These computer-assisted-design（CAD）and computer-assisted-manufacturing（CAM）applications are widely spread in the automotive and aircraft industries.Complex parts are rapidly designed，[displayed in any orientation—even as highly realistic solid objects—]and[on some systems]may actually be shown in motion.

分析：第二句是个简单句，但有两个谓语，第一套谓语后有较长的句末成分，第二套谓语又带有句前状语，使句子结构变得比较复杂。

译文：计算机辅助设计（CAD）和计算机辅助生产（CAM）在汽车制造业和航空制造业方面有广泛的应用。复杂零件能很快地被设计出来，并按任意角度（甚至像实体一样）显示出来，还可以在某些系统上显示出零件的运动状态。

（2）The risk program uses the results of benefit/cost analysis as input data.[To this]are added data（on expected royalties, tax rates, etc.，including their probable variation）.

分析：本例的第二句是倒装句。To B is added A是A is added to B的倒装形式。

译文：风险（分析）程序以利润或成本分析作为输入数据，分析中还要考虑预期的矿区使用费、税率等，以及它们的可能变化。

（3）The close-loop system has a control unit（which gets information[from a sensing element]，compares the real state[with that]（required by the program）and，[when there is a difference between the two]，makes the necessary adjustment[to the control element][so that the desired state is maintained.]）

分析：本例的主句是the closed……unit, which从句为其扩展部分。从句有三套并列谓语，第三套谓语还带有时间和结果状语从句。

译文：闭合环路系统有一个控制装置，该装置从感知元件获得信息，把真实状态和程序的预定状态进行比较，当两者有区别时，就对控制元件作出必要的调整，从而维持预定状态。

（4）DNA computers can't be found at your local electronics store yet. The technology is still in development, and didn't even exist as a concept a decade ago.In 1994，Leonard Adleman introduced the idea of using DNA to solve complex mathematical problems.Leonard.Adleman, a computer scientist at the University of Southern California, came to the conclusion that DNA had computational potential after reading the book“Molecular Biology of the Gene”，written by James Watson, who co-discovered the structure of DNA in 1953.

译文：DNA计算机尚不能在我们本地的电子商店中找到。这门技术还在发展之中，这个概念在十年前还不存在。1994年，Leonard Adleman提出了用DNA解决复杂数学问题的概念。这位来自加州南部大学的计算机科学家，在阅读完由1953年发现DNA双螺旋结构的James Watson写的《基因分子生物学》后，总结出DNA具有计算的潜能。


16.6　Additional Reading

Identity Theft

You work hard every day to make a living and support yourself and/or your family. Suppose＆nbsp；you know how to keep your credit clean so you can enjoy the benefits of all of that hard work.What happens, though, when you find out that someone has used your name to get a credit card and has run up thousands of dollars in charges that you are now going to have to convince the credit card company that you are not responsible for？What if they opened bank accounts in your name, committed crimes using your name, or worse？

Innocent people are being arrested because someone is committing crimes using their names. Can you prevent this from happening？Can you protect yourself from these white collar criminals？What is law enforcement doing about it？

In this article, we'll look into the dark world of identity theft to which we can all fall victim. We'll find out how others can get access to your personal identification information, how you can protect yourself, and what to do if you become a victim.

1.Types of Identity Theft

Identity theft can enter into many areas of our lives. It involves any instance where a person uses someone else's identification documents or other identifiers in order to impersonate that person for whatever reason.According to a September 2003 survey conducted by the Federal Trade Commission, an estimated 10 million people in the United States found out they were victims of identity theft in the previous year.More appropriately titled identity fraud, your identity might be stolen in order for someone to commit：

·Financial fraud—This type of identity theft includes bank fraud, credit card fraud, computer and telecommunications fraud, social program fraud, tax refund fraud, mail fraud, and several more.In fact, a total of 25 types of financial identity fraud are investigated by the United States Secret Service.While financial identity theft is the most prevalent（of the approximate 10，000 financial crime arrests that Secret Service agents made in 1997，94 percent involved identity theft），it certainly isn’t the only type.Other types of identity theft, however, usually involve a financial element as well—typically to fund some sort of criminal enterprise.

·Criminal activities—This type of identity fraud involves taking on someone else’s identity in order to commit a crime, enter a country, get special permits, hide one’s own identity, or commit acts of terrorism.These criminal activities can include：

■Computer and cyber crimes

■Organized crime

■Drug trafficking

■Alien smuggling

■Money laundering

2.Stealing Your Identity

Have you ever eaten at a restaurant, paid with a credit card, and forgotten to get your copy of the credit card receipt？Did you know that many of these receipts have your credit card numberprinted right there for anyone to see（and use）？And, if you've signed them, your signature is also right there for someone to carefully copy. This can lead to the most simple form of identity theft.With this bit of information, some unscrupulous person can be well on his way to making purchases either by phone or on the Internet using your credit card number.You won't know about it until you get your statement（a good reason why you should always study the charges on your credit card statements！）.All they have to have, in most cases, is your mailing address, which can be looked up in a phone book or easily found on the Internet.

Credit card fraud is identity theft in its most simple and common form. It can be accomplished either through a scenario like the one we just mentioned, or it can happen when your pre-approved credit card offers fall into the wrong hands.All a person has to do is get these out of your mailbox（or trash can）and mail them in with a change of address request and start spending.Someone can even apply for a credit card in your name if they have the right information.You won’t know a thing about it until the credit card company tracks you down and demands payment for the purchases“you”have a racked up.

With a person's name, social security number and date of birth, someone can get loans, access the person's existing bank accounts, open new bank accounts, lease or buy cars, get insurance, you name it. Think about the things you throw in the trash.Do you throw your pay stubs away once you've recorded the amount in your checkbook？Take a look at some of the information on that seemingly unimportant piece of paper：

·Your full name

·Your address

·Your social security number

·Your complete bank account number（if you have direct deposit）

·Your employer and its address

·Your rate of pay

Now, think about the types of information you have to provide in order to get a credit card or a loan or lease a car. There is very little additional information that is needed in order to get that loan.I recently got a home equity loan and did all but the final signing of the documents over the phone, and faxed all of my financial information directly to the loan officer.It would not have been that difficult to“create”those documents using someone else's social security number, bank account numbers and other personal information.That's a scary thought！Imagine finding out that someone had gotten a mortgage in your name.Clearing that up with the bank and getting it off of your credit history would be quite a battle.You are left with the time-consuming task of repairing your credit and getting your finances back on track.

3.Accessing Your Personal Information

Your personal information can be found in many places. It can be：

·Dug out of trash cans and dumpsters, known as“dumpster diving”.

·Memorized or copied by sales clerks and waiters.

·Removed from your mailbox in the form of tax notices, financial account statements and other bills before you have a chance to get them or even know they are there.

·Removed from your employer’s files, either secretly or with the help of an inside accomplice.

·Removed from your hospital records, usually with the help of an inside accomplice.

·Removed from your financial lender’s files.

·Removed from your landlord’s files.

·Purchased（or found free）in online（or offline）databases.

·Collected from“cloned”Web sites（Someone may recreate a legitimate merchant Web site in order capture your personal information and credit card information when you place an order）.

·Stolen from a merchant database through computer hacking（This is not as simple as other forms of theft）.

·Stolen through hacking into commercial Web sites or your personal computer and using software to mirror keystrokes to capture credit card account information.

·Collected from“cloned”chat rooms that include links to outside Web sites that offer services or products（None of these are real merchants；your information is simply gathered so the criminals can make purchases elsewhere）.

Basically, anywhere you've provided that information can be a target. Often, employees who have access to the information are bribed or offered a cut of the profits in exchange for personal information about other employees.The more sophisticated the perpetrator, the more money is stolen and the more people scammed.Clerks can even put skimmers on the credit card machines that will record credit card information for later use.Temporary employees seem to be more frequently involved in identity theft scandals than permanent employees, simply because fewer background checks are done on them.

Public information

What about all of the publicly available information someone can access about you？Sources for this information include：

·Public records—These records that are open for public inspection include driver’s license information, real estate records, business records, vehicle information, certain types of professional certifications and licensing information, and any other types of data collected by public entities.

·Information that is publicly available—This means non-government information that is found in newspapers, such as classified advertisements and reports, as well as phone book entries.

·Open-source information—This refers to information about you that may be found in periodicals and on Web sites.

While some information about your life is pretty well protected, such as medical, financial and academic records, your other identifying information（social security number, home address, etc）is not so protected. One scary statistic：According to the Federal Trade Commission（FTC），in 2000，19 percent（as opposed to 13 percent in 2001）of all victims of identity theft who completed that section of the FTC complaint form had a personal relationship with the thief；10 percent of those thieves were family members.

4.How To Protect Yourself

Protecting yourself from identity theft takes proactive effort. You can't simply assume it's not going to happen to you and go on about your life—it can happen to anyone.It even happens to celebrities.Oprah Winfrey, Tiger Woods, Robert De Niro and Martha Stewart have all had their identities stolen.While you can't ever totally protect yourself from these thieves, you can at least make yourself less attractive as a victim by doing what you can to make it more difficult for them to access your information.Here are some things you can do to protect yourself：

·Don’t give out your Social Security number unless it is absolutely necessary.Many companies collect more information than they really need.Make sure that it’s something they have to have and make sure they’ll protect your privacy.

·Destroy any unwanted credit card offers.This means rip, shred, burn, whatever you can do.These pre-approved offers come almost daily.If you don’t want the three major credit bureaus to sell your name to these companies, you can“opt out”by either writing to the three major credit bureaus or by calling（888）5OPTOUT（567-8688）.This will remove your name, for two years, from mailing and telemarketing lists that come from TransUnion, Equifax, Experian, and INNOVIS.You can also write to the Direct Marketing Association’s mail preference service to have your name removed from some mailing lists.

·Don’t put any other information besides your name and address on your checks, and keep a close watch on your checkbook both when you’re writing checks and when it is lying around.Someone can memorize your name, address and phone number during the short time it takes you to write a check.

·Shred（cross-cut）any sensitive documents before you throw them into the trash.This may seem like an extreme measure, but dumpster diving happens all the time and turns up a lot more personal information than you may realize.

·Don’t carry your Social Security card, passport, or birth certificate in your wallet or purse.Also, only carry as many credit cards as are absolutely necessary.It has also been suggested that you photocopy everything you carry in your wallet to make canceling things easier in the event that your wallet is stolen.

·Review your credit report every year to make sure there haven’t been any new credit cards or other accounts issued（to someone other than you）and to make sure there haven’t been inquiries by people you haven’t initiated business with.There are also services you can subscribe to（such as CreditExpert）that will alert you to any changes in your credit file.

·Never give out personal information on the phone to someone you don’t know and who＆nbsp；initiated the call.Often, scam artists phone unsuspecting victims pretending to be their financial services company and request information to be provided over the phone.Usually, the story is to“update records”or sell a product.Get their name, phone number and address, and then call them back at the number you have on file or that is printed on the statements you receive.

·Review your monthly credit card statement each month to make sure there aren’t any charges showing up that aren’t yours.Also, make sure you get a monthly statement.If the statement is late, contact the credit card company.You never know when someone may have turned in a change-of-address form so they could make a few more weeks of purchases on your credit card without you noticing.

·Don’t mail bills or documents that contain personal data（like tax forms or checks）from your personal mail box.Take them directly to the post office or an official postal service mailbox.It’s too easy for someone to take mail out of your mailbox on the street.From there, they can dip your checks in special chemicals to remove the ink and then rewrite them to themselves！

·If you’re ever denied credit, find out why, especially if you haven’t reviewed your credit report lately.This may be the first indication you get that someone has stolen your identity and is racking up charges in your name.

·React quickly if a creditor or merchant calls you about charges you didn’t make.This too may be the first notice you get that someone has stolen your identity.Get as much information from them as you can and investigate immediately.

·Guard deposit slips as closely as you do checks.Not only do they have your name, address and account number printed on them, but they can also be used to withdraw money from your account.All a thief has to do is write a bad check, deposit it into your account and use the“less cash received”line to withdraw your money.

5.Internet Transactions

The ease of shopping and comparing products and prices online has made it an attractive option for many shoppers. How can you make sure your transactions are safe and your credit card information going only where you intend it to There are several ways to help ensure safe transactions on the Internet, and more are becoming possible all the time.Some of these include：

·Stored-value cards（cards that you can buy with specified, loaded dollar amounts）

·Smart cards（cards that can act as credit cards, debit cards and/or stored-value cards）

·Point-of-sale（POS）devices（like your PDA or mobile phone）

·Digital cash

·E-wallets

·Online payment services like PayPal

The most prevalent method for paying for the things you purchase online is still the credit card. The following list provides some tips on how to make sure your transaction is secure.

·Use the latest Internet browser.The program that you use to surf the Internet is called a browser.This software has built-in encryption capabilities that scramble the information you send to a server.Using the most recent browser ensures that the data is protected using the latest encryption technology.This technology also uses a Secure Sockets Layer（SSL），which is an Internet security protocol used by Internet browsers and Web servers to transmit sensitive information.The server receiving the data uses special“keys”to decode it.You can make sure you are on an SSL by checking the URL—the http at the beginning of the address should have changed to https.Also, you should notice a small lock icon in the status bar at the bottom of your browser window.

·Look for digital certificates that authenticate the entity you are dealing with.Independent services like VeriSign will authenticate the identity of the Web site you are visiting.Web sites that use this service（usually those that sell items or services online）will have the VeriSign logo.By clicking on the logo, you can be assured that the site is legitimate, rather than a clone of the legitimate company set up to collect your personal and financial information.

·Read the privacy policy.The information you enter on the Web site should be kept confidential.Make sure you read the company’s privacy policy to ensure that your personal information won’t be sold to others.Services like Trust-E review a company’s privacy policy（for a fee）and then allow the company to post the Trust-E logo if its privacy policy follows certain industry standards for consumer protection.

·Only use one credit card for all of your online purchases.

·Never give out passwords or user ID information online unless you know who you are dealing with and why they need it.Don’t give it out to your Internet service provider if you get an e-mail requesting it.This is a relatively recent scam used to access your account and get your credit card number, along with whatever other personal information is there.

·Keep records of all of your Internet transactions.Watch your credit card statement for the charges and make sure they’re accurate.

·After you’ve made purchases online, check your e-mail.Merchants often send confirmation e-mails or other communications about your order.

6.If It Happens To You

What if you find out through a phone call from a creditor, a review of your credit report, or even a visit from the police, that your identity has been stolen. The first thing to do is report the crime to the police and get a copy of your police report or case number.Most credit card companies, banks, and others may ask you for it in order to make sure a crime has actually occurred.

You should then immediately contact your credit card issuers, close your existing accounts and get replacement cards with new account numbers. Make sure you request that the old account＆nbsp；reflect that it was“closed at consumer request”for credit report purposes.It is also smart to follow up your telephone conversation with letters to the credit card companies that summarize your request in writing.

Close any accounts the thief has opened in your name. If you open new accounts yourself, make sure you request that passwords be put on those accounts.As with any password, make sure you use something that is not obvious to others.Don't use your mother's maiden name, the last four digits of your social security number, or anything else that would be obvious.

Next, call the fraud units of the three credit reporting bureaus and report the theft of your credit cards and/or numbers. Ask that your accounts be flagged with a“fraud alert.”This usually means that someone can't set up a new account in your name without the creditor calling you at a phone number you specify.Verify with the credit bureau representative you speak with that this will happen, and provide them with the number at which you want to be reached.The down side of this is that you won't be able to get“instant credit”at department stores.This flag, also known as a“victim statement，”is the best way to prevent unauthorized accounts.

Make sure to keep a log of all conversations with authorities and financial entities, and keep copies of any documentation you provide to them.

File a complaint with the Federal Trade Commission（FTC）by contacting the FTC's Consumer Response Center. The FTC is the federal clearinghouse for complaints by victims of identity theft.The FTC does not have the authority to bring criminal cases, but it does assist victims by providing information to help them resolve the financial and other problems that can result from identity theft.The FTC also may refer victim complaints to other appropriate government agencies and private organizations for further action.

The FTC also has an online identity theft compliant form that can help them gather information about identity theft and lead to law enforcement actions.

7.What Congress Is Doing About It

Congress declared identity theft a federal crime in 1998 when it passed the Identity Theft and Assumption Deterrence Act. This offense, in most circumstances, carries a maximum term of 15 years imprisonment, a fine, and criminal forfeiture of any personal property used or intended to be used to commit the offense.

Identity fraud schemes may also involve violations of other statutes, such as identification fraud, credit card fraud, computer fraud, mail fraud, wire fraud, or financial institution fraud. Each of these federal offenses are felonies that carry substantial penalties—in some cases, up to 30 years imprisonment, fines and criminal forfeiture.

Federal prosecutors work with federal investigative agencies such as the Federal Bureau of Investigation, the United States Secret Service and the United States Postal Inspection Service to prosecute identity theft and fraud cases.

According to the Secret Service, its investigations show a jump in potential losses due to identity theft, from＄851 million in 1998 to＄1.4 billion in 2000.While some of this increasemay be due to an increase in investigations of the crime, the most likely reason is the advancement of the Internet and technology in general.

Part of the problem is the fact that the United States has no formal, centralized identification system. The most widely used ID card is the drivers'license, which has often been issued without good verification of the person's identity.The social security number that is used for verifying identity and setting up so many different types of accounts, loans and other financial necessities can be found, bought or stolen more easily than ever.It's found on many insurance cards, employment records, student ID cards, pay stubs and, of course, financial account records.The bottom line is：Protect your social security number at all costs.Don't give it out unless you have to, and don't carry the card with you.

Most states have recently improved the identification requirements for people seeking drivers'licenses. Rather that being able to bring someone in to vouch for your identity, more concrete pieces of identification are required, and then there are still some states that only issue a temporary license until your documents have gone through their fraud unit.

8.What the Future Holds

Future efforts for preventing identity theft will most likely come through technological advancements that incorporate some physical aspect of a person's body in order to verify identity. Known as biometrics, this type of authentication uses individually unique physical attributes such as fingerprints, iris/retina, facial structure, speech, facial thermograms, hand geometry and written signature.It can be used to authenticate both your identity and the party you are dealing with.

Additional research is being done with digital signatures. These include include public and private key encryption, as well as a third party verification of authenticity, such as with Public Key Infrastructure（PKI）.


Chapter 17　Taking A Closer Look at the DCE


 17.1　Text

Citibank is relying on an integrated set of operating system and net-independent services called the Distributed Computing Environment（DCE）to achieve transparent connections between the systems.By employing the DCE, Citibank developers can concentrate on the application itself rather than devising application enablers.

The DCE, which the Open Software Foundation, Inc.（OSF）announced in May 1990，is a technology many users will likely end up licensing from systems and network vendors. Most of the major players have committed to using the DCE as the basis for future systems and network software.

Currently, the DCE consists of a set of services organized into two categories.

The first grouping is fundamental distributed services, which provide programmers with the tools necessary to create distributed computing applications. These include threads, remote procedure calls（RPC），directory, time and security services.

The other category, data-sharing services, provides users with capabilities built on top of the basis for efficient information use across a network.They include a distributed file system and personal computer integration consisting of MS-DOS file and printer support services.

In the future, OSF plans to address spooling, transaction processing and distributed, object-oriented environments.

1.Common threads

The DCE Threads Service provides portable facilities that allow a programmer to build an application that performs many actions simultaneously. For instance while one thread executes an RPC, another can process user input.By contrast, applications traditionally have dealt with a single thread of control.Threads Service is used by other DCE components, such as RPC, Security, Naming, Time, and the Distributed File System.

Threads Service includes operations to create and control multiple threads of execution within a single process and synchronize across to global data within an application.

This threading capability becomes particularly important within the context of an RPC, for instance. RPC, by nature, is synchronous operations.A client makes a call for a remote function and then waits until the request is fulfilled.With threads, however, one thread can make the request while another begins to process data from a different request.Threading can greatly improve the performance of a distributed application.

Threads Service puts less demand on the skill of a programmer than on other alternatives such as explicit asynchronous operations or shared memory. Asynchronous interfaces, although they have existed in some environments for some time, can be a major cost drain, the less retraining a new technology requires, the better.

2.Remote calls

RPC are one of the tried-and-true modes of implementing distributed processing.Their function is to make procedures in an application run on a computer anywhere in the network.

RPC handle the nuts and bolts of distribution, such as the semantics of the call, binding the client to the serve or communications failures. In theory, the programmer doesn't have to become a communications expert to write a distributed network application.Programmers use an interface specification language to detail remote operations, Compiling those routines to produces code for both the client and the server.

The benefit of such an RPC approach is that it provides simplicity to the programmer. RPC adhere to the local procedure model as closely as possible while providing the distributed aspects of applications in a straightforward manner.In other words, it foists less of a conceptual change on developers, thus reducing retraining time.This is especially important for in-house corporate development teams.

Regardless of the transport protocol used, RPC provide identical behavior within applications and keep the management of connections invisible. This means developers don't have to rewrite applications to support different transport services.The PRC interface supports a variety of transports simultaneously and allows the introduction of new transports and protocols without affecting the coding of the application.

3.Directory services

Locating object—users, servers, data and applications—in a distributed network is the task of the DCE's Distributed Naming Service（DNS）. The service enables programmers and end users to identify resources such as server, files, disks or print queues by name, without knowing their location in a network.

OSF specified a two-tiered architecture for DNS to address both intracell and worldwide communications.The cell is a fundamental organizational unit for systems in the DCE.They can map to social, political or organizational boundaries and consist of computers that must frequently communicate with one anther—such as in work groups, departments of divisions of companies.Generally, computers in a cell are geographically close and each cell ranges in size from two to＆nbsp；thousands of computers.

There are four elements in the DCE's DNS：the Cell Directory Service（CDS），the Global Directory Agents（GDA），the Global Directory Service（GDS）and the X/Open Directory Service（XDS）.

The DCE's CDS handles directory queries from clients in a cell. It looks at the first part of a file name, for instance, to determine if the data resides in the cell.If it does, it supplies the data.If not, it passes the request to a GDA, which does the look up in the GDS and feeds it back to the client through the CDS.The requesting client can then issue a direct call to the CDS with the file location data.CDSs typically reside on multiple serves in cells across the network.

4.Distributed Security Service

The DCE's Distributed Security Service（DSS）offers several levels of security. The DCE uses the Kerberos authentication system, which was developed by the Massachusetts Institute of Technology under its Project Athena.

Kerberos uses private key encryption to provide three levels of protection. The lowest requires only that user authenticity be established at the initiation of a connection, assuming that subsequent network messages flow from the authenticated principal.The next level requires the authentication of each network message.On the level beyond these, safe messages are private messages, where each is encrypted as well as authenticated.

End users should be minimally affected by the net-based service.In other words, you shouldn’t have to memorize dozens of passwords or codes.A great deal of the security benefits stems from this network service managing a user’s access, or authorization.

DSS also comes with an authorization service. The DCE supports authorization checks based on Portable Operating System Interface-conformant access control lists（ACL）and an authentication interface to RPCs.

5.Distributed File System

The DCE's Distributed File System（DFS）is intended to provide transparent access to any file sitting on any node on the net, provided clearance is obtained.

DFS is based on Transarc Corp.'s. Andrew File System（AFS）Version 4.0，which OSF opted for over Sun's Network File System（NFS）.DFS software resides on each net node.DFS integrates each node's file system with DCE's directory services, ensuring a uniform naming convention for all files stored in DFS.

OSF chose AFS because it allows users to address files with the same path name from anywhere in the networks, regardless of the user's computer.

It uses DCE's Security System with ACLs, which control access to individual files. An RPC streaming function allows DFS to move large amounts of data through a wide-area net work in one burst rather than dribbling it across in smaller packers.This capability is important because of the latencies inherent in WANs.

To maximize file access performance, DFS caches frequently accessed files on a workstation's local disk. When a user accesses date on the file server, a copy of the data is cached locally.When the user is finished working with the data, a local cache manager writes the data back to the server.To prevent problems from arising when multiple users on different computers access and modify the same data, DFS uses a token management scheme to coordinate file modification.

File tokens allocated to client by a serve when the client caches data locally. If a client wishes to modify a file, it must request a write token from the server, which allows it to make changes.This setup ensures that clients holding read-only tokens will be notified their files are no longer valid in the event of a file change.

6.Distributed time service

Distributed network systems need a consistent time service to synchronize operations on computers across the network.

In the DCE, a time server is used to provide time to other systems for the purpose of synchronization. Any non-time server system is called a clerk.Distributed Time Service（DTS）uses three types of servers to coordinate network time.A Local Server synchronizes with other local servers of the same local-area networks.A Global Server is available across an extended LAN or WAN.A Courier is a designated local server that regularly coordinates with global servers.Servers can obtain the official Universal Coordinated Time from standards organizations via short-wave radio, dial-up lines or satellite.

At periodic intervals, servers synchronize with every other local server on the LAN via the DTS protocol.

7.Extending and using the DCE

This is not to say that the DCE is perfect. Plenty of opportunities exist for enhancement, some of which OSF will handle, and others that vendors and users will tackle.

With all the discussion about the DCE over the past few years, it is easy to forget the software is just now making its impact on the market. Tool kits are appearing, and pioneering users—such as Citibank—are beginning pilot developments.

With users beginning to explore the technology and vendors bringing out new products that support the DCE, it appears the industry is taking its first step down the road to truly transparent interoperability.


17.2　Notes

（1）Citibank is relying on an integrated set of operating system and net-independent services called the Distributed Computing Environment（DCE）to achieve transparent connections between the systems.

译文：美国花旗正在致力于研究一种集成了操作系统与非网络服务的称作分布计算环境（DCE）的技术，以获得系统间的透明连接。

（2）Asynchronous interfaces, although they have existed in some environments for some time, can be a major cost drain, the less retraining a new technology requires, the better.

译文：异步接口虽然在有些环境中已存在了一些时候，但它需要的再培训可能会造成很大的成本开支，一项新技术所需的重新培训应该越少越好。

（3）The cell is a fundamental organizational unit for systems in the DCE. They can map to social, political or organizational boundaries and consist of computers that must frequently communicate with one anther—such as in work groups, departments of divisions of companies.Generally, computers in a cell are geographically close and each cell ranges in size from two to thousands of computers.

译文：这里所谓的单元是为DCE中系统而定的组织机构的基本单元。它们可以是社会的，政治的或是组织机构的区域范围，由必须频繁相互通信的计算机组成，如工作组、公司部门间的相互通信。

（4）Kerberos uses private key encryption to provide three levels of protection. The lowest requires only that user authenticity be established at the initiation of a connection, assuming that subsequent network messages flow from the authenticated principal.The next level requires the authentication of each network message.On the level beyond these, safe messages are private messages, where each is encrypted as well as authenticated.

译文：Kerberos采用了私钥加密技术，提供三级保护。最低一级只需要在连接开始时就确定用户身份的真实性，假定了后续的网络信息都会在参加认证的基本实体间传达；下一级对每个网络信息都要进行认证；在最高级，安全信息都是专用信息，每个都要经过加密及认证。


17.3　Keywords

1.Distributed Computing Environment　分布式计算环境

2.thread　线程

3.remote procedure call　远程过程调用

4.spool　暂存

5.access control list　访问控制表


17.4　Exercises

1.Answer the questions

（1）What is common thread？

（2）What is DSS and DFS？

2.Translation

The lowest requires only that user authenticity be established at the initiation of a connection, assuming that subsequent network messages flow from the authenticated principal. The next level requires the authentication of each network message.On the level beyond these, safe messages are private messages, where each is encrypted as well as authenticated.


17.5　Related Topics

地道与自然

英译汉，不论是在教学的过程中还是在实际翻译的过程中，很多人只求译文的“信、达”而忽视译文的“雅”。那么，忠实通顺的译文是否就是地道的、自然的、合乎汉语习惯的译文呢？这样的译文是否就是完美的译文呢？有许多忠实通顺的译文，却不地道，不自然。现将常出现的问题举例如下。

1.结构不合理，句子不自然

[1]The sun, which had hidden all day, now came out in all its splendor.

原译：那个整天躲在云层里的太阳，现在又光芒四射地露面了。

分析：原文里的定语从句，是补叙性的，译成汉语，不一定放在被修饰名词之前。原文没有“又”这个意思，应去掉。

改译：太阳一整天都躲在云里，现在出来了，光芒四射。

[2]I had experienced oxygen and/or engine trouble.

原译：我曾碰到过，不是氧气设备出故障，就是引擎出故障，或二者都出故障。

分析：“我曾碰到过”，句子突然中止，好像无宾语，但实际上宾语却是很长的三个分句，这不合乎汉语表达习惯。可在“碰到过”后加上“这种现象”或将宾语提前。

改译：不是氧气设备出故障，就是引擎出故障，或者它们都出故障，这些我都碰到过。

[3]Captured documents which we have obtained from individuals who had been infiltrated through this corridor plus prisoner-of-war reports that we have obtained in recent months led us to believe that the volume of infiltration has expanded substantially.

原译：我们从经由这个走廊进来的人身上缴获的文件，加上近几个月从战俘那里得到的口供，使人们相信，渗透的规模确实扩大了。

分析：译文基本上没有脱离原文的结构，“文件”和“口供”作主语，前面的定语都比较长，所以，主语就显得过长，读起来不上口。

改译：我们从经由这个走廊进来的人员身上缴获了一些文件，近几个月来，也从战俘那儿得到了一些口供，这些使我们相信，渗透的规模确实是扩大了。

2.选词不准确，表达不地道

[1]After Aunt Lena had heard about the family trouble, she agreed to look for a job.

原译：丽娜姨听见了家庭的困难情况后，同意去找工作。

分析：“听见了”可改译为“闻知”，“家庭”可改译为“家里”。

改译：丽娜姨闻知家里的困境之后，同意去找工作。

[2]That should all feel pretty comfortable—we work with decimal digits every day.

原译：我们每天都和十进制数一起工作，所以感觉很自然。

改译：上面这些都感觉很自然，因为人们每天都和十进制数打交道。

分析：原文第一句中的“That”是指代前文提及的内容，起着承上启下的作用，在原译中没有体现出来。“work with”在改译中翻译的很地道！

[3]These planes were held back to protect the enemy’s home islands instead of being used where they were badly needed.

原译：这些飞机被留在后方保卫敌人本岛，未用于其他急需的地方。

分析：“保卫”是一个褒义词，不应用在此句。“敌人本岛”不合乎汉语习惯表达。

改译：敌人没有把这些飞机用到最需要的地方去，而是把它们留下来，在岛上守卫他们的老巢。

3.音节不匀称，句子较生硬

[1]USB scanners combine good speed, ease of use and affordability in a single package.

原译：USB扫描仪在单个应用包中整合了高速度、容易使用和可负担性等优点。

改译：使用USB构架的扫描仪在单个成套设备中整合了高速性、易用性和经济性等优点。

分析：改译后句子后半部分更工整，更有音律感。

[2]In the negative, right and left, and black and white are reversed.

原译：照片底片上，左右黑白与正片恰好相反。

分析：“照片”与“底片”连在一起，使音节搭配不好。

改译：底片上的左右黑白，与照片上的恰好相反。

[3]They drove in a black limousine, passed groves of birch trees and endless rows of identical new buildings。

原译：他们乘坐一辆黑色轿车，经过一丛丛的白桦树和看不到尽头的一排排千篇一律的新住宅。

分析：“新住宅”前的定语过长，句子的音节也不匀称，节奏感不强，因而，句子无气势。

改译：他们乘坐一辆黑色轿车，经过一丛丛的白桦树和一排排的新楼房。这些楼房，千篇一律，望不到头。


17.6　Additional Reading

Authentication

Authentication is the act of establishing or confirming something（or someone）as authentic, that is, that claims made by or about the thing are true. Authenticating an object may mean confirming its provenance, whereas authenticating a person often consists of verifying their identity.Authentication depends upon one or more authentication factors.

There are many fields where authentication is necessary. We discuss these, in alphabetical order, under the following headings.

（1）Art

In art, the question of whether a particular work was created by a particular artist is a topic for authetication by experts in the field.

（2）Antiques

Antiques are often in need of authetication to determine their value. In recent years, special antique fairs have been held and broadcast on television.Auction houses must first determine if an item is in fact what it appears to be before it is placed on the auction block.

（3）Computer security

In computer security, authentication is the process of attempting to verify the digital identity of the sender of a communication such as a request to log in. The sender being authenticated, often referred to as the principal, may be a person using a computer, a computer itself or a computer program.A blind credential, in contrast, does not establish identity at all, but only a narrow right or status of the user or program.

（4）Consumer products

Counterfeit products are common：electronics, clothing, pharmaceuticals, etc. Authentica-tion is necessary to help ensure that the product is authentic to protect consumers and for brand protection.Special seals, marks, and labels are often used to aid authentication.

（5）Credit cards

It is often necessary to authenticate a credit card prior to completing a transaction.

（6）Currency and Money

Counterfeit banknotes and cheques are a continuing problem. Great efforts are being made to make authentication easier and more reliable.

（7）ID or Identity card

In many countries a person's identity—who he or she is—is associated with a government-issued identity card.Such cards are often forged, and must be authenticated by some means.

（8）Literature

Often, manuscripts, texts, and other writings, are proved to be not what they appear, or claimed, to be, but in fact instances of literary forgery.

（9）Packaging and labelling

In packaging and labelling, authentication refers to the use of special seals, labels, or markings which indicate that the package and contents are authentic. Sometimes substitute pharmaceuticals, perfume, fashion clothing, etc.are marketed as authentic when, in fact, they are not.

（10）Plagiarism

In the case of plagiarism some writing or text is presented as created or written by a particular author or authors when in fact it was written by someone else, or a portion thereof has been lifted from an uncited source.

（11）Research

In the case of research, scientific or scholarly, we sometimes have the fabrication of observation, laboratory results, or statistics. It is the burden of researchers to confirm the published results of research by examining the scholarly sources, or by reproducing the experiments alleged in the report.

（12）Web of trust

In a web of trust，“authentication”is a way to ensure users are who they say they are—that the user who attempts to perform functions in a system is in fact the user who is authorized to do so.

There is really not such thing as authentication.

1.Access control

One familiar use of authorization is access control. A computer system supposed to be used only by those authorized must attempt to detect and exclude the unauthorized.Access to it is therefore usually controlled by insisting on an authentication procedure to establish with some established degree of confidence the identity of the user, thence granting those privileges as may be authorized to that identity.Common examples of access control involving authentication include：

·withdrawing cash from an ATM.

·controlling a remote computer over the Internet.

·using an Internet banking system.

However, note that much of the discussion on these topics is misleading because terms are used without precision. Part of this confusion may be due to the‘law enforcement'tone of much of the discussion.No computer, computer program, or computer user can‘confirm the identity'of another party.It is not possible to‘establish'or‘prove'an identity, either.There are tricky issues lurking under what appears to be a straightforward surface.

It is only possible to apply one or more tests which, if passed, have been previously declared to be sufficient to proceed. The problem is to determine which tests are sufficient, and many such are inadequate.There have been many instances of such tests having been spoofed successfully；they have by their failure shown themselves, inescapably, to be inadequate.Many people continue to regard the test（s）—and the decision to regard success in passing them—as acceptable, and blame their failure on‘sloppiness'or‘incompetence'on the part of someone.The problem is that the test was supposed to work in practice—not under ideal conditions of no sloppiness or incompetence—and did not.It is the test which has failed in such cases.Consider the very common case of a confirmation e-mail which must be replied to in order to activate anonline account of some kind.Since e-mail can easily be arranged to go to or come from bogus and untraceable addresses, this is an extremely weak authentication method.

2.Two-factor authentication

Human authentication factors are generally classified into three cases.

·Something the user has（e.g.，ID card, security token, software token, phone, or cell phone）.

·Something the user knows（e.g.，a password, pass phrase, or personal identification number（PIN））.

·Something the user is or does（e.g.，fingerprint or retinal pattern, DNA sequence（there are assorted definitions of what is sufficient），signature or voice recognition, unique bio-electric signals, or another biometric identifier）.

Often a combination of methods is used, e. g.，a bankcard and a PIN, in which case the term two-factor authentication is used.In 2006，several scientists at RSA Laboratories published a paper exploring social networking as a fourth factor of human authentication.

Historically, fingerprints have been used as the most authoritative method of authentication, but recent court cases in the US and elsewhere have raised fundamental doubts about fingerprint reliability. Other biometric methods are promising（retinal and fingerprint scans are an example），but have shown themselves to be easily spoofable in practice.Hybrid or two-tiered authentication methods offer a compelling solution, such as private keys encrypted by fingerprint inside of a USB device.

In a computer data context, cryptographic methods have been developed（see digital signature and challenge-response authentication）which are currently not spoofable if and only if the originator’s key has not been compromised.That the originator（or anyone other than an attacker）knows（or doesn’t know）about a compromise is irrelevant.It is not known whether these cryptographically based authentication methods are provably secure since unanticipated mathematical developments may make them vulnerable to attack in future.If that were to occur, it may call into question much of the authentication in the past.In particular, a digitally signed contract may be questioned when a new attack on the cryptography underlying the signature is discovered.


Chapter 18　How MP3 Files Work


 18.1　Text

1.introduction to MP3 files

The MP3 movement is one of the most amazing phenomena that the music industry has ever seen. Unlike other movements—for example, the introduction of the cassette tape or the CD—the MP3 movement started not with the industry itself but with a huge audience of music lovers on the Internet.The MP3 format for digital music has had, and will continue to have, a huge impact on how people collect, listen to and distribute music.

If you have ever wondered how MP3 files work, or if you have heard about MP3 files and wondered how to use them yourself, then this article is for you！In this article, you will learn about the MP3 file format and how you can start downloading, listening to and saving MP3 files onto CDs！

2.The MP3 Format

You must have known something about how CDs store music. A CD stores a song as digital information.The data on a CD uses an uncompressed, high-resolution format.Here’s what happens when a CD is created：

·Music is sampled 44，100 times per second.The samples are 2 bytes（16 bits）long.

·Separate samples are taken for the left and right speakers in a stereo system.

So a CD stores a huge number of bits for each second of music：

44，100 samples/second*16 bits/sample*2 channels=1，411，200 bits per second

Let's break that down：1. 4 million bits per second equals 176，000 bytes per second.If an average song is three minutes long, then the average song on a CD consumes about 32 million bytes of space.That’s a lot of space for one song, and it’s especially large when you consider that over a 56K modem, it would take close to two hours to download that one song.

The MP3 format is a compression system for music. The MP3 format helps reduce the number of bytes in a song without hurting the quality of the song's sound.The goal of the MP3 format is to compress a CD-quality song by a factor of 10 to 14 without noticably affecting the CD-quality sound.With MP3，a 32-megabyte（MB）song on a CD compresses down to about 3 MB.This lets you download a song in minutes rather than hours, and store hundreds of songs on your computer’s hard disk without taking up that much space.

Is it possible to compress a song without hurting its quality？We use compression algorithms for images all the time. For example, a GIF file is a compressed image.So is a JPG file.We create Zip files to compress text.So we are familiar with compression algorithms for images and words and we know they work.To make a good compression algorithm for sound, a technique called perceptual noise shaping is used.It is“perceptual”partly because the MP3 format uses characteristics of the human ear to design the compression algorithm.For example：

·There are certain sounds that the human ear cannot hear.

·There are certain sounds that the human ear hears much better than others.

·If there are two sounds playing simultaneously, we hear the louder one but cannot hear the softer one.

Using facts like these, certain parts of a song can be eliminated without significantly hurting the quality of the song for the listener. Compressing the rest of the song with well-known compression techniques shrinks the song considerably—by a factor of 10 at least.When you are done creating an MP3 file, what you have is a“near CD quality”song.The MP3 version of the song does not sound exactly the same as the original CD song because some of it has been removed, but it’s very close.

From this description, you can see that MP3 is nothing magical. It is simply a file format that compresses a song into a smaller size so it is easier to move around on the Internet and store.

3.Using the MP3 Format

Knowing about the MP3 format isn't half as interesting as using it. The MP3 movement—consisting of the MP3 format and the Web's ability to advertise and distribute MP3 files—has done several things for music：

·It has made it easy for anyone to distribute music at nearly no cost（or for free）.

·It has made it easy for anyone to find music and access it instantly.

·It has taught people a great deal about manipulating sound on a computer.

That third one was accidental but important. A big part of the MP3 movement is the fact that it has brought an incredible array of powerful tools to desktop computers and given people a reason to learn how they work.Because of these tools, it is now extremely easy for you to：

·Download an MP3 file from a Web site and play it.

·Rip a song from a music CD and play it directly or encode it as an MP3 file.

·Record a song yourself, convert it to an MP3 file and make it available to the world.

·Convert MP3 files into CD files and create your own audio CDs from MP3 files on the Web.

·Rip songs off of various music CDs and recombine them into your own custom CDs.

·Store hundreds of MP3 files on data CDs.

·Load MP3 files into tiny portable players and listen to them wherever you go.

To do all of these amazing things, all you need is a computer with a sound card and speakers, an Internet connection, a CD-R drive to create CDs and an MP3 player.If you simply want to download MP3 files from the Web and listen to them, then all you need is a computer with a sound card and speakers and an Internet connection—things you probably already have！

Let's look at many of the different things you can do with MP3 files and the software that makes it possible.

4.Downloading and Listening

If you would like to download and then listen to MP3 files on your computer, then you need：

·A computer.

·A sound card and speakers for the computer（If your computer has speakers, it has a sound card）.

·An Internet connection（If you are browsing the Web to read this article, then you have an Internet connection and it is working fine）.

·An MP3 player（a software application you can download from the Web in 10 minutes）.

If you have recently purchased a new computer, chances are it already has software that can play MP3 files installed on its hard disk. The easiest way to find out if you already have an MP3 player installed is to download an MP3 file and try to double-click on it.If it plays, you are set.If not, you need to download a player, which is very easy to do.

There are literally thousands of sites on the Web where you can download MP3 files. Go to one of these sites, find a song and download it to your hard disk（most MP3 sites let you either listen to the song as a streaming file or download it—you want to download）.Most songs range between 2 MB and 4 MB, so it will take 10 to 15 minutes unless you have a high-speed Internet connection.Once the song has finished downloading, try to double-click on the file and see what happens.If your computer plays it, then you are set.

If you find that you cannot play it, then you need to download an MP3 player. There are dozens of players available, and most of them are free or shareware（shareware is extremely inexpensive）.One of the most popular is Winamp, which you can download from www.winamp.com.

You are now ready to begin collecting MP3 files and saving them on your computer. Many people have hundreds of songs they have collected, and they create jukebox-like playlists so that their computer can play them all day long！

Taking the Files With You

Many people who start collecting MP3 files find that they want to listen to them in all kinds of places. Small, portable MP3 players answer this need.These players are like portable cassette players except that they are smaller.

These players plug into your computer's parallel, FireWire or USB port to transfer the data, and a software application lets you transfer your MP3s into the player by simply dragging the files.

5.Creating Your Own

If you have a CD collection and would like to convert songs from your CDs into MP3 files, you can use ripper and encoder software to do just that. A ripper copies the song's file from the CD onto your hard disk.The encoder compresses the song into the MP3 format.By encoding songs, you can play them on your computer or take them with you on your MP3 player.

Writing MP3s to CDs

If you have a writable CD drive in your computer, there are two ways to save your MP3 files on a CD：

·You can write the MP3 files themselves onto a data CD in order to save them and clear some space on your hard disk.You can then listen to the files on any computer.Some car stereos and DVD players now let you play data-encoded MP3s, too.

·You can convert（decode）your MP3 files into full-size CD tracks and then save them to an audio CD.This allows you to listen to your MP3 files on any CD player.

Winamp has a plug-in that creates full-size WAV files from MP3 files, and some of the encoders will also decode.Once you have the full-size CD tracks, then the software that comes with your CD-R drive will let you create an audio CD easily.

The CD-Recordable FAQ is an excellent source of information on getting data and music onto a CD.

6.Distributing Original Music

If you are an artist who is recording music at home or in a small studio, you can use MP3 files and the Web to distribute your music to an extremely large audience. The first step is to create a song, either on a cassette tape, minidisc or CD.If it is on a CD, you can use the ripper and encoder tools described in the previous section to create an MP3 file.If it is on a cassette（or minidisc），you can connect the output of your cassette（or minidisc）deck to the line-in or microphone jack of your sound card and record the music digitally on your computer.Then you can encode that file to create the MP3.

Once you have an MP3 file in hand, you have two distribution options：

·You can go to an MP3-distribution site and let them distribute your music.The advantage of this approach is that large MP3-distribution sites gets millions of visitors every month, so the potential audience you can reach is very large.

Music. Download.com is expected to launch in 2004.You'll be able to upload MP3s here and share them with a lot of people.In the meantime, you can receive updates by submitting your e-mail address.

·You can create your own Web site for your music or band and promote the site yourself.This gives you more control and individuality, but requires you to get the word out on your own.

One good option is to make your MP3 files available on a large Web site and then link to the download area from your band's Web site. This lets you get the best of both worlds, and you can take advantage of the larger site's servers for those big MP3 files.


18.2　Notes

（1）Using facts like these, certain parts of a song can be eliminated without significantly hurting the quality of the song for the listener. Compressing the rest of the song with well-known compression techniques shrinks the song considerably—by a factor of 10 at least.

译文：基于这些事实，我们可以消除一首歌的一部分，而不会很大地伤害它的质量。然后用众所周知的压缩技术压缩余下部分使歌曲相当小——至少可压缩至百分之十。

（2）You can write the MP3 files themselves onto a data CD in order to save them and clear some space on your hard disk. You can then listen to the files on any computer.Some car stereos and DVD players now let you play data-encoded MP3s, too.

译文：你可以将MP3文件写到数据CD上，这样就可以保存它们并且空出一些硬盘空间。然后你就可以在你的计算机上听这些文件了。现在一些汽车的立体声和DVD播放器也可以播放这些编码数据MP3文件。

（3）The CD-Recordable FAQ is an excellent source of information on getting data and music onto a CD.

译文：附加的FAQ是帮你把数据和音乐刻录到CD上的很好的工具。

（4）In the meantime, you can receive updates by submitting your e-mail address.

译文：在此期间，你还可以通过电子邮件收到别人对你的音乐所做的校正。


18.3　Keywords

1.perceptual noise shaping　形成噪声感觉

2.ripper　撕裂器

3.encoder　编码器

4.compress　压缩


18.4　Exercises

1.Answer the questions

（1）What is MP3？

（2）What do you need to download MP3 files？

2.Translation

There are literally thousands of sites on the Web where you can download MP3 files. Go to one of these sites, find a song and download it to your hard disk（most MP3 sites let you either listen to the song as a streaming file or download it—you want to download）.Most songs range between 2 MB and 4 MB, so it will take 10 to 15 minutes unless you have a high-speed Internet connection.Once the song has finished downloading, try to double-click on the file and see what happens.If your computer plays it, then you are set.


18.5　Related Topics

人名、地名的翻译

英语人名、地名，有工具书可查，翻译方便。我国出版的《新英汉词典》、《英华大词典》正文中都列有英美等国家的重要地名。《新英汉词典》附录里有常见英美姓名表；近年出版的《辞海》后面附有“外国人名译名对照表”。此外，还有辛华编的《英语姓名译名手册》和中国地名委员会编的《外国地名译名手册》（商务印书馆出版）、《法语姓名译名手册》，以及西班牙语、葡萄牙语、德语、罗马尼亚语、日语等姓名译名手册。如仍然查不到，可以借助上述工具书中含有相同音节的词条中的汉词拼组。

如Spotted Tail这个人名，《英语姓名译名手册》中没有列入，但有包含相同音节（或音素）的词。Spotted Tail一词，可参考Spotts（斯波茨）与Olmste（奥姆斯特德）取前者的首音节与后者的尾音节，组成“斯波特德”。Tail一词可参照Tailor（泰勒）译为“泰尔”，全名可译为“斯波特德·泰尔”。

假如必须自译，有以下几点要注意。

[1]要用我国出版物沿用已久的名词，不要另起炉灶，人名如“罗斯福”、“伊丽莎白”等，地名如“泰晤士河”、“洛杉矶”等。

[2]用音译，慎用意译及以音谐意，如人名Wall, Sleep译成“沃尔”与“斯利普”，不可译成“墙（墙壁）”与“睡（睡眠）”。地名Longbridge, Pleasant Hill译成“朗布里奇”与“普莱曾特希尔”，不译成“长桥”与“令人愉快的山”。

[3]人名中姓和名（及教名）之间，用圆点间隔，如John Thomas Smith“约翰·托马斯·史密斯”；姓氏前有Jr译成“小”以示与其父亲或祖父相区别。地名若有两个词，则不间隔，如Las Animas“拉斯阿尼马斯”。

[4]具有较明显的外来民族特征的姓名，按原民族语言译音，如Skolovski“斯克沃夫斯基”（波兰语发音），其余按英语发音习惯处理，如Skolovsky“斯科路夫斯基”（英语发音）。

[5]用普通话发音，用规范的汉字。


18.6　Additional Reading

MP3

MPEG-1 Audio Layer 3，more commonly referred to as MP3，is a digital audio encoding format using a form of lossy data compression.

It is a common audio format for consumer audio storage, as well as a de facto standard encoding for the transfer and playback of music on digital audio players.

MP3 is an audio-specific format that was co-designed by several teams of engineers at Fraunhofer IIS in Erlangen, Germany, AT＆T-Bell Labs in Murray Hill, NJ, USA, Thomson-Brandt, and CCETT.It was approved as an ISO/IEC standard in 1991.

MP3's use of a lossy compression algorithm is designed to greatly reduce the amount of data required to represent the audio recording and still sound like a faithful reproduction of the original uncompressed audio for most listeners, but is not considered high fidelity audio by most audiophiles. An MP3 file that is created using the mid-range bitrate setting of 128 Kbps will result in a file that is typically about 1/10th the size of the CD file created from the original audio source.An MP3 file can also be constructed at higher or lower bitrates, with higher or lower resulting quality.The compression works by reducing accuracy of certain parts of sound that are deemed beyond the auditory resolution ability of most people.This method is commonly referred to as Perceptual Coding.It internally provides a representation of sound within a short term time/frequency analysis window, by using psychoacoustic models to discard or reduce precision of components less audible to human hearing, and recording the remaining information in an efficient manner.This is relatively similar to the principles used by JPEG, an image compression format.

1.History

1）Development

The psycho-acoustic masking codec was first proposed, apparently independently in 1979，by Manfred Schroeder, et al.from AT＆T-Bell Labs in Murray Hill, NJ, and M.A.Krasner both in the United States.Krasner was the first to publish and to produce hardware, but the publication of his results as a relatively obscure Lincoln Laboratory Technical Report did not immediately influence the mainstream of psychoacoustic codec development.Manfred Schroeder was already a well known and revered figure in the world wide community of acoustical and electrical engineers and his paper had influence in acoustic and source-coding（audio compression）research.Both Krasner and Schroeder built upon the work of E.F.Zwicker, that in turn built on the fundamental research in the area from Bell Labs of Harvey Fletcher and his collaborators.A wide variety of audio compression algorithms, mostly（but not completely）perceptual were reported in a refereedjournal, the Journal on Selected Areas in Communications.That journal reported in Feb.1988 on a wide range of established, working audio bit compression technologies, most of them using auditory masking as part of their fundamental design, and several showing real-time hardware implementations.

The immediate predecessors of MP3 were“Optimum Coding in the Frequency Domain”（OCF），and Perceptual Transform Coding（PXFM）. These two codecs, along with block-switching contributions from Thomson-Brandt, were merged into a codec called ASPEC, which was submitted to MPEG, and which won the quality competition, but that was mistakenly rejected as too complex to implement.The first practical implementation of an audio perceptual coder（OCF）in hardware（Krasner’s hardware was too cumbersome and slow for practical use），was an implementation of a psychoacoustic transform coder based on Motorola 56000 DSP chips.MP3 is directly descended from OCF and PXFM.MP3 represents the outcome of the collaboration of Dr.Karlheinz Brandenburg, working as a PostDoc at AT＆T-Bell Labs with Mr.James D.Johnston of AT＆T-Bell Labs, collaborating with the Fraunhofer Society for Integrated Circuits, Erlangen, with relatively minor contributions from the MP2 branch of psychoacoustic sub-band coders.

MPEG-1 Audio Layer 2 encoding began as the Digital Audio Broadcast（DAB）project managed by Egon Meier-Engelen of the Deutsche Forschungs-und Versuchsanstalt für Luft-und Raumfahrt（later on called Deutsches Zentrum für Luft-und Raumfahrt, German Aerospace Center）in Germany.This project was financed by the European Community as a part of the EUREKA research program where it was commonly known as EU-147，which ran from 1987 to 1994.

As a doctoral student at Germany's University of Erlangen-Nuremberg, Karlheinz Brandenburg began working on digital music compression in the early 1980s, focusing on how people perceive music.He completed his doctoral work in 1989 and became an assistant professor at Erlangen-Nuremberg.While there, he continued to work on music compression with scientists at the Fraunhofer Society（in 1993 he joined the staff of the Fraunhofer Institute）.

In 1991，there were two proposals available：Musicam, and ASPEC. The Musicam technique, as proposed by Philips（The Netherlands），CCETT（France）and Institut für Rundfunktechnik（Germany）was chosen due to its simplicity and error robustness, as well as its low computational power associated with the encoding of high quality compressed audio.The Musicam format, based on sub-band coding, was the basis of the MPEG Audio compression format（sampling rates, structure of frames, headers, number of samples per frame）.Much of its technology and ideas were incorporated into the definition of ISO MPEG Audio Layer I and Layer II and the filter bank alone into Layer III（MP3）format as part of the computationally inefficient hybrid filter bank.Under the chairmanship of Professor Musmann（University of Hannover）the editing of the standard was made under the responsibilities of Leon van de Kerkhof（Layer I）and Gerhard Stoll（Layer II）.

A working group consisting of Leon van de Kerkhof（The Netherlands），Gerhard Stoll＆nbsp；（Germany），Leonardo Chiariglione（Italy），Yves-Francois Dehery（France），Karlheinz Brandenburg（Germany）and James D.Johnston（USA）took ideas from ASPEC, integrated the filterbank from Layer 2，added some of their own ideas and created MP3，which was designed to achieve the same quality at 128 Kbps as MP2 at 192 KBps.

All algorithms were approved in 1991 and finalized in 1992 as part of MPEG-1，the first standard suite by MPEG, which resulted in the international standard ISO/IEC 11172-3，published in 1993.Further work on MPEG audio was finalized in 1994 as part of the second suite of MPEG standards, MPEG-2，more formally known as international standard ISO/IEC 13818-3，originally published in 1995.

Compression efficiency of encoders is typically defined by the bit rate, because compression ratio depends on the bit depth and sampling rate of the input signal. Nevertheless, compression ratios are often published.They may use the CD parameters as references（44.1 kHz，2 channels at 16 bits per channel or 2×16 bit），or sometimes the Digital Audio Tape（DAT）SP parameters（48 kHz，2×16 bit）.Compression ratios with this latter reference are higher, which demonstrates the problem with use of the term compression ratio for lossy encoders.

Karlheinz Brandenburg used a CD recording of Suzanne Vega's song Tom's Diner to assess and refine the MP3 compression algorithm. This song was chosen because of its nearly monophonic nature and wide spectral content, making it easier to hear imperfections in the compression format during playbacks.Some jokingly refer to Suzanne Vega as“The mother of MP3”.Some more critical audio excerpts（glockenspiel, triangle, accordion, etc.）were taken from the EBU V3/SQAM reference compact disc and have been used by professional sound engineers to assess the subjective quality of the MPEG Audio formats.It is important to understand that Suzanne Vega is recorded in an interesting fashion that results in substantial difficulties that arise due to Binaural Masking Level Depression（BMLD）as discussed in Brian C.J.Moore's book on the Psychology of Human Hearing, for instance.

2）Going public

A reference simulation software implementation, written in the C language and known as ISO 11172-5，was developed by the members of the ISO MPEG Audio committee in order to produce bit compliant MPEG Audio files（Layer 1，Layer 2，Layer 3）. Working in non-real time on a number of operating systems, it was able to demonstrate the first real time hardware decoding（DSP based）of compressed audio.Some other real time implementation of MPEG Audio encoders were available for the purpose of digital broadcasting（radio DAB, television DVB）towards consumer receivers and set top boxes.

Later, on July 7，1994 the Fraunhofer Society released the first software MP3 encoder called l3enc. The filename extension.mp3 was chosen by the Fraunhofer team on July 14，1995（previously, the files had been named bit）.With the first real-time software MP3 player Winplay3（released September 9，1995）many people were able to encode and play back MP3 files on their PCs.Because of the relatively small hard drives back in that time（500 MB）lossy compression was essential to store non-instrument based（see tracker and MIDI）music forplayback on a computer.

3）Internet

From the first half of 1995 through the late 1990s, MP3 files began to spread on the Internet. MP3's popularity began to rise rapidly with the advent of Nullsoft's audio player Winamp（released in 1997），and the Unix audio player MPG123.The small size of MP3 files has enabled widespread peer-to-peer file sharing of music ripped from compact discs, which would previously have been nearly impossible.The first large peer-to-peer filesharing network, Napster, was released in 1999.

The ease of creating and sharing MP3s resulted in widespread copyright infringement. Major record companies argue that this free sharing of music reduces sales, and call it“music piracy”.They reacted by pursuing lawsuits against Napster（which was eventually shut down）and eventually against individual users who engaged in file sharing.

Despite the popularity of MP3，online music retailers often use other proprietary formats that are encrypted（known as Digital rights management）to prevent users from using purchased music in ways not specifically authorized by the record companies. The record companies argue that this is necessary to prevent the files from being made available on peer-to-peer file sharing networks.However, this has other side effects such as preventing users from playing back their purchased music on different types of devices.The audio content of these files can be converted into an unencrypted format, however, because often the user permissions include“burn to audio CD”.And even when that option is not available, many sound cards allow the user to record anything they play.Unauthorized MP3 filesharing continues on next-generation peer-to-peer networks, though some authorized services, such as eMusic, and Amazon.com sell unrestricted music in the MP3 format.

2.Encoding audio

The MPEG-1 standard does not include a precise specification for an MP3 encoder.Implementers of the standard were supposed to devise their own algorithms suitable for removing parts of the information in the raw audio（or rather its MDCT representation in the frequency domain）.During encoding，576 time domain samples are taken and are transformed to 576 frequency domain samples.If there is a transient，192 samples are taken instead of 576.This is done to limit the temporal spread of quantization noise accompanying the transient.

As a result, there are many different MP3 encoders available, each producing files of differing quality. Comparisons are widely available, so it is easy for a prospective user of an encoder to research the best choice.It must be kept in mind that an encoder that is proficient at encoding at higher bit rates（such as LAME）is not necessarily as good at lower bit rates.

3.Decoding audio

Decoding, on the other hand, is carefully defined in the standard. Most decoders are“bitstream compliant”，which means that the decompressed output—that they produce from a＆nbsp；given MP3 file—will be the same（within a specified degree of rounding tolerance）as the output specified mathematically in the ISO/IEC standard document.The MP3 file has a standard format, which is a frame that consists of 384，576，or 1152 samples（depends on MPEG version and layer），and all the frames have associated header information（32 bits）and side information（9，17，or 32 bytes, depending on MPEG version and stereo/mono）.The header and side information help the decoder to decode the associated Huffman encoded data correctly.

Therefore, comparison of decoders is usually based on how computationally efficient they are（i. e.，how much memory or CPU time they use in the decoding process）.

4.Audio quality

When performing lossy audio encoding, such as creating an MP3 file, there is a trade-off between the amount of space used and the sound quality of the result.Typically, the creator is allowed to set a bit rate, which specifies how many kilobits the file may use per second of audio, for example, when ripping a compact disc to this format.The lower the bit rate used, the lower the audio quality will be, but the smaller the file size.Likewise, the higher the bit rate used, the higher the quality, and therefore, larger the resulting file will be.

Files encoded with a lower bit rate will generally play back at a lower quality. With too low a bit rate，“compression artifacts”（i.e.，sounds that were not present in the original recording）may be audible in the reproduction.Some audio is hard to compress because of its randomness and sharp attacks.When this type of audio is compressed, artifacts such as ringing or pre-echo are usually heard.A sample of applause compressed with a relatively low bitrate provides a good example of compression artifacts.

Besides the bit rate of an encoded piece of audio, the quality of MP3 files also depends on the quality of the encoder itself, and the difficulty of the signal being encoded. As the MP3 standard allows quite a bit of freedom with encoding algorithms, different encoders may feature quite different quality, even when targeting similar bit rates.As an example, in a public listening test featuring two different MP3 encoders at about 128 Kbps, one scored 3.66 on a 1～5 scale, while the other scored only 2.22.

Quality is heavily dependent on the choice of encoder and encoding parameters. While quality around 128 Kbps was somewhere between annoying and acceptable with older encoders, modern MP3 encoders can provide adequate quality at those bit rates.However, in 1998，MP3 at 128 Kbps was only providing quality equivalent to AAC-LC at 96 KBps and MP2 at 192 KBps.

The transparency threshold of MP3 can be estimated to be at about 128 KBps with good encoders on typical music as evidenced by its strong performance in the above test, however some particularly difficult material, or music encoded for the use of people with more sensitive hearing can require 192 Kbps or higher. As with all lossy formats, some samples cannot be encoded to be transparent for all users.

The simplest type of MP3 file uses one bit rate for the entire file—this is known as Constant Bit Rate（CBR）encoding. Using a constant bit rate makes encoding simpler andfaster.However, it is also possible to create files where the bit rate changes throughout the file.These are known as Variable Bit Rate（VBR）files.The idea behind this is that, in any piece of audio, some parts will be much easier to compress, such as silence or music containing only a few instruments, while others will be more difficult to compress.So, the overall quality of the file may be increased by using a lower bit rate for the less complex passages and a higher one for the more complex parts.With some encoders, it is possible to specify a given quality, and the encoder will vary the bit rate accordingly.Users who know a particular“quality setting”that is transparent to their ears can use this value when encoding all of their music, and not need to worry about performing personal listening tests on each piece of music to determine the correct settings.

In a listening test, MP3 encoders at low bit rates performed significantly worse than those using more modern compression methods（such as AAC）. In a 2004 public listening test at 32 Kbps, the LAME MP3 encoder scored only 1.79/5—behind all modern encoders—with Nero Digital HE AAC scoring 3.30/5.

Perceived quality can be influenced by listening environment（ambient noise），listener attention, and listener training and in most cases by listener audio equipment（such as sound cards, speakers and headphones）.

5.Bit rate

Several bit rates are specified in the MPEG-1 Layer 3 standard：32，40，48，56，64，80，96，112，128，144，160，192，224，256 and 320 KBps, and the available sampling frequencies are 32，44.1 and 48 kHz.A sample rate of 44.1 kHz is almost always used, because this is also used for CD audio, the main source used for creating MP3 files.A greater variety of bit rates are used on the Internet.128 KBps is the most common, because it typically offers adequate audio quality in a relatively small space.192 KBps is often used by those who notice artifacts at lower bit rates.As the Internet bandwidth availability and hard drive sizes have increased，128 KBps bitrate files are slowly being replaced with higher bitrates like 192 KBps, with some being encoded up to MP3’s maximum of 320 KBps.It is unlikely that higher bit rates will be popular with any lossy audio codec as higher bit rates than 320 KBps encroach on the domain of lossless codecs such as FLAC.

By contrast, uncompressed audio as stored on a compact disc has a bit rate of 1411. 2 Kbps（16 bits/sample×44，100 samples/second×2 channels/1000 bits/kilobit）.

Some additional bit rates and sample rates were made available in the MPEG-2 and the（unofficial）MPEG-2.5 standards：bit rates of 8，16，24，and 144 KBps and sample rates of 8，11.025，12，16，22.05 and 24 kHz.

Non-standard bit rates up to 640 KBps can be achieved with the LAME encoder and the freeformat option, although few MP3 players can play those files.According to the ISO standard, decoders are only required to be able to decode streams up to 320 KBps.

6.File structure

An MP3 file is made up of multiple MP3 frames, which consist of the MP3 header and the MP3 data. This sequence of frames is called an Elementary stream.Frames are not independent items（“byte reservoir”）and therefore cannot be extracted on arbitrary frame boundaries.The MP3 data is the actual audio payload.The diagram shows that the MP3 header consists of a sync word, which is used to identify the beginning of a valid frame.This is followed by a bit indicating that this is the MPEG standard and two bits that indicate that layer 3 is used；hence MPEG-1 Audio Layer 3 or MP3.After this, the values will differ, depending on the MP3 file.ISO/IEC 11172-3 defines the range of values for each section of the header along with the specification of the header.Most MP3 files today contain ID3 metadata, which precedes or follows the MP3 frames；this is also shown in the diagram.

7.Design limitations

There are several limitations inherent to the MP3 format that cannot be overcome by any MP3 encoder. Newer audio compression formats such as Vorbis, WMA Pro and AAC no longer have these limitations.In technical terms, MP3 is limited in the following ways.

·Time resolution can be too low for highly transient signals, may cause some smearing of percussive sounds.

·Due to the tree structure of the filter bank, pre-echo issues are made worse, as the combined impulse response of the two filter banks does not, and can not, provide an optimum solution in time/frequency resolution.

·The combination of the two filter banks creates aliasing issues that must be handled partially by the“aliasing compensation”stage, but that create excess energy to be coded in the frequency domain, thereby decreasing coding efficiency.

·Frequency resolution is limited by the small long block window size, decreasing coding efficiency.

·No scale factor band for frequencies above 15.5/15.8 kHz.

·Joint stereo is done only on a frame-to-frame basis.

·Internal handling of the bit reservoir increases encoding delay.

·Encoder/decoder overall delay is not defined, which means lack of official provision for gapless playback.However, some encoders such as LAME can attach additional metadata that will allow players that are aware of it to deliver seamless playback.

8.ID3 and other tags

A“tag”in a compressed audio file is a section of the file that contains metadata such as the title, artist, album, track number or other information about the file's contents.

As of 2006，the most widespread standard tag formats are ID3v1 and ID3v2，and the more recently introduced APEv2.

APEv2 was originally developed for the MPC file format. APEv2 can coexist with ID3 tags in the same file or it can be used by itself.

Tag editing functionality is often built-in to MP3 players and editors, but there also exist tag editors dedicated to the purpose.

9.Volume normalization

As compact discs and other various sources are recorded and mastered at different volumes, it may be useful to store volume information about a file in the tag so that at playback time, the volume can be dynamically adjusted.

A few standards for encoding the gain of an MP3 file have been proposed. The idea is to normalize the average volume（not the volume peaks）of audio files, so that the volume does not change between consecutive tracks.This should not be confused with dynamic range compression（DRC），which is a form of normalization used in audio mastering.

Listeners who prefer to experience music as it was intended to be heard on the original compact disc may prefer to not use volume normalization, because the average volume of each track was set intentionally by a professional mastering engineer.

The most popular and widely used solution for storing replay gain is known simply as“Replay Gain”. Typically, the average volume and clipping information about the audio track is stored in its metadata tag.


Chapter 19　Shockwave 3-D Technology


 19.1　Text

In the past year or so, you may have heard about a new technology that lets you manipulate 3-D images over the Internet.Many Web sites have been using this sort of software for a while, but it has mostly remained a niche market due to a lack of universal 3-D viewer programs.

Macromedia, in conjunction with Intel, NxView and others, hopes to bring this technology to many more Web users with the newest versions of the Shockwave player and the Shockwave authoring program Director.

If you spend much time on the Web, you have probably encountered Shockwave, a graphics format for animation and interactive presentations. Shockwave files are created by a program called Director, which was originally developed for CD-ROM use.The format is very popular with webmasters because it allows them to create elaborate Web content that can be transmitted fairly quickly over the Internet.

In previous editions of Shockwave and Director, Web artists could create only 2-D animation.Two-dimensional animation comes in two forms：

·Frame animation is something like classic cartoons—you see movement as a series of 2-D still images shown in a set sequence.Your viewpoint is set by the movie’s creator.

·Vector animation uses 2-D objects（circles, squares, lines）that move with respect to one another.Since it is based on simple geometric equations, vector animation allows artists to create complex movies that have very small file sizes.

The newest edition of Director incorporates Intel Internet 3-D technology developed by Intel Architecture Labs.The program allows Web artists to create interactive 3-D animations and post them on the Web.The newest version of the Shockwave player allows most Internet users, even ones with dial-up connections, to view these intricate animations.

With Shockwave 3-D technology, users can actually download and manipulate 3-D models themselves—they can become the director and move the camera.There are two ways to think about this.

·You can download an object and rotate the object in front of the camera to see it fromdifferent perspectives.

·You can download an environment and move the camera through it.This is basically the same thing you do when you play a first-person video game.The program puts you in a virtual 3-D world, and you control a“camera”in that world by way of your movements.You tell your camera to move left or right, forward or backward, through the environment.

Based on your actions, the computer draws a new frame of the scene from your new, slightly different perspective.

This is a pretty complex operation：3-D software must receive input from the user, interpret this input and decide how to redraw the image to create the desired sense of motion.When you’re playing a game, your computer or game console can handle this fairly easily, but things get a lot trickier when you’re sending this information over the Internet.Additionally, standard Web browsers are not automatically equipped to handle these models, which means that not everybody can access 3-D content.Macromedia’s newest Shockwave player is designed to get around both of these problems, allowing most Web users to access 3-D files easily.

1.Uses of Shockwave Technology

Adding 3-D to Shockwave enables access to all sorts of new Web content.One of the most obvious applications is Web-based 3-D gaming.First-person adventure games and other games with fully realized 3-D worlds have dominated the PC and game-console market for almost a decade.The new Shockwave capabilities allow this sort of game to be played over the Web.

Web-based 3-D gaming is getting a lot of attention, but it is only one market for the new technology.3-D capability is perhaps better suited for advancing e-commerce.Web merchants can give their customers a much clearer idea of products in their catalog if the customers can see the product as a 3-D image.With 3-D models, online shopping is a little more like in-store shopping—customers can rotate the item around, checking it out from every angle.

Customers can also modify 3-D models for their own particular needs.One of the most useful applications for this is clothes shopping.If an online shopper enters his or her measurements, the 3-D software can generate a model of that person’s body, which can be“dressed”with 3-D models of particular clothes.This is a virtual version of the real-world dressing room.

This level of user interactivity is also a great addition to educational sites. A 3-D model of an engine that you can turn around and interact with can offer a much clearer illustration of the mechanisms at work than a 2-D model—it’s more like actually handling and examining the engine yourself.

For example, if you want to understand how a paintball gun works, a 3-D model can be incredibly useful.You can see exactly how the mechanism fits together and fires.

In all of these applications, the most significant benefit of 3-D is greater user involvement.You can decide what you want to look at instead of just viewing a pre-set movie.The difference is comparable to the difference between watching television and playing a video game.

2.Making 3-D Content Accessible

In the last section, we saw that Shockwave's new player is a new format for creating and viewing interactive 3-D content on the Web.The idea of posting this sort of content on the Web is nothing new, but technology companies and Web sites haven’t had much luck in bringing 3-D to a lot of viewers.There are two main reasons for this.

·It takes a long time to transmit 3-D“movement”over low-bandwidth connections.

·You often have to download a new plug-in every time you want to view another site’s 3-D content.

The new Shockwave player specifically addresses these obstacles, so it could finally make 3-D content a significant component of the Web.The majority of Web users already have the Shockwave player installed and would only need to download the most recent update to add 3-D capabilities.Macromedia has set up partnerships with many Web companies in order to get people using its technology.Previously, Macromedia has had a lot of success with both Shockwave and Flash formats because they work well with all of the main browsers and are easy to install and update.Intel, NxView and other companies partnered with Macromedia because the company has a good track record with disseminating its player technology.

The new format is specially designed to work well with all bandwidth connections, even connection speeds as low as 28. 8 kilobytes per second（KBps）.It does this in a couple of ways.

When you view 2-D animation on the Web, the Web site sends each successive frame to your computer.In this way, everything in the animation must be transmitted over the Internet individually.In Shockwave 3-D technology, the Web site sends you a complete image only once.Then, when you want to move the image, the site only sends the bare-bones information necessary to make the desired move.It tells your computer how the outer wire frame should be adjusted, and your computer does the rest of the work to fill in the polygons and textures.

Most personal computers made in the past five years have processors designed to handle the complex 3-D worlds of advanced video games, so they are well-equipped for the job.By relying mostly on the power built into the client machine（your PC），there is much less information that needs to be transmitted from the server machine（the computer storing the Web site）.The only hefty download occurs when you bring up the initial image.After that, the site only has to transmit mathematical adjustments, which don’t require extensive bandwidth.

But what about this big initial download？Shockwave's new player addresses this problem with something called adaptive 3-D geometry.Adaptive 3-D geometry is a collection of complex algorithms that automatically scales a 3-D model for a particular Internet connection.If you have a slower connection, the Web site transmits an image with simplified textures and fewer polygons.If you have a faster connection, you receive a more complex image.See Figure 19-1 and Figure 19-2.

With these elements, you should be able to access 3-D content no matter kind of Internet connection you use.But how does somebody make Shockwave 3-D content themselves？In thenext section, we'll find out what goes into producing a Shockwave 3-D animation and see how webmasters can put 3-D content on their site.

[image: figure_0284_0069]


Figure 19-1　A simpler 3-D model has fewer polygons.

This hand is composed of only 862　polygons.

[image: figure_0284_0070]


Figure 19-2　To create a more detailed model, you have to add more polygons.

This hand is composed of 3444　polygons.

3.Developing New 3-D Content

We had the opportunity to speak with Miriam Geller, Macromedia's senior product manager for Director and the Shockwave player. To create a 3-D object like the automotive transmission in the example shown above, you use three different tools.

·You use a standard 3-D modeling package to create the 3-D object.For example, you might use 3D Studio Max or Maya.With these tools, you create the wireframe image and specify the polygons that cover the wireframe.You export from the 3-D modeling package using a new.W3D file format.

·You load the.W3D file into the Macromedia application called Director ShockwaveStudio.This application helps you prepare the 3-D object for distribution on the Web.For＆nbsp；example, you can：

■Apply different techniques, such as a multi-resolution mesh or subdivision surfaces, to limit the amount of bandwidth or processing power needed by the 3-D object on the user’s machine.

■Add user-interactivity features.For example, you can make different parts of the 3-D object move in response to user requests.

■Add effects, such as fog or rain, to the object.

You export a normal. DCR file from Director Shockwave Studio and place it on the Web server.

·The user then downloads and views the.DCR file using his or her browser and the Shockwave player（version 8.5 or higher）.（See, for example, this example of a.DCR file, which shows a 3D model of a paintball gun.）

This is not a trivial process, but for someone already familiar with 3-D modeling using a program like 3D Studio Max, it’s a straightforward extension.


19.2　Notes

（1）In the past year or so, you may have heard about a new technology that lets you manipulate 3-D images over the Internet.Many Web sites have been using this sort of software for a while, but it has mostly remained a niche market due to a lack of universal 3-D viewer programs.

译文：近年来，你一定听说过Internet上操纵三维图形的新技术。许多Web站点用这类软件已经有一段时间，但由于缺乏通用的三维查看程序，因此市场仍然接近空白。

（2）Macromedia, in conjunction with Intel, NxView and others, hopes to bring this technology to many more Web users with the newest versions of the Shockwave player and the Shockwave authoring program Director.

译文：Macromedia公司和Intel, NxView等公司一起把用最新版Shockwave播放器和Shockwave编写程序Director把这个技术带给更多Web用户。

（3）The format is very popular with webmasters because it allows them to create elaborate Web content that can be transmitted fairly quickly over the Internet.

译文：这个格式在Web主人间非常普及，使他们可以生成精彩的Web内容，可以在Internet上相当迅速地传输。

（4）The newest version of the Shockwave player allows most Internet users, even ones with dial-up connections, to view these intricate animations.

译文：最新版Shockwave播放器使大多数Internet用户可以浏览这些交互动画，即使使用拨号连接。


19.3　Keywords

1.frame animation　帧动画

2.vector animation　矢量动画

3.interactive　交互式

4.adaptive 3-D geometry　适配三维几何


19.4　Exercises

1.Answer the questions

（1）What is Director program？

（2）Which forms may a 2D animation be？

2.Translation

Most personal computers made in the past five years have processors designed to handle the complex 3-D worlds of advanced video games, so they are well-equipped for the job.By relying mostly on the power built into the client machine（your PC），there is much less information that needs to be transmitted from the server machine（the computer storing the Web site）.The only hefty download occurs when you bring up the initial image.After that, the site only has to transmit mathematical adjustments, which don’t require extensive bandwidth.


19.5　Related Topics

科技论文阅读与写作（一）

随着国际科学技术交流的日益发展，以及科技新领域、新成果的不断涌现，英语科技论文的阅读和写作能力成为有志于从事科技工作事业的年轻人必须掌握的一项基本素质。阅读英语科技论文，是为了了解国外科技工作者的研究动态和进展，学习国外的先进科技成果。英语论文的写作，主要是为了向国外科技工作者和有专业兴趣的读者介绍我国科学技术的成果。在此，着重介绍英语科技论文的写作，科技论文的阅读自然也就能有所掌握。

科技论文要介绍的是有一定学术水平的研究成果，论文不能和小说等文学作品一样，它讲究准确，需要观点和材料相结合，要求概念明确、判断恰当、推理严格、具有严肃的科学性。

科技论文的读者一般都具有一定科技知识和专业水平，因此，论文不必写得像通俗读物那样，不必包括过多繁琐的介绍。但对于不同学科的论文及论文的不同部分，要求也不完全一样。

例如，有些论文射猎的面很广，只要精要的阅读论文摘要就可以了。因此，论文摘要就要求写得简明扼要，具有相当的独立性；有些论文较为专业，则需要从正文中了解种种专业细节，进行深入钻研，并要求能重复论文中的实验及相关结论，因此，正文中实验材料、设备、过程、结果、讨论等必须详尽写明。一些著名的科技期刊，还对论文的结构和文字提出特定的要求，投稿时必须注意。

下面分别介绍科技论文的组成部分。必须说明的是，形式取决于内容，科技论文常常因为学科不同，研究项目及过程、结果不同等，可以有多种写作方式和形式。

1.标题（Title）

一篇论文的标题要简单明了，既能概括全文的内容又能引人入胜。以下是一些例子。

[1]Concerning Some Applications of a Theorem of J.Doe（有关J.窦氏理论的一些应用）

这个标题取得不好，太过于笼统，窦氏理论有许多条定理，是关于所有的呢，还是就其中的一条？一些应用又是指哪方面？反之，改为如下的标题就好得多了。

Algebraic Solutions of Linear Partial Differetial Equation（线性偏微分方程的代数解）

[2]LAN and its Protocols（局域网及其协议）（主标题）

A Stall Rate Analysis of Heavy and Transient Traffic LAN by Simulation on Multi-Layer Protocols（通过模拟多层协议，在瞬间大信息量的局域网中的延迟速率分析）（副标题）

在一个短标题不能概括论文内容的情况下，可以采用主副两个标题的方法。

[3]Global Concurrency Control for Maintaining the Inter-Site Constraints in Multidatabase Systems（这个标题请读者自己翻译）

2.摘要（Abstract）

通常科技论文都有内容摘要。一篇好的论文摘要，要求简短扼要，不仅能概括全文内容，引人入胜，而且要能独立于全文使用。使那些对论文论述问题有一定了解的读者，不用阅读全文就能把握所述问题，甚至直接引用。

摘要一般要概括如下内容：

[1]从事该研究工作的起由；

[2]完成了哪些工作（包括研究内容和过程）；

[3]突出的成果和发现；

[4]成果和发现的意义；

[5]还有哪些工作待解决或提出一个新的研究方向。

特别值得注意的是：摘要虽然通常放在正文之前，但往往在最后才写，并要多次精炼。下面是一个例子：

The effective and efficient transmission of a high resolution image over some low speed channels is an important issue in the fields of the computer communication and the image processing. In this paper, we propose a new progressive image transmission method.We call it the Side Match Method（SMM）.In this new method, we employ the Vector Quantization（VQ）to compress image, and apply the diagonal sampling technique to send some significantinformation about the compressed image to the receiver first.Moreover, to the receiver, we use the side match technique to predict all unknown areas of the original image.Comparing to some other methods, we show that SMM can really help us to save the transmission cost and keep the image quality by some experiments.Moreover, in some cases the transmission cost of SMM is less than the half of that of the other method.

3.关键词（Keywords）

科技论文中常有关键词，这主要是为了方便读者通过关键词检索出该论文，一般在用计算机查找有关论文时会用到。关键词的选择要求能很好地体现该篇论文的研究内容，一般要求少而精。

对应上面摘要的关键词如下：

Keywords：progressive image transmission, quantization, diagonal sampling, side match method

4.导言（Introduction）

导言与摘要一样在论文中起着十分重要的作用，摘要是全篇论文的缩影，导言则是论文的头盔，起着向读者解释论文的主题、目的和总纲的作用。一般情况下，导言要包括下列内容：

[1]阐明论文的主题和目的；

[2]说明写作论文的背景和情况；

[3]介绍达到理想解决方案的方法。

对于长篇论文或某些论述不常见内容的论文，导言还要使读者易于阅读该论文，这样导言中会有论文课题的历史、背景及相关著作回顾；引起研究的现实情况；相关资料的来源；该研究课题的现实目的和意义；实验采用的方法；论文展开研究的计划及可行性分析等。

值得注意的是：导言只是提一个头，许多内容只要稍微提到就行，不要面面俱到。如果感觉导言太长，有关历史、背景、定义、资料等内容可以独立成一节。对于初学者，特别要注意的是：不要在导言中对自己的研究工作和能力表示谦虚，对论文的评价由读者来决定，如确实由不足、道歉之处，可以写在结论中。

下面是一篇导言的例子。

Introduction

The research and development of information technology has always been the local area of promotion in many countries in the world. Information industry is also the manufacture many government try their best to assist.In Taiwan, since our government designated information industry as the main focus of national development in the 1980s, our information industry has been growing at an amazing speed.In 1994，our annual product was worth about 16 billion US dollars, and the growth rate is in the double digits.Our country hence becomes a new information giant after the United States, Japan and Germany.In order to understand this achievement, we may explain from two respects：hardware industry and software industry.

With respect to hardware industry, Taiwan focuses mainly on the production of personal computers and peripherals. We have already become a leader in the world in the research and＆nbsp；development of this technology.However, the production of some key parts, such as CPU, still need to be developed and strengthened with the cooperation of academics and manufacturers.

As regards software industry, Taiwan lags behind in the design capability of system and applications software. Thus, Taiwan is influenced to a great extent by foreign software culture.How to raise the competitive capability of native applications software and promote it in international market is an important issue.Many local manufacturers and research and development institutes have paid special attention to and made efforts on this issue.

We have to educate enough specialists to engage in research and development, teach people to manage their business by use of information, and help all walks of life to adapt themselves to the new lifestyle of an information society, in order to maintain the advantages we have currently. All these must be done through education and information education at universities thus plays an essential role.Information technology has been the essence of technology advocated by our government.It can be shown in the facts that almost all universities have information-related departments and that there are nearly 20，000 graduates who enter into the information market yearly.

5.正文（Text）

正文是科技论文的主体，是论文不可或缺的一部分。要做到合乎逻辑，合乎思维规律，顺理成章。

所谓合乎逻辑，就是要用逻辑来组织正文。做到观点和材料的统一，以明确的观点来统领材料，以恰当的材料来支持观点，形成一个统一的整体。观点必须准确、鲜明，材料必须经过提炼，能很好地反映事物本质和内在联系，特别注意：在材料的筛选、提炼过程中，要去伪存真、去粗取精、由此及彼，去处感性成分，保留理性成分。

所谓合乎思维规律，就是符合人们认识某项科技成果的规律。人们在认识事物时，总是通过实践、认识、再实践、再认识这种规律不断提升，加深认识的。所以，在正文中也要分感性认识和理性认识两个阶段。第一步，通过感觉获得大量感性材料的阶段；第二步，综合材料加以整理和提炼，进行判断、推理的阶段。在这些过程完成之后，又回到实践中去，检验和发展理论。

为了方便读者把握，下面把科技论文中常见的内容按从感性到理性的次序介绍。

[1]实验材料的说明。

[2]实验过程的说明（在实验过程的说明时，要结合实验材料，叙述在什么实验设备、条件和实验方法的情况下，得出怎样的数据。内容详简由作者自己把握）。

[3]实验结果和分析。

正文的自由度大，在此不给出例子，总之，作者只要把握住合乎逻辑、合乎思维，用严谨的科学态度写作就行。

6.结论和建议（Results and Related Work）

结论是实验结果的逻辑发展，是整篇论文的观点总结。因此，结论必须完整、准确、鲜明，逻辑严密，言简意赅。建议是作者根据现行工作和该篇论文提出来的后续工作和研究方向。

7.总结（Conclusions）

总结是论文内容的概述。其写作要求大体上和摘要相似，一般放在论文的后半部。总结的内容一般包括论文的中心思想、研究问题的提出、研究方法，突出的成果及意义。其作用是帮助读者回顾全文，加深印象，便于消化。

下面是一个例子。

Conclusion

This paper presented the MADS conceptual model for describing spatio-temporal data.Thanks to its powerful constructs for the description of thematic, spatial and temporal features, MADS has proven to be very efficient for designing complex applications.It represents a significant step forward to current GIS modeling capabilities.MADS provides orthogonal functionalities including：

·For thematic description

■Complex and composite objects

■N-ary relationships with attributes

■Complex and multivalued attributes

·For spatial description

■A hierarchy of spatial types

■Explicit spatial topological relationships and spatial aggregation

■Spatial attributes

■Continuous attributes for field-oriented description

·For temporal description

■Temporal objects

■Relationships

■Attributes instantaneous

■Interval temporal types

MADS concepts are formally defined, which provides a sound basic for further developments, in particular regarding query and update languages. Nevertheless, its goals are also very pragmatic, focusing on：

·User-orientation：this is very important in a federation of GIS since each user must be able to understand and interact with the global conceptual schema as well as with the local GIS schema.

·Implementabillity：all MADS features can be supported using appropriate mappings onto the functionalities provided by the current generation GIS.

A visual interface layer implementing MADS is being developed in a UNIX environment using Java. This layer includes：

·A visual schema editor allowing the user to draw its schema on the screen.

·A set of translators for MADS schemas into GIS schemas such as ArcInfo, Interlis（a Swiss geographical data exchange norm），or IEF.

·An import/export facility for the exchange of textual definitions.

·A tool for automatic generation of HTML documentation for MADS schemas.

·A visual query language mapping to its underlying algebra.

Research work in progress focuses on multiscale representations（based on multi-instanciation），spatial integrity constraints, temporal imprecise specifications, and the visual query language facilities.
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19.6　Additional Reading

Computer Viruses

Computer viruses are mysterious and grab our attention. On the one hand, viruses show us how vulnerable we are.A properly engineered virus can have an amazing effect on the worldwide Internet.On the other hand, they show how sophisticated and interconnected human beings have become.

For example, the thing making big news right now is the Mydoom worm, which experts estimate infected approximately a quarter-million computers in a single day（Times Online）.Back in March 1999，the Melissa virus was so powerful that it forced Microsoft and a number of other very large companies to completely turn off their e-mail systems until the virus could be contained.The I LOVE YOU virus in 2000 had a similarly devastating effect.That’s pretty impressive when you consider that the Melissa and I LOVE YOU viruses are incredibly simple.

In this article, we will discuss viruses—both“traditional”viruses and the newer e-mail viruses—so that you can learn how they work and also understand how to protect yourself.Viruses in general are on the wane, but occasionally a person finds a new way to create one, and that’s when they make the news.

1.Types of Infection

When you listen to the news, you hear about many different forms of electronic infection. The most common are：

·Viruses—A virus is a small piece of software that piggybacks on real programs.For example, a virus might attach itself to a program such as a spreadsheet program.Each time the spreadsheet program runs, the virus runs, too, and it has the chance to reproduce（by attaching to other programs）or wreak havoc.

·E-mail viruses—An e-mail virus moves around in e-mail messages, and usually replicates itself by automatically mailing itself to dozens of people in the victim’s e-mail address book.

·Worms—A worm is a small piece of software that uses computer networks and security holes to replicate itself.A copy of the worm scans the network for another machine that has a specific security hole.It copies itself to the new machine using the security hole, and then starts replicating from there, as well.

·Trojan horses—A Trojan horse is simply a computer program.The program claims to do one thing（it may claim to be a game）but instead does damage when you run it（it may erase your hard disk）.Trojan horses have no way to replicate automatically.

2.What's a“Virus”？

Computer viruses are called viruses because they share some of the traits of biological viruses. A computer virus passes from computer to computer like a biological virus passes from person to person.

There are similarities at a deeper level, as well. A biological virus is not a living thing.A virus is a fragment of DNA inside a protective jacket.Unlike a cell, a virus has no way to do anything or to reproduce by itself—it is not alive.Instead, a biological virus must inject its DNA into a cell.The viral DNA then uses the cell's existing machinery to reproduce itself.In some cases, the cell fills with new viral particles until it bursts, releasing the virus.In other cases, the new virus particles bud off the cell one at a time, and the cell remains alive.

A computer virus shares some of these traits. A computer virus must piggyback on top of some other program or document in order to get executed.Once it is running, it is then able to infect other programs or documents.Obviously, the analogy between computer and biological viruses stretches things a bit, but there are enough similarities that the name sticks.

3.What's a“Worm”？

A worm is a computer program that has the ability to copy itself from machine to machine. Worms normally move around and infect other machines through computer networks.Using a＆nbsp；network, a worm can expand from a single copy incredibly quickly.For example, the Code Red worm replicated itself over 250，000 times in approximately nine hours on July 19，2001.

A worm usually exploits some sort of security hole in a piece of software or the operating system. For example, the Slammer worm（which caused mayhem in January 2003）exploited a hole in Microsoft's SQL server.This article offers a fascinating look inside Slammer's tiny（376 byte）program.

4.Code Red

Worms use up computer time and network bandwidth when they are replicating, and they often have some sort of evil intent. A worm called Code Red made huge headlines in 2001.Experts predicted that this worm could clog the Internet so effectively that things would completely grind to a halt.

The Code Red worm slowed down Internet traffic when it began to replicate itself, but not nearly as badly as predicted. Each copy of the worm scanned the Internet for Windows NT or Windows 2000 servers that do not have the Microsoft security patch installed.Each time it found an unsecured server, the worm copied itself to that server.The new copy then scanned for other servers to infect.Depending on the number of unsecured servers, a worm could conceivably create hundreds of thousands of copies.

The Code Red worm was designed to do three things：

·Replicate itself for the first 20 days of each month.

·Replace Web pages on infected servers with a page that declares“Hacked by Chinese”.

·Launch a concerted attack on the White House Web server in an attempt to overwhelm it.

The most common version of Code Red is a variation, typically referred to as a mutated strain, of the original Ida Code Red that replicated itself on July 19，2001. According to the National Infrastructure Protection Center：

The Ida Code Red Worm, which was first reported by eEye Digital Security, is taking advantage of known vulnerabilities in the Microsoft IIS Internet Server Application Program Interface（ISAPI）service. Un-patched systems are susceptible to a“buffer overflow”in the Idq.dll, which permits the attacker to run embedded code on the affected system.This memory resident worm, once active on a system, first attempts to spread itself by creating a sequence of random IP addresses to infect unprotected web servers.Each worm thread will then inspect the infected computer’s time clock.The NIPC has determined that the trigger time for the DOS execution of the Ida Code Red Worm is at 0:00 hours, GMT on July 20，2001.This is 8:00 PM, EST.

Upon successful infection, the worm would wait for the appointed hour and connect to the www. whitehouse.gov domain.This attack would consist of the infected systems simultaneously sending 100 connections to port 80 of www.whitehouse.gov（198.137.240.91）.

The U. S.government changed the IP address of www.whitehouse.gov to circumvent that particular threat from the worm and issued a general warning about the worm, advising users ofWindows NT or Windows 2000 Web servers to make sure they have installed the security patch.

5.Early Cases：Executable Viruses

Early viruses were pieces of code attached to a common program like a popular game or a popular word processor. A person might download an infected game from a bulletin board and run it.A virus like this is a small piece of code embedded in a larger, legitimate program.Any virus is designed to run first when the legitimate program gets executed.The virus loads itself into memory and looks around to see if it can find any other programs on the disk.If it can find one, it modifies it to add the virus's code to the unsuspecting program.Then the virus launches the“real program.”The user really has no way to know that the virus ever ran.Unfortunately, the virus has now reproduced itself, so two programs are infected.The next time either of those programs gets executed, they infect other programs, and the cycle continues.

If one of the infected programs is given to another person on a floppy disk, or if it is uploaded to a bulletin board, then other programs get infected. This is how the virus spreads.

The spreading part is the infection phase of the virus. Viruses wouldn't be so violently despised if all they did was replicate themselves.Unfortunately, most viruses also have some sort of destructive attack phase where they do some damage.Some sort of trigger will activate the attack phase, and the virus will then“do something”—anything from printing a silly message on the screen to erasing all of your data.The trigger might be a specific date, or the number of times the virus has been replicated, or something similar.

6.Boot Sector Viruses

As virus creators got more sophisticated, they learned new tricks. One important trick was the ability to load viruses into memory so they could keep running in the background as long as the computer remained on.This gave viruses a much more effective way to replicate themselves.Another trick was the ability to infect the boot sector on floppy disks and hard disks.The boot sector is a small program that is the first part of the operating system that the computer loads.The boot sector contains a tiny program that tells the computer how to load the rest of the operating system.By putting its code in the boot sector, a virus can guarantee it gets executed.It can load itself into memory immediately, and it is able to run whenever the computer is on.Boot sector viruses can infect the boot sector of any floppy disk inserted in the machine, and on college campuses where lots of people share machines they spread like wildfire.

In general, both executable and boot sector viruses are not very threatening any more. The first reason for the decline has been the huge size of today's programs.Nearly every program you buy today comes on a compact disc.Compact discs cannot be modified, and that makes viral infection of a CD impossible.The programs are so big that the only easy way to move them around is to buy the CD.People certainly can't carry applications around on a floppy disk like they did in the 1980s, when floppies full of programs were traded like baseball cards.Boot sector viruses have also declined because operating systems now protect the boot sector.

Both boot sector viruses and executable viruses are still possible, but they are a lot harder now and they don't spread nearly as quickly as they once could. Call it“shrinking habitat，”if you want to use a biological analogy.The environment of floppy disks, small programs and weak operating systems made these viruses possible in the 1980s, but that environmental niche has been largely eliminated by huge executables, unchangeable CDs and better operating system safeguards.

7.E-mail Viruses

The latest thing in the world of computer viruses is the e-mail virus, and the Melissa virus in March 1999 was spectacular.Melissa spread in Microsoft Word documents sent via e-mail, and it worked like this：

Someone created the virus as a Word document uploaded to an Internet newsgroup. Anyone who downloaded the document and opened it would trigger the virus.The virus would then send the document（and therefore itself）in an e-mail message to the first 50 people in the person’s address book.The e-mail message contained a friendly note that included the person’s name, so the recipient would open the document thinking it was harmless.The virus would then create 50 new messages from the recipient’s machine.As a result, the Melissa virus was the fastest-spreading virus ever seen！As mentioned earlier, it forced a number of large companies to shut down their e-mail systems.

The I LOVE YOU virus, which appeared on May 4，2000，was even simpler. It contained a piece of code as an attachment.People who double clicked on the attachment allowed the code to execute.The code sent copies of itself to everyone in the victim's address book and then started corrupting files on the victim's machine.This is as simple as a virus can get.It is really more of a Trojan horse distributed by e-mail than it is a virus.

The Melissa virus took advantage of the programming language built into Microsoft Word called VBA, or Visual Basic for Applications. It is a complete programming language and it can be programmed to do things like modify files and send e-mail messages.It also has a useful but dangerous auto-execute feature.A programmer can insert a program into a document that runs instantly whenever the document is opened.This is how the Melissa virus was programmed.Anyone who opened a document infected with Melissa would immediately activate the virus.It would send the 50 e-mails, and then infect a central file called NORMAL.DOT so that any file saved later would also contain the virus！It created a huge mess.

Microsoft applications have a feature called Macro Virus Protection built into them to prevent this sort of thing. With Macro Virus Protection turned on（the default option is ON），the auto-execute feature is disabled.So when a document tries to auto-execute viral code, a dialog pops up warning the user.Unfortunately, many people don’t know what macros or macro viruses are, and when they see the dialog they ignore it, so the virus runs anyway.Many other people turn off the protection mechanism.So the Melissa virus spread despite the safeguards in place to prevent it.

In the case of the I LOVE YOU virus, the whole thing was human-powered.If a person double-clicked on the program that came as an attachment, then the program ran and did its thing.What fueled this virus was the human willingness to double-click on the executable.

8.Prevention of Virus

You can protect yourself against viruses with a few simple steps.

·If you are truly worried about traditional（as opposed to e-mail）viruses, you should be running a more secure operating system like UNIX.You never hear about viruses on these operating systems because the security features keep viruses（and unwanted human visitors）away from your hard disk.

·If you are using an unsecured operating system, then buying virus protection software is a nice safeguard.

·If you simply avoid programs from unknown sources（like the Internet），and instead stick with commercial software purchased on CDs, you eliminate almost all of the risk from traditional viruses.In addition, you should disable floppy disk booting—most computers now allow you to do this, and that will eliminate the risk of a boot sector virus coming in from a floppy disk accidentally left in the drive.

·You should make sure that Macro Virus Protection is enabled in all Microsoft applications, and you should NEVER run macros in a document unless you know what they do.There is seldom a good reason to add macros to a document, so avoiding all macros is a great policy.Open the Options dialog from the Tools menu in Microsoft Word and make sure that Macro Virus Protection is enabled.

·You should never double-click on an attachment that contains an executable that arrives as an e-mail attachment.Attachments that come in as Word files（.DOC），spreadsheets（.XLS），images（.GIF and.JPG），etc.，are data files and they can do no damage（noting the macro virus problem in Word and Excel documents mentioned above）.A file with an extension like EXE, COM or VBS is an executable, and an executable can do any sort of damage it wants.Once you run it, you have given it permission to do anything on your machine.The only defense is to never run executables that arrive via e-mail.

By following those simple steps, you can remain virus free.

9.Origins of Virus

People create viruses. A person has to write the code, test it to make sure it spreads properly and then release the virus.A person also designs the virus's attack phase, whether it's a silly message or destruction of a hard disk.So why do people do it？

There are at least three reasons. The first is the same psychology that drives vandals and arsonists.Why would someone want to bust the window on someone else's car, or spray-paint signs on buildings or burn down a beautiful forest？For some people that seems to be a thrill.If that sort of person happens to know computer programming, then he or she may funnel energy into the creation of destructive viruses.

The second reason has to do with the thrill of watching things blow up. Many people have a＆nbsp；fascination with things like explosions and car wrecks.When you were growing up, there was probably a kid in your neighborhood who learned how to make gunpowder and then built bigger and bigger bombs until he either got bored or did some serious damage to himself.Creating a virus that spreads quickly is a little like that—it creates a bomb inside a computer, and the more computers that get infected the more“fun”the explosion.

The third reason probably involves bragging rights, or the thrill of doing it. Sort of like Mount Everest.The mountain is there, so someone is compelled to climb it.If you are a certain type of programmer and you see a security hole that could be exploited, you might simply be compelled to exploit the hole yourself before someone else beats you to it.“Sure, I could TELL someone about the hole.But wouldn't it be better to SHOW them the hole？”That sort of logic leads to many viruses.

Of course, most virus creators seem to miss the point that they cause real damage to real people with their creations. Destroying everything on a person's hard disk is real damage.Forcing the people inside a large company to waste thousands of hours cleaning up after a virus is real damage.Even a silly message is real damage because a person then has to waste time getting rid of it.For this reason, the legal system is getting much harsher in punishing the people who create viruses.

10.History of Virus

Traditional computer viruses were first widely seen in the late 1980s, and they came about because of several factors. The first factor was the spread of personal computers（PCs）.Prior to the 1980s, home computers were nearly non-existent or they were toys.Real computers were rare, and they were locked away for use by“experts.”During the 1980s, real computers started to spread to businesses and homes because of the popularity of the IBM PC（released in 1982）and the Apple Macintosh（released in 1984）.By the late 1980s, PCs were widespread in businesses, homes and college campuses.

The second factor was the use of computer bulletin boards. People could dial up a bulletin board with a modem and download programs of all types.Games were extremely popular, and so were simple word processors, spreadsheets, etc.Bulletin boards led to the precursor of the virus known as the Trojan horse.A Trojan horse is a program that sounds really cool when you read about it.So you download it.When you run the program, however, it does something uncool like erasing your disk.So you think you are getting a neat game but it wipes out your system.Trojan horses only hit a small number of people because they are discovered quickly.Either the bulletin board owner would erase the file from the system or people would send out messages to warn one another.

The third factor that led to the creation of viruses was the floppy disk. In the 1980s, programs were small, and you could fit the operating system, a word processor（plus several other programs）and some documents onto a floppy disk or two.Many computers did not have hard disks, so you would turn on your machine and it would load the operating system and everything else off of the floppy disk.

Viruses took advantage of these three facts to create the first self-replicating programs.


Chapter 20　PlayStation 2


 20.1　Text

The Sony PlayStation 2（PS2）was one of the most anticipated products of 2001. The technical features of the PS2 are very impressive.

In this article, you will learn about the development of the PS2，what's inside the box and how it all works together. You will also learn about the controller and the games.

1.History

In 1988，Sony entered into an agreement with Nintendo to develop a CD-ROM attachment, known as the Super Disc, for the soon-to-be released Super Nintendo.Due to many contractual and licensing problems, the Super Disc was never released.Instead, a modified version was introduced by Sony in 1991，as part of a system called the Play Station.

The Play Station read Super Discs, special interactive CDs based on technology developed by Sony and Phillips called CD-ROM/XA.This extension of the CD-ROM format allowed audio, video and computer data to be accessed simultaneously by the processor.The Play Station also read audio CDs and had a cartridge port for accepting Super Nintendo game cartridges.The original Play Station was envisioned as the core of a home multimedia center.Sony only manufactured about 200 of them before deciding to retool the design.

The new design, dubbed the PlayStation X, or PSX, dropped the Super Nintendo cartridge port and focused solely on CD-ROM-based games.The component hardware inside the console was revamped as well to ensure an immersing and responsive gaming experience.Launched in Japan in December of 1994，and in the United States and Europe in September of 1995，the PlayStation quickly became the most popular system available.

2.Console

Let's take a look at the components inside a PlayStation 2 console, and what their capabilities are.

[1]Processor：128-bit“Emotion Engine”

·Processor clock speed：300 MHz

·Floating point unit（FPU）co-processor operating at 6.2 gigaflops

·Bus speed：3.2 GB per second

·Original Play Station CPU core as I/O processor

[2]Graphics：“Graphics Synthesizer”

·150 MHz

·Embedded cache

·4 MB VRAM

·Resolution：640×480 or 320×240 interlaced

·Colors：24-bit（16，777，216）maximum, as well as 16-bit（65，536）mode

·Geometry engine：

■Alpha channel

■Anti-aliasing

■Bezier surfacing

■Gouraud shading

■Mip mapping

■Perspective correction

■Z-buffer

·Polygon rendering：75 million polygons per second

[3]Audio：SPU2（+CPU）

·Channels：48

·Sample rate：44.1 kHz or 48 kHz

·Memory：2 MB RAM

·Optical digital output

[4]Memory：32 MB RDRAM

[5]Operating system：Proprietary Sony

[6]Game medium：Proprietary 4.7 GB DVD

·Supports original PlayStation CDs

·Video DVD support

·Audio CD support

[7]Drive bay（for hard disk or network interface）

[8]Other features：

·Two memory card slots

·Two USB ports

·FireWire port（called iLink by Sony）

Like the original PlayStation, the CPU in the PS2 is a RISC processor. RISC stands for reduced instruction set computer, and means that the instructions and computations performed by the processor are simpler and fewer.Also, RISC chips are superscalar—they can perform multiple instructions at the same time.This combination of capabilities, performing multipleinstructions simultaneously and completing each instruction faster because it is simpler, allows the CPU to perform better than many chips with a much faster clock speed.

The floating point unit（FPU）is a special processor that is dedicated to handling complex mathematical equations, particularly those that include non-integers, numbers after the decimal point.These calculations are commonly referred to as floating point operations because the decimal point can move, or float, depending on the outcome of the calculation.The complexity of such numbers can create a tremendous bottleneck if the main processor has to take the time to perform each calculation.To alleviate this, the non-integer numbers are sent to the FPU.

The speed with which the FPU can process these calculations is expressed as floating point operations per second（FLOPS）. A gigaflop is one billion of these.So the PS2's 6.2-gigaflop FPU can perform 6.2 billion floating point operations in a second！The PS2 has several hardware effects that are handled by the Graphics Synthesizer.They include an alpha channel, Bezier surfacing, perspective correction and mip mapping.The PS2 uses the alpha channel to add transparency effects to an object.This is a special graphics mode used by digital video, animation and video games to achieve certain looks.

·24 bits are used to define the amounts of red, green and blue，8 bits each, needed to create a specific color.

·Another 8 bits are used to create a gray-scale mask that acts as a separate layer for representing levels of object transparency.

·The degree of transparency is determined by how dark the gray in the alpha channel is.

·By making an area of the mask dark gray, you can make an object appear to be very transparent.

·By making it light grey, you can create special fog or water effects.

Bezier surfacing is a 3-D modeling process that calculates how many polygons are needed to create an object.It bases the number on the level of detail necessary to make the object appear to be smooth to the viewer.The PS2 only performs these calculations on Bezier-surfaced objects that are in the game.Perspective correction makes the texture map resize at the same rate as the object that it is mapped on.

Mip mapping is a cool process. It is a form of texture mapping whereby different sizes of each texture map are made.In essence, the processor replaces the appearance of an object with a more detailed image as you move closer to the object in the game.Let's take a look at how the PS2 uses these maps in trilinear mip mapping：

·The system calculates the distance from your viewpoint to an object in the game.

·The system loads the texture maps for the object.Our three maps will be 64×64（large），32×32（medium），and 8×8（small）.

·The system determines the exact size that the image map needs to be—let’s say 16×16 for our example here.

·Based on the size, it decides which two texture maps to use.For our example, it might choose the medium and small texture maps.

·It then interpolates（averages）between the two texture maps, creating a custom texture map that is 16×16，which it then applies to the object.

The goal is to use the smallest texture map possible given the distance that the object is from the viewer. The smaller the texture map, the lower the processing load.On nearby objects, however, small texture maps create a grainy surface that looks bad, so larger texture maps are used there.

3.Controller

The controller is the primary user interface for the PlayStation 2. With its winged shape, analog controls and abundance of well-positioned buttons, it is easy to use yet powerful.

The standard PS2 controller has 15 buttons；all of them, except for Analog, Start and Select are analog. They include：

·four buttons arranged as a directional pad on the top left

·Analog, Start and Select buttons in the top middle

·four action buttons on the top right

·two action buttons on the front left

·two action buttons on the front right

·one analog joystick on the top left

·one analog joystick on the top right

Although each button can be configured to perform a specific and distinctive action, they all work on the same principle. Each button has a tiny curved disk attached to its bottom.This disk is very conductive.When the button is depressed, the disk is pushed against a thin conductive strip mounted on the controller's circuit board.If the button is pressed lightly, the bottom part of the curved disk is all that touches the strip, increasing the level of conductivity slightly.As the button is pressed harder, more of the disk comes into contact with the strip, gradually increasing the level of conductivity.This varying degree of conductivity makes the buttons pressure-sensitive！

PS2 controllers also have two analog joysticks. These joysticks work in a completely different way from the buttons described above.Two potentiometers, variable resistors, are positioned at right angles to each other below the joystick.Current flows constantly through each one, but the amount of current is determined by the amount of resistance.Resistance is increased or decreased based on the position of the joystick.By monitoring the output of each potentiometer, the PS2 can determine the exact angle at which the joystick is being held, and trigger the appropriate response.In games that support them, analog features such as these allow for amazing control over gameplay.

Another feature of the Dual Shock 2 controller, actually the reason for its name, is force feedback. This feature provides a tactile stimulation to certain actions in a game.For example, in a racing game, you might feel a jarring vibration as your car slams into the wall.Force feedback is actually accomplished through the use of a very common device, a simple electric motor.In the Dual Shock 2 controller, two motors are used, one housed in each handgrip.The shaft of each motor holds an unbalanced weight.When power is supplied to the motor, it spins the weight.Because the weight isunbalanced, the motor tries to wobble.But since the motor is securely mounted inside the controller, the wobble translates into a shuddering vibration of the controller itself.

4.Games

The games for the PS2 come on either CD or DVD；and the system plays games created for the original PlayStation as well.

The CDs are just as susceptible to scratches and intense heat as regular audio CDs—even more so in fact, since a scratch on a game CD can make it totally unusable.

Games for the PlayStation 2 are coming out at a rapid pace. Since it will play older PlayStation games as well, it offers an incredibly large existing game library.Game prices range from about＄20 to＄70.


20.2　Notes

（1）The component hardware inside the console was revamped as well to ensure an immersing and responsive gaming experience.

译文：主机里的硬件配置经过修改，使其能够在游戏中提供身临其境的体验。

（2）The complexity of such numbers can create a tremendous bottleneck if the main processor has to take the time to perform each calculation. To alleviate this, the non-integer numbers are sent to the FPU.

译文：如果主处理器对每步计算都要花时间处理，那么这些复杂数字将会引起巨大的瓶颈。为了解决这个问题，非整型的数字将被送往FPU处理。

（3）Since it will play older PlayStation games as well, it offers an incredibly large existing game library. Game prices range from about＄20 to＄70.

译文：由于它也可以运行原来PlayStation的游戏，所以可以提供一个异常丰富的游戏库。每款游戏的价格从20～70美元不等。


20.3　Keywords

1.superscalar　超标量

2.floating point unit　浮点数单元

3.render　着色，粉刷，打底，渲染

4.alpha channel　阿尔法信道

5.Bezier surfacing　贝塞尔表面

6.perspective correction　透视修正

7.mipmap　小中见大的贴图

8.interpolate　插值


20.4　Exercises

1.Answer the questions

（1）What kind of games do you play？

（2）What is Mip Mapping？

2.Translation

The speed with which the FPU can process these calculations is expressed as floating point operations per second（FLOPS）. A gigaflop is one billion of these.So the PS2's 6.2-gigaflop FPU can perform 6.2 billion floating point operations in a second！The PS2 has several hardware effects that are handled by the Graphics Synthesizer.They include an alpha channel, Bezier surfacing, perspective correction and mip mapping.The PS2 uses the alpha channel to add transparency effects to an object.This is a special graphics mode used by digital video, animation and video games to achieve certain looks.


20.5　Related Topics

科技论文阅读与写作（二）

19.5　节重点介绍了科技论文的基本组成及各部分的写作要求，本节将整体上介绍科技论文写作中应该把握的要求和技巧。科技论文属于严肃的书面文体，崇尚严谨周密，要求行文简练，重点突出，同时在严谨中见变化，周密中见曲折。

行文简练，就是要将论文中可有可无的字、词、句、段落删去，毫不可惜。正所谓，真理不在于言多，科技论文的分量不在于论文的长度；在严谨中见变化，包括句型的变化、表达方式的强弱变化和适当运用修辞手法。下面分别就这两个问题分别介绍。

1.如何做到行文简练

科技论文常出现重复现象，这种论文使人读起来干燥、笨拙，表现出作者词语贫乏，缺乏写作技巧。要做到行文简练，就要减少不必要的字词句重复，以长代短，适当省略。下面是一些具体实例。

（1）It句型滥用

（It was concluded that）a new method has been devised.

（It will be seen that）further research is needed.

（It was found that）the chemical is dangerous.

（It can readily be seen that）the solution works.

在这几个例子中，滥用了it句型。It句型虽在科技论文中常有出现，但主要在结论和建议时用，过滥的使用有以下缺点：

[1]强占了句中重要的位置，使重要概念和事实推迟出现；

[2]让作者白白写了一个that开始的附加子句；

[3]分散了力量，主句用平淡无力的be做动词，而该强调的行文动词反而放在从句内；

[4]使读者怀疑作者的论据不够有力，好像在回避责任，不够自信。

（2）定冠词的省略和变换

The washing of glassware and the wiping of the bench are obligatory.

（最好改作Washing the glassware and wiping……）

……the reaction mixture was let stand overnight in the refrigerator.

（后一个the改为a）

（3）一些杂例（括号内的词应该省略或替换）

[1]（Thus）a substance that dissolves easily in ligroin usually insoluble in water.

译文：一种易在轻石油中溶解的物质常常在水中不溶解。

[2]（Now）the analysis show that……

译文：分析证明……

[3]The results（which were）obtained……

译文：所得结果……

[4]Diazomethane, particularly when（it is）solvent-free, explodes easily.

译文：重氮甲烷容易爆炸，尤其当它不含溶剂时。

[5]Reduction of a ketone（in many cases）requires……

译文：酮的还原经常需要……

2.如何做到严谨中见变化

科技论文常出现句型、表达方式等一成不变的现象，这种论文使人读起来晦涩难懂，有做作之嫌，真理越浅显越好。要做到严谨中见变化，就要注意句子的长短、结构变化，表达方式的强弱变化和适当运用修辞手法。下面是一些具体实例。

（1）句子的长短变化

The quality of the half-tone reproduction depends both on the grade of paper used and the fineness of the screen，//in general the finer screens giving the better detail, but the limit is set by the adsorbency of the paper and the quality of the printing，//not every printer being equipped to reproduce half-tones with maximum clarity.

分析：这个句子内容过多、过长，难于阅读理解，犯了一逗到底的错误。改进的办法是，将句子在划‘//’处拆成三句。

（2）句子的结构变化

要使句子的结构多样化，可以使用并列或主从复合句；在词序上有些句子用主语开头，有些用前置词语开始，有些用子句为先；偶尔还可以用问句或感叹句等。下例三句有相同的句型、同样的开头，还存在用字重复的现象。

When the trap is ready, set it near an old log.（When you have baited it with corn or peanuts, tie a long string along the ground for about fifty feet.）When everything is ready, take hold of the string and wait for a chipmunk to appear.

分析：括号内句子若改为并列复合句，就能避免重复单调，同时显得略有文采。

After baited it with corn or peanuts, tie a long string to the trigger release and run the string along the ground for about fifty feet.

（3）表达方式的强弱变化

科技论文中为了突出某些材料、观点常用强调语气，这样也可以避免平淡。使用存在动词、主动语气、强调句型、排比句等，可以加强表达力量，使语气更为有力。但要注意强弱相济，不能滥用强调。

下面是一些具体实例。

[1]A deep coloration in the tetranitromethane test suggested the presence of diene.（主动语气）

比较：Our reason for suspecting the presence of a diene was that a deep coloration in the tetranitromethane test was noted.（被动语气）

译文：四硝基甲烷检测剂的深显色作用表明二烯的存在。

[2]Decomposition of the ozonide with water afforded levulinic aldehyde, its peroxide, its further oxidation product levulinic acid, and only minite traces of carbon dioxide, formic acid, and succinic acid.（排比句型）

译文：用水分解臭氧化物给出乙酰丙醛，以及它的过氧化物，进一步的氧化产物乙酰丙酸，微量二氧化碳，甲酸和琥珀酸等。

[3]It is often just where this overlapping occurs, when some connecting channel between them is opened, that the most striking advances in knowledge take place.

译文：通常恰恰是在（各学科）这种交叉的地方，当（各学科之间）某种连接渠道建立的时候，发生突破性的科学进展。

[4]It is often not the computing ability of electronic computer which is required in such case but the ability to store and calculate large number of informations observed.（强调句型）

译文：在这种情况下，通常需要的并非计算机的计算能力，而是存储和处理大量观察信息的能力。

（4）运用适当的修饰手法

[1]Unless you have been living under a rock for the last two years, you have heard about e-commerce！（假设、夸张）

译文：除非你在岩石缝里生活了至少两年，不然你应该听过电子商务这个词！

[2]What is all the hype about？Why the huge valuations？And most importantly, is there a way for you to participate If you have an e-commerce idea, how might you get started implementing it？（排比、反问）

译文：那些广告是关于什么的？那些资产评估报告为什么会那么高？最重要的是，我们怎样才可以参与到电子商务中去？如果我们有一个电子商务的好点子，我们又该如何实现呢？

[3]In some aspects, air behaves like water.（类比、拟人）

译文：在某些方面，空气的性质像水一样。

[4]Under no conditions must the position of balance weights be changed.（倒装、双重否定）

译文：配重的位置无论如何不能改变。

[5]Computers can solve complicated problems that took months for people to do.（对比）

译文：计算机能解决人们要花数月的时间才能解决的复杂课题。


20.6　Additional Reading

Video Game Systems

A video game system is a highly specialized computer. In fact, most systems are based on the same central processing units（CPUs）used in many desktop computers.To keep the cost of the video game system within reasonable limits, most manufacturers use a CPU that has been widely available for long enough to undergo a significant decrease in cost.

Why would people buy a game console instead of a computer？There are several reasons：

·It’s usually much cheaper.Prices range from a high end of about＄200 for the Sony PlayStation 2，to less than＄30 for an older, used system.

·There’s no long wait for the game to load.

·Video game systems are designed to be part of your entertainment system.This means that they are easy to connect to your TV and stereo.

·There are no compatibility issues, such as operating system, DirectX drivers, correct audio card, supported game controller, resolution and so on.

·Game developers know exactly what components are in each system, so games are written to take full advantage of the hardware.

·The degree of technical knowledge required to set up and use it is much lower.Most game consoles are truly“plug and play”.

·Most video game systems have games that allow multiple players.This is a difficult process with a typical home computer.

1.A Short History

Video games have been around since the early 1970s. The first commercial arcade video game, Computer Space by Nutting Associates, was introduced in 1971.In 1972，Atari introduced Pong to the arcades.An interesting item to note is that Atari was formed by Nolan Bushnell, the man who developed Computer Space.He left Nutting Associates to found Atari, which then produced Pong, the first truly successful commercial arcade video game.

That same year, Magnavox offered the first home video game system. Dubbed the Odyssey, it did not even have a microprocessor！The core of the system was a board with about four-dozen＆nbsp；transistors and diodes.The Odyssey was very limited—it could only produce very simple graphics, and required that custom plastic overlays be taped over the television screen.In 1975，Atari introduced a home version of its popular arcade game, Pong.The original home version of Pong was sold exclusively through Sears, and even carried the Sears logo.Pong was a phenomenal success, opening the door to the future of home video games.

Although the Fairchild Channel F, released in 1976，was the first true removable game system, Atari once again had the first such system to be a commercial success. Introduced in 1977 as the Atari Video Computer System（VCS），the 2600 used removable cartridges, allowing a multitude of games to be played using the same hardware.

The hardware in the 2600 was quite sophisticated at the time, although it seems incredibly simple now. It consisted of：

·MOS 6502 microprocessor

·Stella, a custom graphics chip that controlled the synchronization to the TV and all other video processing tasks

·128 bytes of RAM

·4-kilobyte ROM-based game cartridges

The chips were attached to a small printed circuit board（PCB）that also connected to the joystick ports, cartridge connector, power supply and video output. Games consisted of software encoded on ROM chips and housed in plastic cartridges.The ROM was wired on a PCB that had a series of metal contacts along one edge.These contacts seated into a plug on the console's main board when a cartridge was plugged into the system.When power was supplied to the system, it would sense the presence of the ROM and load the game software into memory.

Systems like the Atari 2600，its descendant, the 5200，Coleco's ColecoVision and Mattel's IntelliVision helped to generate interest in home video games for a few years. But interest began to wane because the quality of the home product lagged far behind arcade standards.But in 1985，Nintendo introduced the Nintendo Entertainment System（NES），and everything changed.

The NES introduced three very important concepts to the video game system industry：

·Using a pad controller instead of a joystick

·Creating authentic reproductions of arcade video games for the home system

·Using the hardware as a loss leader by aggressively pricing it, then making a profit on the games themselves

Nintend’s strategy paid off, and the NES sparked a revival in the home video game market that continues to thrive and expand even now. No longer were home video game systems looked upon as inferior imitations of arcade machines.New games that would have been impractical to create for commercial systems, such as Legend of Zelda, were developed for the home markets.These games enticed many people who had not thought about buying a home video game system before to purchase the NES.

Nintendo continued to develop and introduce new game consoles. Other companies, such as Sega and Sony, created their own home video game systems.Let’s look at the core parts of anycurrent video game system.

2.Game System Basics

The basic pieces really haven’t changed that much since the birth of the Atari 2600. Here’s a list of the core components that all video game systems have in common：

·User control interface

·CPU

·RAM

·Software kernel

·Storage medium for games

·Video output

·Audio output

·Power supply

The user control interface allows the player to interact with the video game. Without it, a video game would be a passive medium, like cable TV.Early game systems used paddles or joysticks, but most systems today use sophisticated controllers with a variety of buttons and special features.

Ever since the early days of the 2600，video game systems have relied on RAM to provide temporary storage of games as they’re being played. Without RAM, even the fastest CPU could not provide the necessary speed for an interactive gaming experience.

The software kernel is the console’s operating system. It provides the interface between the various pieces of hardware, allowing the video game programmers to write code using common software libraries and tools.

The two most common storage technologies used for video games today are CD and ROM-based cartridges.Current systems also offer some type of solid-state memory cards for storing saved games and personal information.Newer systems, like the PlayStation 2，have DVD drives.

All game consoles provide a video signal that is compatible with television. Depending on your country, this may be NTSC, PAL or possibly even SECAM.Most consoles have a dedicated graphics processor that provides specialized mapping, texturing and geometric functions, in addition to controlling video output.Another dedicated chip typically handles the audio processing chores and outputs stereo sound or, in some cases, digital surround sound！

3.The Games

The software used on these dedicated computer systems has evolved amazingly from the simple rectangular blips used in Pong. Games today feature richly textured, full-color graphics, awesome sound and complex interaction between player and system.The increased storage capacity of the cartridges and discs allows game developers to include incredibly detailed graphics and CD-quality soundtracks.Several of the video game systems have built-in special effects that add features like unique lighting or texture mapping in real-time.

Now let’s compare console specs.

4.Comparing Consoles

Just like the world of computers, video game systems are constantly getting better. New technology developed specifically for video game systems is being coupled with other new technologies, such as DVD.Here are some system specs.

1）Sony PlayStation 2

·Processor：128-bit“Emotion Engine”

■300 MHz

■Floating point unit（FPU）co-processor

■Maximum bus transfer rate of 3.2 GB per second

■Includes current PlayStation CPU core

·Graphics：“Graphics Synthesizer”

■150 MHz

■Embedded cache

■4 MB VRAM

■75 million polygons per second

·Audio：SPU2（+CPU），48 channels，44.1 kHz or 48 kHz sampling rate，2 MB memory

·RAM：32 MB RDRAM

·Game medium：Proprietary 4.7 GB DVD and original PlayStation CDs

·Drive bay（for hard disk or network interface）

·Controller：Two controller ports，“Dual Shock 2”analog controller

·Other features：

■Two memory card slots

■Optical digital output

■Two USB ports

■FireWire port

■Support for audio CDs and DVD-Video

2）Nintendo GameCube

·Processor：“Gekko”IBM Power PC microprocessor

■485 MHz

■Cache：

◆level 1：32 KB Instruction and 32 KB Data

◆level 2：256 KB

■32-bit address，64-bit data bus

■Maximum bus transfer rate of 2.6 GB per second

■0.18 micron copper interconnects

·Graphics：“Flipper”ATI graphics chip

■162 MHz

■1 MB embedded texture cache

■3 MB Mosys 1T-SRAM（This static RAM uses a single transistor per cell, like DRAM.）

■Approximately 12 million polygons per second

·Audio：Special 16-bit digital signal processor，64 channels，48-kHz sampling rate

·RAM：40 MB（24 MB 1T-SRAM，16 MB of 100-MHz DRAM）

·Game medium：Proprietary 1.5-GB optical disc

·Controller：Four game controller ports, Wavebird wireless game controller

·Other features：

■Handle for carrying

■Two slots for 4-MB Digicard Flash memory cards or a 64-MB SD-Digicard adapter

■High-speed parallel port

■Two high-speed serial ports

■Analog and digital audio-video outputs

3）Microsoft Xbox

·Processor：Modified Intel Pentium III

■733 MHz

■Maximum bus transfer rate of 6.4 GB per second

·Graphics：Custom nVidia 3-D graphics chip

■250 MHz

■Approximately 125 million polygons per second

·Audio：Custom 3-D audio processor

·RAM：64 MB（Xbox has a unified memory architecture—the memory can be allocated to graphics, audio, textures or any other function as needed.）

·Game medium：Proprietary 4.7-GB DVD

·Modem/network：Media communications processor（MCP），10/100-Mbps Ethernet, broadband enabled，56K modem（optional）

·Controller：Four game controller ports

·Other features：

■8-GB built-in hard drive

■5X DVD drive with movie playback

■8-MB removable memory card

■Expansion port
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show (cat, dog, eel);

sub show

for ($i=0; $i <= $#; $i++)
{

print $_[ $i], "\n";
}
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The program itself has about 10 lines.

import java. awl. Graphics;

public class FirstApplet extends java. applet. Applet

public void paint( Graphics g)

{
i

g drawLine(0, 0, 200, 200) ;
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import java. awl. Graphics;
import java. awl. Color;

public class FirstApplet extends java. applet. Applet

public void paint( Graphics g)

{

g setColor( Color. red) ;

g fillRect(0, 0, 200, 200) ;
g setColor( Color. black) ;

g drawLine(0, 0, 200, 200) ;
g drawLine(200, 0, 0, 200) ;
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You can create a simple for loop like you do in C:

for ($1=0; $i < 10; $i+ +)

print §i, "\n";
}
While statements are easy :
$i=0;
while ( $i < 10)

print $i, "\n";
$i+ +;

}
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If you have an array, you can loop through it easily with foreach:

@a = (dog, cat’, eel);
foreach $b (@a)

print $b, "\n";
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for ($1=0; $i < 10; $i+ +)

i
if($il =5)
{
print $i, “\n";

!
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public class FirstApplet extends java. applet. Applet

public void paint( Graphics g)

g drawLine(0, 0, 200, 200) ;
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print " Enter high number; " ;

$i= <STDIN > ;
for ($j=0; $j <= $i; $j++)

print $j, "\n";





OEBPS/Image00045.jpg
You can declare local variables in a subroutine with the word local, as in:

sub xxx

local ( $a, $b, $¢)
§
You can also call a function using &, as in;

&show (a,b7
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Table 5 -1

Name Abbr. Size
Kilo K 2 =1024

Mega M 2% = 1,048,576

Giga G 2% =1,073,741, 824

Tera T 2% 21,099, 511,627,776

Peta P 2% =1, 125, 899, 906, 842, 624

Exa E 29 21,152,921, 504, 606, 846, 976
Zetta z 27 1,180, 591, 620, 717, 411, 303, 424
Yotta ¥ 2% = 1,208, 925,819, 614, 629, 174,706, 176
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// LOADB 128

// MUL
// SAVEC 129

// LOADA 128

// CONB 1

// ADD
// SAVEC 128

// JUMP 4

// STOP
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// Assume a is at address 128
// Assume f is at address 129
Addr opeode/value

0 3 // CONB 1

i 1

2 4 // SAVEB 128
3 128

4 3 // CONB 1

5 1

6 4 // SAVEB 129
7 129

8 1 // LOADA 128
9 128

10 3 // CONB 5

1. %

12 10 // COM

13 14 /731G 17

14 31

Isi // LOADA 129
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Table 6 -1

Name Date Transistors Microns Clock speed Data width MIPS
8080 1974 6000 6 2 MHz 8 bits 0.64
16 bits
8088 1979 29,000 3 5 MHz 0.33
8-bit bus
80286 1982 134,000 Ls 6 MHz 16 bits 1
80386 1985 275,000 Ls 16 MHz 32 bits s
80486 1989 1,200,000 1 25 MHz 32 bits 20
32 bits
Pentium 1993 3,100,000 0.8 60 MHz 100
64-bit bus
32 bits
Pentium [ 1997 7,500,000 0.35 233 MHz ~300
64-bit bus
32 bits
Pentium [ 1999 9,500, 000 450 MHz ~510
64-bit bus
32 bits
Pentium 4 2000 42, 000, 000 0.18 1.5 GHz ~1700

64-bit bus
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// Assume a is al address 128

// Assume f is at addres

0
1

RS- SRV I SR

10
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13
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15
16
iy ¢

CONB 1
SAVEB 128
CONB 1
SAVEB 129
LOADA 128
CONB 5
coM

JG 17
LOADA 129
LOADB 128
MUL
SAVEC 129
LOADA 128
CONB 1
ADD
SAVEC 128
JUMP 4
STOP

129
//a=1;

//1=1;

//ifa > 5 the jump to 17

s/ f=fxag

Hha=a ity

// loop back to if
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a=1;
i

while (a < = 5)
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Table 3 -1

Bit-Depth Number of Colors
1 2 (monochrome)
2 4 (CGA)
4 16 (EGA)
8 256 (VGA)
16 65,536 (High Color, XGA)
24 16,777,216 (True Color, SVGA)
32 16,777,216 (True Color + Alpha Channel )
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(a) Three platters (b) Six R/W heads
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