









Why Do You Need This New Edition?

6 Good Reasons Why You Should Buy This New Edition

of Psychology and Life!


1.


This edition of Psychology and Life is fresh with the most up-to-date coverage and brimming with over 560 new references. Our goal is to be the most current, most accurate, and most accessible treatment of our discipline today. An in-depth list of updates can be found in the preface.


2.


This edition of Psychology and Life presents cutting-edge research on interactions of genes and environments. For much of its history, psychology has asked the question “Nature or nurture?” However, in recent years researchers have demonstrated important instances in which nature (genes) have an

impact only in particular circumstances of nurture (environments). This edition provides examples of these interactions for central topics such as intelligence, attachment, and psychopathology.


3.


Psychology and Life is now accompanied by the brand-new MyPsychLab Video Series! This new series

offers instructors and students the most current and cutting-edge introductory psychology video

content available anywhere. These exclusive videos take the viewer into today’s research laborato-

ries, inside the body and brain through breathtaking animations, and out into the street for real-world applications. Guided by the Design, Development, and Review team, a diverse group of introductory psychology professors, this comprehensive new series features 17 half-hour episodes organized around the major topics of the introductory psychology course syllabus.


4.


In addition to the vast topical updates made to this edition, we have replaced more than one-third of the nearly 140 featured studies, highlighted with dark fuchsia brackets throughout the text. These major studies showcase the scientific process that drives psychological research.


5.


Every feature box in each chapter has been taken into consideration during this revision. Many boxes contain updated research, and 11 of the Critical Thinking in Your Life and Psychology in Your Life boxes have been replaced with new topics altogether.


6.


Throughout the text, you will find references to the new Experiments Tool in MyPsychLab. Just as

Psychology and Life emphasizes the process behind the science of psychology, the Experiments

Tool will allow you to become an active part of that process by participating in key psychological experiments and inventories.
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Preface


I need to put my son in day care to come back to school.

Is that going to be all right for him?

What should I do if I have a friend talking about suicide?

Teaching introductory psychology is one of the great-

est challenges facing any academic psychologist.

Indeed, because of the range of our subject matter,

it is probably the most difficult course to teach ef-

It is comforting that each of these questions has been addressed

fectively in all of academia. The course must cover both the

by rigorous empirical research. Psychology and Life
 is devoted

micro-level analyses of nerve cell processes and the macro-level

to providing students with scientific analyses of their foremost

analyses of cultural systems: both the vitality of health psychol-

concerns. As a result, the features of Psychology and Life
 support

ogy and the tragedy of lives blighted by mental illness. The

a central theme: psychology as a science, with a focus on apply-


challenge in writing this text—like the challenge in teaching—is


ing
 that science to your students’ lives.

to give form and substance to all this information, to bring it to

life for your students.

More often than not, students come into the course filled

Critical Thinking in Your Life

with misconceptions about psychology that they have picked

up from the infusion of “pop psychology” into our society. They

An important goal of Psychology and Life
 is to teach the scientific

also bring with them high expectations about what they want to

basis of psychological reasoning. When students ask questions,

get out of a course in psychology—they want to learn much that

they quite often have acquired partial answers based on the types

will be personally valuable, that will help them improve their

of information that are available in the popular media. Some of

everyday lives. Indeed, that is a tall order for any teacher to fill.

that information is accurate, but often students do not know how

But I believe that Psychology and Life
 can help you to fill it.

to make sense of it. How do they learn to interpret and evalu-

The goal has been to design a text that students will enjoy

ate what they hear in the media? How can they become wiser

reading as they learn what is so exciting and special about the

consumers of the overabundance of research studies and surveys

many fields of psychology. The goal for every chapter, in every

cited? How can they judge the credibility of these sources? To

sentence, has been to ensure that students will want to go on

counteract this infusion of so-called reliable research, this text

reading. At the same time, I have focused on how the text will

provides students with the scientific tools to think critically about

work within the syllabi of instructors who value a research-

the information with which they are surrounded and to draw

centered, applications-relevant approach to psychology.

generalizations appropriate to the goals and methods of research.

This 20th edition of Psychology and Life
 has only a single

A feature called Critical Thinking in Your Life
 seeks to

author, but it retains the vision reflected in the collaboration

confront students directly with the experimental basis of critical

between Richard Gerrig and Philip Zimbardo. That partnership

conclusions. The intention is not to maintain that each of these

was forged because of a shared a commitment to teaching psy-

boxes has the definitive answer to a particular research area, but

chology as a science relevant to human welfare. Phil Zimbardo

to invite critical thinking and open the door for further questions.

and I brought our teaching experience to bear on a text that

balances scientific rigor with psychology’s relevance to contem-

porary life concerns. This latest edition continues the text’s tra-

dition of bringing the most important psychological insights to

bear on your students’ lives.

Critical Thinking in Your Life

DOES “COMFORT FOOD” REALLY GIVE COMFORT?

An important goal of Psychology and Life
 is to improve your

But why does comfort food help with negative emotions?

ability to think critically: The text should help you “reach

Another pair of researchers suggested that, across our

TEXT THEME: THE SCIENCE

intelligent decisions about what [you] should believe and

lives, we mostly eat comfort food in the company of loved

how [you] should act” (Appleby, 2006, p. 61). To get started

ones (Troisi & Gabriel, 2011). For that reason, we have

toward that goal, let’s consider a real-world scenario. You’re

associations built up in memory so that comfort food calls to

having a tough day, so you decide to indulge in some comfort

mind the emotional warmth of those relationships. To test

food. Now take a step back. What evidence would you want

that hypothesis, the researchers assembled two groups of

OF PSYCHOLOGY

to decide whether comfort food really makes you feel better?

students: Some had previously reported that chicken soup was

Let’s see how researchers have approached this question.

a comfort food; the second group did not have that association.

If comfort food really gives comfort, people should

At the start of the experiment, some students ate chicken

consume more while experiencing emotional distress. To

soup and others did not. The students then completed a task

test that hypothesis, a team of researchers asked college

in which they were given word fragments (for example, li
 —)

The aim of Psychology and Life
 is to use solid scientific research

women to watch a “brutal and violent” film excerpt (Evers

that could be completed as relationship words (for example,

et al., 2010). The researchers intended the excerpt to produce


like
 ). The researchers demonstrated that the students who

negative emotions—and it did. However, some of the women

consumed chicken soup—when it counted as a comfort

to combat psychological misconceptions. In my experience as a

were told to suppress their emotional responses while they

food—produced the most relationship words. For that group,

watched, “so that anybody looking at them would not be

the experience of eating chicken soup made relationship

teacher, one of the most reliable aspects of teaching introduc-

able to determine what kind of excerpt they were watching”

associations easily accessible in memory.

(p. 797 ). A second group was not asked to hide their feelings.

These projects suggest that the memories associated

tory psychology is that students offer questions that are urgent

After watching the film, the students believed they were

with the consumption of comfort food help people deal with

starting an unrelated study on taste. They were given the

negative emotions. Now, use your critical thinking skills. What

opportunity to eat both comfort food (for example, chocolate)

else would you like to know before you indulge in your own

for them:

and non-comfort food (for example, unsalted crackers). The

comfort food binge?

women who had suppressed their emotions ate twice as

t In the first study, why might the researchers have kept their

much comfort food as the other group; they ate just about

sample to just one sex?

My mother is taking Prozac: Will we learn what it does?

the same amount of non-comfort food. This pattern suggests

that people actually do prefer comfort food when they are

t With respect to the researchers’ theory, why would chicken

experiencing emotional turmoil.

soup not be comfort food for everyone?

Are you going to teach us how to study better?
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Critical Thinking in Your Life
 topics, by chapter:

Chapter 1

Psychology in Your Life


NEW!
 Does “Comfort Food” Really Give Comfort?

Chapter 2

IN WHAT WAYS DO PSYCHOLOGISTS PARTICIPATE IN THE LEGAL SYSTEM?

Why Is Skill with Numbers Important?

Chapter 3

An important lesson of Psychology and Life
 is that empirical

of the life factors that make violence more or less likely.

research provides psychologists with a broad range of

Researchers make an important distinction between static
 and


NEW!
 How Does Culture Become “Embrained”?

expertise. As the text unfolds, you’ll have a good many


dynamic
 factors (Douglas & Skeem, 2005). Static factors are

opportunities to see how research results apply to important

those that are relatively stable over time (such as gender and

Chapter 4

issues in everyday life. You’ll also see how psychological

age at first conviction); dynamic variables are those that may

expertise functions in the public forum. As an initial example,

change over time (such as emotional control and substance

let’s consider how forensic psychologists
 become involved in

abuse). The inclusion of dynamic factors suggests how risk

Are Drivers Distracted When They Use Their Cell

important legal decisions.

changes over time. Past history alone does not provide a valid

The legal system relies on forensic psychologists to

indication of how a person will behave in the future. It’s also

Phones?

provide assessments for both civil and criminal proceedings

important to measure the trajectory of a person’s life.

(Packer, 2008). On the civil side, for example, forensic

Researchers must provide evidence that risk assessment

Chapter 5

psychologists provide evidence that influences decisions about

devices are successful at predicting future violence (Singh

child custody in divorce hearings. They might also testify about

et al., 2011; Yang et al., 2010). To do so, researchers often

the potential psychological harm workers have sustained in a

follow groups of individuals over time. For example, Wong

What Can We Learn from “the Munchies”?

particular place of employment. On the criminal side, forensic

and Gordon (2006) evaluated 918 adult male offenders who

psychologists evaluate people’s capacity to understand the

were incarcerated in the Canadian provinces of Alberta,

Chapter 6

acts they have committed and their competence to stand trial.

Saskatchewan, and Manitoba. Each participant was evaluated

Forensic psychologists also assess whether individuals are a

with the Violence Risk Scale (VRS), which measures six static


NEW!
 When Do “Time Outs” Change Children’s

danger to themselves or others. Let’s examine that last role

and 20 dynamic variables. To evaluate the validity of the VRS,

more closely.

the researchers followed their participants over several years,

Behavior?

Suppose that a person is sent to prison for committing a

to see how often they were convicted of new crimes after they

violent crime. After having served some time, he or she arrives

had been released into the community. In both the short term

at a parole hearing. An important consideration at that hearing

(after 1 year) and the longer term (after 4.4 years), men who

Chapter 7

will be what lies in the prisoner’s future. What is the likelihood

had obtained higher ratings on the VRS were more likely to be

that violent acts will occur again?

convicted of additional violent crimes.

How Can Memory Research Help You Prepare for

In recent years, psychologists have attempted to provide

Research results of this sort are quite important because

increasingly research-based answers to that question (Fabian,

they help forensic psychologists provide more accurate

Exams?

2006). This research often begins with a theoretical analysis

guidance for legal judgments.

Chapter 8

Why and How Do People Lie?

Chapter 9

Chapter 4


NEW!
 Why Do Intelligent People Have Longer Lives?


NEW!
 Does a Painful Break-up Really
 Hurt?

Chapter 10

Chapter 5

How Does Day Care Affect Children’s Development?

Are You a Morning Type or an Evening Type?

Chapter 11

Chapter 6

How Does Motivation Affect Academic

How Does Classical Conditioning Affect Cancer

Achievement?

Treatment?

Chapter 12

Chapter 7

Can Health Psychology Help You Get More Exercise?


NEW!
 How Can You Benefit from the “Testing

Chapter 13

Effect”?

How Is Personality Conveyed in Cyberspace?

Chapter 8

Chapter 14

How Can You Become More Creative?

How Do Disorders Enter the DSM?


Chapter 9

Chapter 15


NEW!
 What Brain Differences Accompany Higher


NEW!
 Can Internet-Based Therapies Be Effective?

Intelligence?

Chapter 16

Chapter 10

How Can You Get People to Volunteer?


NEW!
 What Happens When Children Become

Bilingual?

Chapter 11

Psychology in Your Life

How Does the Presence of Others Influence Your

The questions I cited earlier are real questions from real stu-

Eating?

dents, and your students will find the answers throughout the

Chapter 12

book. These questions represent data collected from students

Can You Accurately Predict Your Future Emotions?

over the years. The text uses the students’ own questions—what

Chapter 13


NEW!


they’ve said they need to know about psychology—in the form

Do You Believe That Personality Can Change?

of the popular Psychology in Your Life
 sections. The hope is

Chapter 14

that your students will see, in each instance, exactly why psy-

How Can We Pinpoint Interactions of Nature and

chological knowledge is directly relevant to the decisions they

Nurture?

make every day of their lives.

Chapter 15

Are Lives Haunted by Repressed Memories?

Chapter 16

In What Ways Are You Like a Chameleon?


Psychology in Your Life
 topics, by chapter:

Chapter 1

In What Ways Do Psychologists Participate in the

Featured Studies

Legal System?

Chapter 2

These major studies showcase the how
 and why
 behind key


NEW!
 Does Wishful Thinking Affect How You

psychological research. These studies have been integrated into

Evaluate Information?

the text itself, allowing students to understand their full impact

Chapter 3

within the context of their reading. Example topics include plas-

How Does Your Brain Determine Trust?

ticity in the visual cortex of adult rats, the impact of meditation
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on brain structure, the impact of culture on judgments of which

t Updated example of the process of research: “Language

category members are typical, the impact of emotional arousal

style matching predicts relationship initiation and

on memory, self-handicapping in academic contexts, family

stability” (Ireland et al., 2011)

therapy for children’s anxiety disorders, cross-cultural differ-

t New featured studies:

ences in cognitive dissonance, and consequences of implicit

t “The invisible benefits of exercise” (Ruby et al., 2011)

prejudice. Many of the nearly 120 featured studies throughout

t “Media use and child sleep: The impact of content,

the text are new or have been revised for this edition.

timing, and environment” (Garrison et al., 2011)

t “Birds of a feather sit together: Physical similarity

predicts seating choice” (Mackinnon et al., 2011)

Pedagogical Features


Chapter 3



Psychology and Life
 has maintained a reputation for presenting

the science of psychology in a way that is challenging, yet ac-

t New Critical Thinking in Your Life: How Does Culture

cessible, to a broad range of students, and the 20th edition is no

Become “Embrained”?

exception. To enhance students’ experience, the book includes

t New section on the interaction of genes and environments

several pedagogical features:

t New discussion of mirror neurons

t Expanded discussion of H. M.

t 
Stop and Review.

 This feature appears at the end

t New featured studies:

of every major section and provides students with

t “A genetic analysis of coffee consumption in a sample

thought-provoking questions to test their mastery of

of Dutch twins” (Vink et al., 2009)

material before moving on. Answers to these questions

t “Children’s genotypes interact with maternal responsive

can be found in the Answer Appendix at the back of

care in predicting children’s competence: Diathesis-

the book.

stress or differential susceptibility?” (Kochanska et al.,

t 
Recapping Main Points.

 Each chapter concludes with a

2011)

chapter summary, Recapping Main Points,
 which sum-

t “Attention and memory in aged rats: Impact of lifelong

marizes the chapter content and is organized according to

environmental enrichment” (Harati et al., 2011)

major section headings.

t 
Key Terms.

 Key terms are boldfaced in the text as they ap-


Chapter 4


pear with their definitions at the bottom of each page and

are listed, with page references, at the end of each chapter

t New Psychology in Your Life: Does a Painful Break-up

for quick review.

Really Hurt?

t 
Practice Test.

 Each chapter concludes with a practice test

t New research study: “Differential neuronal responses to

with 15 multiple-choice questions based on the material in

the self and others in the extrastriate body area (EBA) and

both the main text and the boxes. In addition, the practice

the fusiform body area” (Vocks et al., 2010)

test provides sample essay questions that allow students

t New figure and discussion of the thalamus and lateral

to think more broadly about the content of each chapter.

geniculate nucleus

Multiple-choice answers can be found in the Answer

Appendix.


Chapter 5


t 
MyPsychLab Resources.

 Throughout the chapters, valu-

t Revised section on unattended information

able video clips, audio files, and simulations are referred to

t Update on paradoxical insomnia

that will help you understand the concepts in each chapter.

t Update on properties of dreams

In the eText, they are hyperlinked to take you directly to

t New featured studies:

the resource in MyPsychLab.

t “Sleep selectively enhances memory expected to be of

future relevance” (Wilhelm et al., 2011)

t “Effect of hypnosis on pain and blink reflexes in

patients with painful temporomandibular disorders”

NEW INTHE 20TH EDITION

(Abrahamsen et al., 2011)

t “Impact of mindfulness-based stress reduction train-

ing on intrinsic brain connectivity” (Kilpatrick et al.,

Selected Chapter-by-Chapter Changes

2011)


Chapter 1



Chapter 6


t New Critical Thinking in Your Life: Does “Comfort Food”

Really Give Comfort?

t New Critical Thinking in Your Life: When Do “Time

t Updated discussion of structuralism and functionalism.

Outs” Change Children’s Behavior?

t Updated figures on distributions of degrees and work

t Updated research added to Psychology in Your Life: How

settings for psychologists.

Does Classical Conditioning Affect Cancer Treatment?

t Biological constraints integrated into sections on classical


Chapter 2


and operant conditioning

t New featured studies:

t New Psychology in Your Life: Does Wishful Thinking

t “Interactions of temperatures and taste in conditioned

Affect How You Evaluate Information?

aversions” (Smith et al., 2010)

t Updated Critical Thinking in Your Life: Why Is Skill with

t “Testing pigeon memory in a change detection task”

Numbers Important?

(Wright et al., 2010)

Preface


xxi



Chapter 7



Chapter 10


t New Psychology in Your Life: How Can You Benefit from

t New Psychology in Your Life: What Happens When

the “Testing Effect”?

Children Become Bilingual?

t New research on working memory capacity (Kleider et al.,

t Updated research in Critical Thinking in Your Life: How

2010; Sörqvist et al., 2010)

Does Day Care Affect Children’s Development?

t Revised section on processes and implicit memory with

t Discussion of ethical concerns for developmental

updated research (Eich & Metcalfe, 2009)

research

t New material on judgments of learning

t Discussion of critical periods versus sensitive periods

t Revised discussion of Alzheimer’s disease

t Discussion of the cephalocaudal and proximodistal

t New featured studies:

principles

t “Writing about testing worries boosts exam perform-

t New research on infant cognition (Jowkar-Baniani &

ance in the classroom” (Ramirez & Beilock, 2011)

Schmuckler, 2011; Newman et al., 2010)

t “Long-term conceptual implicit memory: A decade

t New section on theory of mind

of evidence” (Thomson et al., 2010)

t New research on the long-term impact of infant tempera-

t “Combating co-witness contamination: Attempting

ment (Degnan et al., 2011).

to decrease the negative effects of discussion on

t New discussion of Marcia’s concept of identity status

eye-witness memory” (Paterson et al., 2011)

t Revised discussion of prenatal hormones and sex

t “Faces are special but not too special: Spared face

differences

recognition in amnesia is based on familiarity”

t New research on gender differences in moral reasoning

(Aly et al., 2010)

(Mercadillo et al., 2011; You et al., 2011)

t New featured studies:


Chapter 8


t “The association between computer use and cognition

across adulthood: Use it so you won’t lose it?” (Tun &

t Updated research in Critical Thinking in Your Life: Why

Lachman, 2010)

and How Do People Lie?

t “The association between parenting and attachment

t New discussion of the Pirahã people with respect to

security is moderated by a polymorphism of the min-

language and thought

eralocorticoid receptor gene: Evidence for differential

t New research on the belief-bias effect (Dube et al., 2010)

susceptibility” (Luijk et al., 2011)

t Section on creativity moved to this chapter

t “The effect of passengers and risk-taking friends on

t New research on the anchoring heuristic (Adaval & Wyer,

risky driving and crashes/near crashes among novice

2011)

teenagers” (Simons-Morton et al., 2011)

t New featured studies:

t “Establishing the next generation at work: Leader gen-

t “Attenuating information in spoken communication:

erativity as a moderator of the relationship between

For the speaker, or for the addressee?” (Galati &

leader age, leader-member exchange, and leadership

Brennan, 2010)

success” (Zacher et al., 2011)

t “Who dunnit? Cross-linguistic differences in eye-

t “Gender differences in the neural correlates of humor

witness memory” (Fausey & Boroditsky, 2011)

processing: Implications for different processing

t “Ending on a high note: Adding a better end to effortful

modes” (Kohn et al., 2011)

study” (Finn, 2010)

t “Ventral striatal signal changes represent missed


Chapter 11


opportunities and predict future choice” (Büchel et al.,

t Updated research in Critical Thinking in Your Life: How

2011)

Does Motivation Affect Academic Achievement?

t Revised discussion of hormones and the regulation of


Chapter 9


eating

t New Critical Thinking in Your Life: Why Do Intelligent

t Updated discussion on obesity, including interactions

People Have Longer Lives?

of genes and environment that may predispose some

t New Psychology in Your Life: What Brain Differences

individuals to obesity (Gautron & Elmquist, 2011)

Accompany Higher Intelligence?

t Revised discussion of racial differences in body

t Updated information on intellectual disabilities

dissatisfaction

t Critiques of Sternberg’s and Gardner’s theories of

t New research on power and cheating in relationships

intelligence

(Lammers et al., 2011)

t New research on interactions of genetics and environment

t New research on sexual norms in the United States

(Tucker-Drob et al., 2011)

t New research on the consequences of need for

t New research on assessment of early childhood interven-

achievement

tions (Lee, 2011; Zhai et al., 2011)

t New featured studies:

t New featured studies:

t “Getting a bigger slice of the pie. Effects on eating and

t “The practical intelligence of entrepreneurs: Anteced-

emotion in restrained and unrestrained eaters” (Polivy

ents and a link with new venture growth” (Baum et al.,

et al., 2010)

2011).

t “Sperm competition risk affects male mate choice

t “Trait emotional intelligence in sports: A protective role

copying” (Bierbach et al., 2011)

against stress through heart rate variability?” (Laborde

t “Mating interest improves women’s accuracy in judging

et al., 2011)

male sexual orientation” (Rule et al., 2011)
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Chapter 12


t New featured studies:

t “The moderational role of anxiety sensitivity in flight

t Expanded section on culture and facial expressions

phobia” (Vanden Bogaerde & De Raedt, 2011)

t Revised section on culture and emotional expression

t “Motor inhibition in hysterical conversion disorder”

t Revised section on the impact of moods and emotions

(Cojan et al., 2010)

t New research examining the long-term impact of 9/11/01

t “The rejection-rage contingency in borderline

(DiGrande et al., 2011)

personality disorder” (Berenson et al., 2011)

t Revised discussion of the impact of socioeconomic factors

t “The relationship of multiple aspects of stigma and

on physical psychological health

personal contact with someone hospitalized for

t Revised discussion of psychoneuroimmunology

mental illness, in a nationally representative sample”

t New research on an intervention for Type A behavior

(Boyd et al., 2010)

(Wright et al., 2011)

t New featured studies:


Chapter 15


t “The weapon focus effect on memory for female versus

male perpetrators” (Pickel, 2009)

t New Critical Thinking in Your Life: Can Internet-Based

t “The development and initial validation of a brief daily

Therapies Be Effective?

hassles scale suitable for use with adolescents” (Wright

t Revised discussion of diversity issues in psychotherapy

et al., 2010)

t Revised discussion of mental illness and homelessness

t “Preventing children’s stress after disaster with teacher-

t Excerpts from transcripts of psychodynamic, cognitive

based intervention: A controlled study” (Wolmer et al.,

behavioral, and client-centered therapy

2011)

t Updated information on drug therapies and ECT

t “Spousal support and changes in distress over time

t New section on common factors in psychotherapy,

in couples coping with cancer: The role of personal

including a discussion of the therapeutic alliance

control” (Dagan et al., 2011)

t New discussion of community psychology

t “Benefit finding, affective reactions to diabetes stress,

t New featured studies:

and diabetes management among early adolescents”

t “Treating cockroach phobia with augmented reality”

(Tran et al., 2011)

(Botella et al., 2010)

t “Patient and physician beliefs about control over health:

t “Amount of earnings during prize contingency man-

Association of symmetrical beliefs with medication

agement treatment is associated with posstreatment

regimen” (Christensen et al., 2010)

abstinence outcomes” (Petry & Roll, 2011)

t “Mothers and fathers in family cognitive-behavioral


Chapter 13


therapy for anxious youth” (Podell & Kendall, 2011)

t New Psychology in Your Life: Do You Believe That


Chapter 16


Personality Can Change?

t New discussion of Carl Rogers’s view of the self

t New research on culture and self-serving biases (Imada &

t New discussion of terror management theory

Ellsworth, 2011)

t New featured studies:

t Revised discussion of conformity in everyday life

t “Sources of cumulative continuity in personality:

t New discussion of jigsaw classrooms

A longitudinal multiple-rater twin study” (Kandler

t New discussion of evolutionary analyses of facial

et al., 2010)

attractiveness

t “What it pays to know about a close other: The value

t New research on culture and love (Riela et al., 2010)

of if-then personality knowledge in close relationships”

t Reassessment of the facts of Kitty Genovese’s murder

(Friesen & Kammrath, 2011)

and expanded discussion of contemporary research on

t “The effects of self-efficacy on academic success of

bystander intervention

first-generation college sophomore students” (Vuong

t New featured studies:

et al., 2010)

t “They say a triple lutz: Bias and perception in American

t “Culturally divergent responses to mortality salience”

and Russian newspaper coverage of the 2002 Olympic

(Ma-Kellams & Blascovich, 2011)

figure skating scandal” (Stepanova et al., 2009)

t “Self-verification as a mediator of mothers’ self-fulfilling


Chapter 14


effects on adolescents’ educational attainment” (Scherr

et al., 2011)

t Updated research added to Psychology in Your Life:

t “Why do people get phished? Testing individual

How Can We Pinpoint Interactions of Nature

differences in phishing vulnerability within an

and Nurture?

integrated information processing model” (Vishwanath

t New research on the prevalence of PTSD (DiGrande

et al., 2011)

et al., 2011; Fan et al., 2011)

t “‘I hope I’m not disturbing you, am I?’ Another

t New research on cognitive biases and anxiety disorders

operationalization of the foot-in-the-mouth paradigm”

(Taylor et al., 2010)

(Meineri & Guéguen, 2011).

t Revised discussion of behavioral approaches to mood

t “We must not be enemies: Interracial contact and the

disorders

reduction of prejudice among authoritarians” (Dhont &

t New research on adolescent sexuality and suicide

Van Hiel, 2009)

(Marshal et al., 2011)

t Revised section on the stigma of mental illness
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t “What is beautiful is good because what is beautiful is

existing questions, and edit, create, and store using simple drag-

desired: Physical attractiveness stereotyping as projection

and-drop and Word-like controls. Data on each question pro-

of personal goals” (Lemay et al., 2010)

vide information on difficulty level and page number. For more

t “This is your brain on violent video games: Neural

information, go to http://www.PearsonMyTest.com.


desensitization to violence predicts increased ag-

gression following violent video game exposure”


Power Point Presentations:
 Pearson is pleased to offer a

(Engelhardt et al., 2011)

unique and comprehensive collection of PowerPoint presenta-

tions, prepared by Christopher T. Arra (Northern Virginia Com-

munity College) for use in your classroom. The PowerPoints are

available for download at the Instructor’s Resource Center (http://



www.pearsoned.com/IRC) o
 r on the Instructor’s Resource DVD

THE PSYCHOLOGY AND LIFE


(ISBN 0-205-89877-7). Instructors can choose from a Power-



Point lecture presentation
 that highlights major topics from the

TEACHING AND

chapter, pairing them with select art images, or a PowerPoint col-


LEARNING PROGRAM


lection of the complete art files
 from the text. Finally, Pearson

has developed a set of Interactive PowerPoints
 (available only on

the Instructor’s Resource DVD) with embedded animations, vid-

A good textbook is only one part of the package of educational

eos, and activities. Many of the slides include layered art, allow-

materials that makes an introductory psychology course valu-

ing instructors the ability to highlight specific aspects of a figure,

able for students and effective for instructors. A number of

such as identifying each part of the brain.

valuable ancillary materials in both electronic and print form

will make the difficult task of teaching introductory psychology


Instructor’s DVD (ISBN 0-205-89877-7):
 Bringing all of the

easier for you and more interesting for your students.

20th edition’s instructor resources together in one place, the In-

structor’s Resource DVD offers all versions of the PowerPoint

The Instructor’s Manual (IM)
 , authored by David Ward

presentations, the electronic files for the Instructor’s Manual

(Arkansas Tech University), gives you unparalleled access

materials, and the Test Bank to help you customize your lecture

to a huge selection of classroom-proven assets. Each chapter

notes. (Note that these resources can also be downloaded from

offers integrated teaching outlines to help instructors seam-

the Instructor Resource Center online by following the direc-

lessly incorporate all the ancillary materials for this book into

tions at 
http://www.pearsonhighered.com/irc.
 )


their lectures. Instructors will also find an extensive bank of

lecture launchers, handouts, activities, crossword puzzles,

suggestions for integrating third-party videos and web re-

Online Options for Instructors

sources, and cross-references to the hundreds of multime-

and Students

dia and video assets found in the MyPsychLab course. The

Instructor Manual is available for download from the In-

MyPsychLab for Psychology and Life
 , 20th Edition

structor’s Resource Center at http://www.pearsonhighered



.com/irc o
 r from the Instructor’s DVD (ISBN 0-205-89877-7).

MyPsychLab

The Test Bank
 , authored by Jason Spiegelman (Commu-



Personalize Learning with MyPsychLab



nity College of Baltimore County) contains, for each chap-

t The new MyPsychLab
 delivers proven results in helping

ter, multiple-choice
 questions, some of which address myths

students succeed, provides engaging experiences that per-

or factoids from the text, along with true/false
 questions and

sonalize learning, and comes from a trusted partner with


fill-in-the-blank
 questions. Each conceptual and applied

educational expertise and a deep commitment to helping

multiple-choice question has an answer justification, and all

students and instructors achieve their goals.

questions include a page reference, a difficulty rating (easy/

t The new Experiments Tool
 within MyPsychLab allows

medium/difficult), and skill type (conceptual/factual/applied).

students to experience psychology by participating in key


Essay
 questions which deal specifically with critical-thinking

experiments, inventories, and surveys. All experiments in

skills, have also been included, along with sample answers for

the Tool collect data, providing instructors with a valuable

each. The TIF is available for download from the Instrutor’s Re-

tool for illustrating the science behind core psychological

source Center at http://www.pearsonhighered.com/irc o
 r from concepts in their classroom.

the Instructor’s DVD (ISBN 0-205-89877-7).

t The Pearson eText
 lets students access their textbook

anytime, anywhere, and in any way they want—including

listening online or downloading to an iPad.

t A personalized study plan
 for each student, based on

Bloom’s Taxonomy, arranges content from less complex

thinking—such as remembering and understanding—to

The test bank is available in a computerized format called Pear-


more complex critical thinking—such as applying and analyz-


son MyTest
 . It is a powerful assessment generation program

ing. This layered approach promotes better critical-thinking

that helps instructors easily create and print quizzes and exams.

skills and helps students succeed in the course and beyond.

Questions and tests can be authored online, allowing instruc-

t Assessment
 tied to every video, application, and chapter

tors ultimate flexibility and the ability to efficiently manage

enables both instructors and students to track progress

assessments anytime, anywhere. Instructors can easily access

and get immediate feedback. With results feeding into
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a powerful grade book, the assessment program helps

Students can access the videos anytime within MyPsychLab,

instructors identify student challenges early—and find

and each clip is accompanied by enriching self-assessment

the best resources with which to help students.

quizzes. Instructors can access the videos for classroom presen-

t An assignment calendar
 allows instructors to assign

tation in MyPsychLab or on DVD.

graded activities, with specific deadlines, and measure

student progress.

t New MyClassPrep
 collects the very best class presentation

resources in one convenient online destination, so instruc-

tors can keep students engaged throughout every class.

ACCESSING ALL RESOURCES


For a list of all student resources
 available with Psychology



and Life,
 go to www.mypearsonstore.com, en
 ter the text ISBN

(0-205-85913-5), and check out the “Everything That Goes


MyPsychLab for BlackBoard and MyPsychLab for WebCT:


with It” section under the book cover.

The customized BlackBoard cartridge and WebCT epack in-


For access to all instructor supplements for Gerrig,


clude the complete Test Item File, chapter Learning Objectives,



Psychology and Life,

 simply go to
 http://pearsonhighered.


Glossary Flashcards, Chapter Summaries, a link to MyPsychLab,


com/ir
 c and follow the directions to register (or log in if you and Chapter Exams. Ask your Pearson representative about

already have a Pearson user name and password).

custom offerings for other learning management systems.

Once you have registered and your status as an instructor

is verified, you will be e-mailed a login name and password. Use

your login name and password to gain access to the catalogue.

Click on the “online catalogue” link, click on “psychology”

New MyPsychLab Video Series

followed by “introductory psychology” and then the Gerrig,

This new video series offers instructors and students the most


Psychology and Life
 text. Under the description of each supple-

current and cutting-edge introductory psychology video con-

ment is a link that allows you to download and save the supple-

tent available anywhere. These exclusive videos take the viewer

ment to your desktop.

into today’s research laboratories, inside the body and brain


For technical support for any of your Pearson products,


through breathtaking animations, and out into the street for


you and your students can contact
 
http://247.pearsoned.com.



real-world applications. Guided by the Design, Development,

and Review team, a diverse group of introductory psychology

professors, this comprehensive new series features 17 half-hour

episodes organized around the major topics of the introductory

PERSONAL

psychology course syllabus. The MyPsychLab video series was

designed with flexibility in mind. Each half-hour episode in

ACKNOWLEDGMENTS

the MyPsychLab video series is made up of several five-minute

clips that can be viewed separately or together:

Although the Beatles may have gotten by with a little help from

t The Big Picture
 introduces the topic of the episode and

their friends, I have survived the revision and production of

draws in the viewer.

this edition of Psychology and Life
 only with a great deal of help

t The Basics
 uses the power of video to present foundational

from many colleagues and friends. I especially thank Brenda

topics, especially those that students find difficult to

Anderson, Ruth Beyth-Marom, Susan Brennan, Turhan Canli,

understand.

Joanne Davila, Anna Floyd, Tony Freitas, Paul Kaplan, Daniel

t Special Topics
 dives deeper into high-interest and often

Klein, Anne Moyer, Timothy Peterson, Suzanne Riela, John

cutting-edge topics, showing research in action.

Robinson, and Aimée Surprenant.

t Thinking Like a Psychologist
 models critical thinking and

I would like to thank the following reviewers of both this

explores research methods.

edition and previous ones, who read drafts of the manuscript

t In the Real World
 focuses on applications of psychological

and provided valuable feedback:

research.

t What’s in It for Me?
 These clips show students the rel-

Nancy Adams, Marshalltown Community College

evance of psychological research to their lives.

Debra Ainbinder, Lynn University

Preface


xxv


Robert M. Arkin, Ohio State University

Dong Hodge, Dyersburg State Community College

Trey Asbury, Campbell University

Lindsey Hogan, University of North Texas

Gordon Atlas, Alfred University

Rebecca Hoss, College of Saint Mary

Lori L. Badura, State University of New York at Buffalo

Mark Hoyert, Indiana University Northwest

David Barkmeier, Northeastern University

Herman Huber, College of St. Elizabeth

Tanner Bateman, Virginia Tech

Richard A. Hudiburg, University of North Alabama

Darryl K. Beale, Cerritos College

James D. Jackson, Lehigh University

N. Jay Bean, Vassar College

Stanley J. Jackson, Westfield State College

Susan Hart Bell, Georgetown College

Tim Jay, Massachusetts College of Liberal Arts

Danny Benbassat, George Washington University

Matthew Johnson, University of Vermont

Stephen La Berge, Stanford University

Seth Kalichman, Georgia State University

Karl Blendell, Siena College

Colin Key, University of Tennessee at Martin

Michael Bloch, University of San Francisco

Mark Kline, Indiana University

Richard Bowen, Loyola University

Jennifer Trich Kremer, Pennsylvania State University

Mike Boyes, University of Calgary

Andrea L. Lassiter, Minnesota State University

Wayne Briner, University of Nebraska at Kearney

Mark Laumakis, San Diego State University

D. Cody Brooks, Denison University

Charles F. Levinthal, Hofstra University

Thomas Brothen, University of Minnesota

Suzanne B. Lovett, Bowdoin College

Christina Brown, Saint Louis University

Carrie Lukens, Quinnipiac University

Sarah A. Burnett, Rice University

Tracy Luster, Mount San Jacinto College

Brad J. Bushman, Iowa State University

M. Kimberley Maclin, University of Northern Iowa

Jennifer L. Butler, Case Western Reserve University

Gregory G. Manley, University of Texas at San Antonio

James Calhoun, University of Georgia

Leonard S. Mark, Miami University

Timothy Cannon, University of Scranton

Michael R. Markham, Florida International University

Marc Carter, Hofstra University

Karen Marsh, University of Minnesota, Duluth

John Caruso, University of Massachusetts–Dartmouth

Kathleen Martynowicz, Colorado Northwestern

Dennis Cogan, Texas Tech University

Community College

Sheree Dukes Conrad, University of

Laura May, University of South Carolina–Aiken

Massachusetts–Boston

Dawn McBride, Illinois State University

Randolph R. Cornelius, Vassar College

Michael McCall, Ithaca College

Leslie D. Cramblet, Northern Arizona University

Mary McCaslin, University of Arizona

Catherine E. Creeley, University of Missouri

David McDonald, University of Missouri

Lawrence Dachowski, Tulane University

Mark McKellop, Juniata College

Mark Dombeck, Idaho State University

Lori Metcalf, Gatson College

Wendy Domjan, University of Texas at Austin

Greg L. Miller, Stanford University School of Medicine

Dale Doty, Monroe Community College

Karl Minke, University of Hawaii–Honolulu

Victor Duarte, North Idaho College

Charles D. Miron, Catonsville Community College

Linda Dunlap, Marist College

J. L. Motrin, University of Guelph

Tami Egglesten, McKendree College

Anne Moyer, Stony Brook University

Kenneth Elliott, University of Maine at Augusta

Eric S. Murphy, University of Alaska

Matthew Erdelyi, Brooklyn College, CUNY

Kevin O’Neil, Florida Gulf Coast University

Michael Faber, University of New Hampshire

Barbara Oswald, Miami University

Valeri Farmer-Dougan, Illinois State University

William Pavot, Southwest State University

Trudi Feinstein, Boston University

Amy R. Pearce, Arkansas State University

Mark B. Fineman, Southern Connecticut State University

Kelly Elizabeth Pelzel, University of Utah

Diane Finley, Prince George Community College

Linda Perrotti, University of Texas at Arlington

Kathleen A. Flannery, Saint Anselm College

Brady J. Phelps, South Dakota State University

Lisa Fournier, Washington State University

Gregory R. Pierce, Hamilton College

Traci Fraley, College of Charleston

William J. Pizzi, Northeastern Illinois University

Rita Frank, Virginia Wesleyan College

Mark Plonsky, University of Wisconsin–Stevens Point

Nancy Franklin, Stony Brook University

Cheryl A. Rickabaugh, University of Redlands

Ronald Friedman, University at Albany

Bret Roark, Oklahoma Baptist University

Eugene H. Galluscio, Clemson University

Rich Robbins, Washburn University

Preston E. Garraghty, Indiana University

Daniel N. Robinson, Georgetown University

Adam Goodie, University of Georgia

Michael Root, Ohio University

Ruthanna Gordon, Illinois Institute of Technology

Nicole Ruffin, Hampton University

Peter Gram, Pensacola Junior College

Nina Rytwinski, Case Western Reserve University

Jeremy Gray, Yale University

Bernadette Sanchez, DePaul University

W. Lawrence Gulick, University of Delaware

Patrick Saxe, State University of New York at New Paltz

Pryor Hale, Piedmont Virginia Community College

Mary Schild, Columbus State University

Rebecca Hellams, Southeast Community College

Katherine Serafine, George Washington University

Jacqueline L. Hess, University of Indianapolis

Elizabeth Sherwin, University of Arkansas–Little Rock


xxvi


Preface

Stu Silverberg, Westmoreland County Community College

Paul Whitney, Washington State University

Norman R. Simonsen, University of

Allen Wolach, Illinois Institute of Technology

Massachusetts–Amherst

John Wright, Washington State University

Peggy Skinner, South Plains College

John W. Wright, Washington State University

R. H. Starr, Jr., University of Maryland–Baltimore

Jim Zacks, Michigan State University

Weylin Sternglanz, Nova Southeastern University

Priscilla Stillwell, Black River Technical College

The enormous task of writing a book of this scope was

Charles Strong, Northwest Mississippi Community

possible only with the expert assistance of all these friends and

College

colleagues and that of the editorial staff of Pearson. I gratefully

Dawn Strongin, California State University, Stanislaus

acknowledge their invaluable contributions at every stage of

Walter Swap, Tufts University

this project, collectively and, now, individually. I thank the

Jeffrey Wagman, Illinois State University

following people at Pearson: Amber Chow, Acquisitions Editor;

David Ward, Arkansas Tech University

Judy Casillo, Managing Editor—Editorial; Diane Szulecki,

Douglas Wardell, University of Alberta

Editorial Assistant; Brigeth Rivera, Marketing Manager; Jeanette

Linda Weldon, Essex Community College

Koskinas, Executive Marketing Manager; and Annemarie

Alan J. Whitlock, University of Idaho

Franklin, Production Project Manager.

Preface


xxvii



This page intentionally left blank


Psychology

and Life


This page intentionally left blank









































1




Psychology and Life


WHAT MAKES PSYCHOLOGY UNIQUE?

2

Definitions t The Goals of Psychology

Critical Thinking in Your Life

6


Does “Comfort Food” Really Give Comfort?


THE EVOLUTION OF MODERN PSYCHOLOGY

5

Psychology’s Historical Foundations t Women

as Pioneering Researchers t Perspectives

on Psychology

WHAT PSYCHOLOGISTS DO

14

Psychology in Your Life

16


In What Ways Do Psychologists Participate



in the Legal System?


HOW TO USE THIS TEXT

16

Study Strategies t Study Techniques

RECAPPING MAIN POINTS

17


the behavior of individuals and their mental processes. Let’s

explore the critical parts of this definition: scientific, behavior,



individual,
 and mental.


Why should you study psychology? The answer

to that question is quite straightforward.

Psychological research has immediate and

crucial applications to important issues of eve-

The scientific aspect of psychology requires that psycho-

ryday experience: your physical and mental health, your ability

logical conclusions be based on evidence collected according to

to form and sustain close relationships, and your capacity for

the principles of the scientific method. The scientific method


learning and personal growth. One of the foremost goals of

consists of a set of orderly steps used to analyze and solve prob-


Psychology and Life
 is to highlight the personal relevance and

lems. This method uses objectively collected information as the

social significance of psychological expertise.

factual basis for drawing conclusions. Chapter 2 will elaborate

Every semester when I begin to teach, I am faced with stu-

on the features of the scientific method more fully as we con-

dents who enter an introductory psychology class with some

sider how psychologists conduct their research.

very specific questions in mind. Sometimes those questions


Behavior
 is the means by which organisms adjust to

emerge from their own experience (“What should I do if I think

their environment. Behavior is action. The subject matter

my mother is mentally ill?” “Will this course teach me how

of psychology largely consists of the observable behavior

to improve my grades?”); sometimes those questions emerge

of humans and other species of animals. Smiling, crying,

from the type of psychological information that is communi-

running, hitting, talking, and touching are some obvious

cated through the media (“Should I worry when people use

examples of behavior you can observe. Psychologists examine

cell phones while they’re driving?” “Is it possible to tell when

what the individual does and how the individual goes about

people are lying?”) The challenge of introductory psychology is

doing it within a given behavioral setting and in the broader

to bring the products of scientific research to bear on questions

social or cultural context.

that matter to you.

The subject of psychological analysis is most often an

Research in psychology provides a continuous stream of


individual
 —a newborn infant, a college student adjusting to

new information about the basic mechanisms that govern men-

life in a dormitory, or a woman coping with the stress of her

tal and behavioral processes. As new ideas replace or modify old

husband’s deterioration from Alzheimer’s disease. However,

ideas, psychologists are continually intrigued and challenged

the subject might also be a chimpanzee learning to use symbols

by the many fascinating pieces of the puzzle of human nature.

to communicate, a white rat navigating a maze, or a sea slug

I hope that, by the end of this journey through psychology, you

responding to a danger signal. An individual might be studied

too will cherish your store of psychological knowledge.

in its natural habitat or in the controlled conditions of a

Foremost in the journey will be a scientific quest for

research laboratory.

understanding. We will inquire about the how, what, when,

Many researchers in psychology also recognize that they

and why of human behavior and about the causes and

cannot understand human actions without also understanding

consequences of behaviors you observe in yourself, in other


mental processes,
 the workings of the human mind. Much hu-

people, and in animals. We will consider why you think, feel,

man activity takes place as private, internal events—thinking,

and behave as you do. What makes you uniquely different from

planning, reasoning, creating, and dreaming. Many psycholo-

all other people? Yet why do you often behave so much like

gists believe that mental processes represent the most impor-

others? Are you molded by heredity, or are you shaped more by

tant aspect of psychological inquiry. As you shall soon see,

personal experiences? How can aggression and altruism, love

psychological investigators have devised ingenious techniques

and hate, and mental illness and creativity exist side by side

to study mental events and processes—to make these private

in this complex creature—the human animal? In this opening

experiences public.

chapter, we ponder how and why all these types of questions

The combination of these concerns defines psychology as

have become relevant to psychology’s goals as a discipline.

a unique field. Within the social sciences,
 psychologists focus

largely on the behavior of individuals in various settings,

whereas sociologists study social behavior of groups or

institutions, and anthropologists focus on the broader context

of behavior in different cultures. Even so, psychologists draw


WHAT MAKES


broadly from the insights of other scholars. Psychologists

share many interests with researchers in biological sciences,



PSYCHOLOGY UNIQUE?


especially with those who study brain processes and the

biochemical bases of behavior. As part of cognitive science,


To appreciate the uniqueness and unity of psychology, you

must consider the way psychologists define the field and the

goals they bring to their research and applications. By the end

of the text, I hope you will think like a psychologist. This first

section will give you a strong idea of what that might mean.


Watch
 the Video
 The Big Picture: Asking the Tough Questions
 on


MyPsychLab



Watch
 the Video
 How Much Do You Know About Psychology?
 on


Definitions



MyPsychLab



psychology
 The scientific study of the behavior of individuals and their

Many psychologists seek answers to this fundamental question:

mental processes.

What is human nature? Psychology answers this question by


scientific method
 The set of procedures used for gathering and

looking at processes that occur within individuals as well as

interpreting objective information in a way that minimizes error and

forces that arise within the physical and social environment.

yields dependable generalizations.

In this light, we’ll define psychology
 as the scientific study of


behavior
 The actions by which an organism adjusts to its environment.
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Most psychological study focuses on

individuals—usually human ones, but

sometimes those of other species. Is

there anything happening in your life

that might make you want to conduct

a research study?

psychologists’ questions about how the human mind works are

under which the behavior occurs. When researchers undertake

related to research and theory in computer science, philosophy,

data collection, they must choose an appropriate level of analysis


linguistics, and neuroscience. As a health science
 —with links

and devise measures of behavior that ensure objectivity.


to medicine, education, law, and environmental studies—

To investigate an individual’s behavior, researchers may

psychology seeks to improve the quality of each individual’s

use different levels of analysis
 —from the broadest, most glo-

and the collective’s well-being.

bal level down to the most minute, specific level. Suppose, for

Although the remarkable breadth and depth of modern

example, you were trying to describe a painting you saw at a

psychology are a source of delight to those who become

museum (see Figure 1.1
 on page 4). At a global level, you might

psychologists, these same attributes make the field a challenge

describe it by title, Bathers,
 and by artist, Georges Seurat. At a

to the student exploring it for the first time. There is so much

more specific level, you might recount features of the paint-

more to the study of psychology than you might expect

ing: Some people are sunning themselves on a riverbank while

initially—and, because of that, there will also be much of value

others are enjoying the water, and so on. At a very specific level,

that you can take away from this introduction to psychology.

you might describe the technique Seurat used—tiny points of

The best way to learn about the field is to learn to share

paint—to create the scene. The description at each level would

psychologists’ goals. Let’s consider those goals.

answer different questions about the painting.

Different levels of psychological description also address

different questions. At the broadest level of psychological


The Goals of Psychology


analysis, researchers investigate the behavior of the whole

person within complex social and cultural contexts. At this

The goals of the psychologist conducting basic research are to

level, researchers might study cross-cultural differences in

describe, explain, predict, and control behavior. These goals

violence, the origins of prejudice, and the consequences

form the basis of the psychological enterprise. What is involved

of mental illness. At the next level, psychologists focus on

in trying to achieve each of them?


Describing What Happens


The first task in psychology is

to make accurate observations about behavior. Psychologists


Watch
 the Video
 Thinking Like a Psychologist: Debunking Myths
 on

typically refer to such observations as their data
 ( data
 is the


MyPsychLab


plural, datum
 the singular). Behavioral data
 are reports of


behavioral data
 Observational reports about the behavior of organisms

observations about the behavior of organisms and the conditions

and the conditions under which the behavior occurs or changes.

What Makes Psychology Unique?
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always consider both types of explanations. Suppose, for

example, psychologists want to explain why some people start

smoking. Researchers might examine the possibility that some

individuals are particularly prone to risk taking (an internal

explanation) or that some individuals experience a lot of peer

pressure (an external explanation)—or that both a disposition

toward risk taking and situational peer pressure are necessary

(a combined explanation).

Often a psychologist’s goal is to explain a wide variety of

behavior in terms of one underlying cause. Consider a situation

in which your professor says that, to earn a good grade, each stu-

dent must participate regularly in class discussions. Your room-

mate, who is always well prepared for class, never raises his hand

to answer questions or volunteer information. Your professor

chides him for being unmotivated and assumes he is not bright.

That same roommate also goes to parties but speaks only to


FIGURE 1.1
 Levels of Analysis

people he knows, doesn’t openly defend his point of view when

Suppose you wanted a friend to meet you in front of this

it is challenged by someone less informed, and rarely engages

painting. How would you describe it? Suppose your friend

in small talk at the dinner table. What is your analysis? What

wanted to make an exact copy of the painting. How would

underlying cause might account for this range of behavior? How

you describe it?

about shyness
 ? Like many other people who suffer from intense

feelings of shyness, your roommate is unable to behave in de-

sired ways (Zimbardo & Radl, 1999). We can use the concept of

narrower, finer units of behavior, such as speed of reaction to a

shyness to explain the full pattern of your roommate’s behavior.

stop light, eye movements during reading, and children’s gram-

To forge such causal explanations, researchers must often

matical errors while acquiring language. Researchers can study

engage in a creative process of examining a diverse collection

even smaller units of behavior. They might work to discover

of data. Master detective Sherlock Holmes drew shrewd con-

the biological bases of behavior by identifying the places in the

clusions from scraps of evidence. In a similar fashion, every

brain where different types of memories are stored, the bio-

researcher must use an informed imagination, which creatively

chemical changes that occur during learning, and the sensory


synthesizes
 what is known and what is not yet known. A well-

paths responsible for vision or hearing. Each level of analysis

trained psychologist can explain observations by using her or

yields information essential to the final composite portrait of

his insight into the human experience along with the facts pre-

human nature that psychologists hope ultimately to develop.

vious researchers have uncovered about the phenomenon in

However tight or broad the focus of the observation,

question. Much psychological research is an attempt to give

psychologists strive to describe behavior objectively.
 Collect-

accurate explanations for different behavioral patterns.

ing the facts as they exist, and not as the researcher expects

or hopes them to be, is of utmost importance. Because every


Predicting What Will Happen


Predictions in psychology

observer brings to each observation his or her subjective
 point

are statements about the likelihood that a certain behavior

of view—biases, prejudices, and expectations—it is essential to

will occur or that a given relationship will be found. Often an

prevent these personal factors from creeping in and distort-

accurate explanation of the causes underlying some form of

ing the data. As you will see in the next chapter, psychological

behavior will allow a researcher to make accurate predictions

researchers have developed a variety of techniques to maintain

about future behavior. Thus, if we believe your roommate to

objectivity.

be shy, we could confidently predict that he would be uncom-

fortable when asked to give a speech in front of a large class.


Explaining What Happens


Whereas descriptions
 must

When different explanations are put forward to account for

stick to perceivable information, explanations
 deliberately go

some behavior or relationship, they are usually judged by how

beyond what can be observed. In many areas of psychology,

well they can make accurate and comprehensive predictions. If

the central goal is to find regular patterns in behavioral and

your roommate was to speak happily to the class, we would be

mental processes. Psychologists want to discover how
 behavior

forced to rethink our diagnosis.

works. Why do you laugh at situations that differ from your ex-

Just as observations must be made objectively, scientific

pectations of what is coming next? What conditions could lead

predictions must be worded precisely enough to enable them

someone to attempt suicide or commit rape?

to be tested and then rejected if the evidence does not support

Explanations in psychology usually recognize that most

them. Suppose, for example, a researcher predicts that the pres-

behavior is influenced by a combination of factors. Some

ence of a stranger will reliably cause human and monkey babies,

factors operate within the individual, such as genetic makeup,

beyond a certain age, to respond with signs of anxiety. We might

motivation, intelligence level, or self-esteem. These inner

want to bring more precision to this prediction by examining the

determinants tell something special about the organism. Other

dimension of “stranger.” Would fewer signs of anxiety appear

factors, however, operate externally. Suppose, for example, that

in a human or a monkey baby if the stranger were also a baby

a child tries to please a teacher to win a prize or that a motorist

rather than an adult, or if the stranger were of the same species

trapped in a traffic jam becomes frustrated and hostile. These

rather than of a different one? To improve future predictions, a

behaviors are largely influenced by events outside the person.

researcher would create systematic variations in environmental

When psychologists seek to explain behavior, they almost

conditions and observe their influence on the baby’s response.
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You will learn what types of parenting practices can help

parents maintain solid bonds with their children (Chapter 10);

you will learn what forces make strangers reluctant to offer

assistance in emergency situations and how those forces can

be overcome (Chapter 16). These are just a few examples of

the broad range of circumstances in which psychologists use

their knowledge to control and improve people’s lives. In this

respect, psychologists are a rather optimistic group; many

believe that virtually any undesired behavior pattern can be

modified by the proper intervention. Psychology and Life
 shares

that optimism.


Stop
 and
 Review


What are the four components of the definition

of psychology?

What four goals apply to psychologists who conduct

A psychological prediction.

research?

Why is there often a close relationship between the


Controlling What Happens


For many psychologists, control

goals of explanation and prediction?

is the central, most powerful goal. Control means making


Study
 and Review
 on MyPsychLab


behavior happen or not happen—starting it, maintaining it, stop-

ping it, and influencing its form, strength, or rate of occurrence.

A causal explanation of behavior is convincing if it can create

conditions under which the behavior can be controlled.

The ability to control behavior is important because


THE EVOLUTION


it gives psychologists ways of helping people improve the

quality of their lives. Throughout Psychology and Life,
 you will


OF MODERN PSYCHOLOGY


see examples of the types of interventions
 psychologists have

devised to help people gain control over problematic aspects

Today, it is relatively easy to define psychology and to state the

of their lives. Chapter 15, for example, discusses treatments for

goals of psychological research. As you begin to study psychol-

mental illness. You will see how people can harness psychologi-

ogy, however, it is important to understand the many forces

cal forces to eliminate unhealthy behaviors like smoking and

that led to the emergence of modern psychology. At the core

initiate healthy behaviors like regular exercise (see Chapter 12).

of this historical review is one simple principle: Ideas matter.


Much of the history of psychology has been characterized by

heated debates about what constitutes the appropriate subject

matter and methodologies for a science of mind and behavior.

This historical review will be carried out at two levels of

analysis. The first section will consider the period of history in

which some of the critical groundwork for modern psychology

was laid down. This focus will enable you to witness at close

range the battle of ideas. The second section will describe in a

broader fashion seven perspectives that have emerged in the

modern day. For both levels of focus, you should allow yourself

to imagine the intellectual passion with which the theories

evolved.


Psychology’s Historical Foundations


In 1908, Hermann Ebbinghaus
 (1858–1909), one of the first

experimental psychologists, wrote “Psychology has a long past,

but only a short history” (Ebbinghaus, 1908/1973). Scholars had

long asked important questions about human nature—about

how people perceive reality, the nature of consciousness, and

the origins of madness—but they did not possess the means to

answer them. Consider the fundamental questions posed in the

What causes people to smoke? Can psychologists create

conditions under which people will be less likely to engage

in this behavior?


View
 the Psychology Timeline
 on MyPsychLab
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DOES “COMFORT FOOD” REALLY GIVE COMFORT?


An important goal of Psychology and Life
 is to improve your

But why does comfort food help with negative emotions?

ability to think critically: The text should help you “reach

Another pair of researchers suggested that, across our

intelligent decisions about what [you] should believe and

lives, we mostly eat comfort food in the company of loved

how [you] should act” (Appleby, 2006, p. 61). To get started

ones (Troisi & Gabriel, 2011). For that reason, we have

toward that goal, let’s consider a real-world scenario. You’re

associations built up in memory so that comfort food calls to

having a tough day, so you decide to indulge in some comfort

mind the emotional warmth of those relationships. To test

food. Now take a step back. What evidence would you want

that hypothesis, the researchers assembled two groups of

to decide whether comfort food really makes you feel better?

students: Some had previously reported that chicken soup was

Let’s see how researchers have approached this question.

a comfort food; the second group did not have that association.

If comfort food really gives comfort, people should

At the start of the experiment, some students ate chicken

consume more while experiencing emotional distress. To

soup and others did not. The students then completed a task

test that hypothesis, a team of researchers asked college

in which they were given word fragments (for example, li
 —)

women to watch a “brutal and violent” film excerpt (Evers

that could be completed as relationship words (for example,

et al., 2010). The researchers intended the excerpt to produce


like
 ). The researchers demonstrated that the students who

negative emotions—and it did. However, some of the women

consumed chicken soup—when it counted as a comfort

were told to suppress their emotional responses while they

food—produced the most relationship words. For that group,

watched, “so that anybody looking at them would not be

the experience of eating chicken soup made relationship

able to determine what kind of excerpt they were watching”

associations easily accessible in memory.

(p. 797). A second group was not asked to hide their feelings.

These projects suggest that the memories associated

After watching the film, the students believed they were

with the consumption of comfort food help people deal with

starting an unrelated study on taste. They were given the

negative emotions. Now, use your critical thinking skills. What

opportunity to eat both comfort food (for example, chocolate)

else would you like to know before you indulge in your own

and non-comfort food (for example, unsalted crackers). The

comfort food binge?

women who had suppressed their emotions ate twice as

t In the first study, why might the researchers have kept their

much comfort food as the other group; they ate just about

sample to just one sex?

the same amount of non-comfort food. This pattern suggests

that people actually do prefer comfort food when they are

t With respect to the researchers’ theory, why would chicken

experiencing emotional turmoil.

soup not be comfort food for everyone?

4th and 5th centuries b.c. by the classical Greek philosophers

very new and very radical idea: The human body is an “animal


Plato
 (427–347 b.c.) and Aristotle
 (384–322 b.c.): How does

machine” that can be understood scientifically—by discovering

the mind work? What is the nature of free will? What is the

natural laws through empirical observation. Toward the end of

relationship of individual citizens to their community or state?

the 19th century, psychology began to emerge as a discipline

Although forms of psychology existed in ancient Indian Yogic

when researchers applied the laboratory techniques from other

traditions, Western psychology traces its origin to the writings

sciences—such as physiology and physics—to the study of such

of these philosophers. Plato and Aristotle defined opposing

fundamental questions from philosophy.

views that continue to have an impact on contemporary think-

A critical figure in the evolution of modern psychology was

ing. Consider how people come to know about the world. In


Wilhelm Wundt
 , who, in 1879 in Leipzig, Germany, founded

the empiricist
 view, people begin life with their mind as a blank

the first formal laboratory devoted to experimental psychology.

tablet; the mind acquires information through experiences in

Although Wundt had been trained as a physiologist, over his

the world. John Locke
 (1632–1704) articulated this position at

research career his interest shifted from questions of body to

length in the 17th century; its roots can be traced to Aristotle.

questions of mind: He wished to understand basic processes of

In the nativist
 view, people begin life with mental structures

sensation and perception as well as the speed of simple mental

that provide constraints on how they experience the world.

processes. By the time he established his psychology laboratory,


Immanuel Kant
 (1724–1804) fully developed this position in

Wundt had already accomplished a range of research and pub-

the 18th century; its roots can be traced to Plato. (In later chap-

lished the first of several editions of Principles of Physiological


ters, we revisit this theoretical debate in the form of “nature

versus nurture.”) The French philosopher René Descartes


(1596–1650) provided another important step toward contem-

porary psychology. Descartes proposed what, in his time, was a


Watch
 the Video
 How to Be a Critical Thinker
 on MyPsychLab
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scientific method (see Chapter 2), concern for precise meas-

urement, and statistical analysis of data characterized Wundt’s

psychological tradition.

When Titchener brought Wundt’s psychology to the

United States, he advocated that such scientific methods be used

to study consciousness. Titchener’s goal was to uncover the

underlying structure of the human mind by defining the com-

ponent elements of an individual’s mental life. In fact, he con-

ceived his research program in analogy to the work of chemists

(1910, p. 49): “The psychologist arranges the mental elements

precisely as the chemist classifies his elementary substances.”

Titchener’s approach came to be known as structuralism
 , the

study of the basic structural components of mind and behavior.

To discover the basic elements. Titchener relied on

the technique of introspection
 , the systematic examina-

tion by individuals of their own thoughts and feelings about

specific sensory experiences. Consider the domain of taste:

Based on his introspections, Titchener suggested that all taste

experiences emerge from combinations of the basic sensa-

In 1879, Wilhelm Wundt founded the first formal laboratory

tions of salty, sweet, sour, and bitter. In Chapter 4, you’ll learn

devoted to experimental psychology. Suppose you decided to

that Titchener’s analysis was missing only one basic element.

found your own psychology laboratory. What one area in your

However, instrospection functioned less well in other domains

life would you study if you could?

of human experience: Titchener and his followers identified

more than 44,000 distinct elements of sensory experiences

(Benjamin, 2007)! Structuralism attracted many critics because


Psychology
 (King et al., 2009). Once Wundt’s laboratory was

it was impossible to confirm that the products of each individ-

established at Leipzig, he began to train the first graduate stu-

ual’s introspections were general aspects of human psychology.

dents specifically devoted to the emerging field of psychology.

One important alternative to structuralism, pioneered

Those students often became founders of their own psychology

by the German psychologist Max Wertheimer
 , focused on

laboratories around the world.

the way in which the mind understands many experiences as

As psychology became established as a separate discipline,


gestalts
 —organized wholes—rather than as the sums of simple

psychology laboratories began to appear in universities through-

parts: Your experience of a painting, for example, is more than

out North America, the first at Johns Hopkins University in

the sum of the individual daubs of paint. As you will see in

1883. These early laboratories often bore Wundt’s impact. For

Chapter 4, Gestalt psychology
 continues to have an impact on

example, after studying with Wundt, Edward Titchener
 became

the study of perception.

one of the first psychologists in the United States, founding a

A second major opposition to structuralism came under

laboratory at Cornell University in 1892. However, at around

the banner of functionalism.


the same time, a young Harvard philosophy professor who

had studied medicine and had strong interests in literature and


Functionalism: Minds With a Purpose


William James

religion developed a uniquely American perspective. William


agreed with Titchener that consciousness was central to the


James
 , brother of the great novelist Henry James, wrote a

study of psychology. However, James focused his attention

two-volume work, The Principles of Psychology
 (1890/1950),

not on the elements of mental processes, but on their purpose.

which many experts consider to be the most important psy-

James wished to understand the ways in which consciousness

chology text ever written. Shortly after, in 1892, G. Stanley Hall

functions to help people adapt effectively to their environ-

founded the American Psychological Association. By 1900 there

ments. James’s approach became known as functionalism
 .

were more than 40 psychology laboratories in North America

For functionalists, the key question to be answered by re-

(Benjamin, 2007).

search was “What is the function or purpose of any behavioral

Almost as soon as psychology emerged, a debate arose

act?” For example, a structuralist might look at a reflex
 and

about the proper subject matter and methods for the new dis-

try to identify its basic components. By contrast, a theorist like

cipline. This debate isolated some of the issues that still loom

large in psychology. Let’s consider the tension between struc-

turalism and functionalism.


structuralism
 The study of the structure of mind and behavior; the

view that all human mental experience can be understood as a


Structuralism: The Elements of the Mind


Psychology’s

combination of simple elements or events.

potential to make a unique contribution to knowledge became


introspection
 Individuals’ systematic examination of their own thoughts

apparent when psychology became a laboratory science organ-

and feelings.

ized around experiments. In Wundt’s laboratory, experimental


Gestalt psychology
 A school of psychology that maintains that

participants made simple responses (saying yes or no, pressing

psychological phenomena can be understood only when viewed as

organized, structured wholes, not when broken down into primitive

a button) to stimuli they perceived under conditions varied by

perceptual elements.

laboratory instruments. Because the data were collected through


functionalism
 The perspective on mind and behavior that focuses on

systematic, objective procedures, independent observers could

the examination of their functions in an organism’s interactions with

replicate the results of these experiments. Emphasis on the

the environment.

The Evolution of Modern Psychology
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emphasize both structure and function as we review both classic

and contemporary research. Psychologists continue to employ

a great variety of methodologies to study the general forces that

apply to all humans as well as unique aspects of each individual.


Women as Pioneering Researchers


It probably won’t surprise you to learn that, early in its history,

research and practice in psychology were dominated by men.

Even when they were still few in numbers, however, women

made substantial contributions to the field (Benjamin, 2007).

Let’s consider four women who were pioneers in different areas

of psychological research.


Mary Whiton Calkins
 (1863–1930) studied with William

James at Harvard University. However, because she was a

woman she was allowed to participate only as a “guest” gradu-

ate student. Although she completed all the requirements for

a PhD with an exceptional record, the Harvard administra-

tion refused to grant a PhD to a woman. Despite this insult,

Calkins established one of the first psychology laboratories in

Classroom practices in the United States were changed

the United States and invented important techniques for study-

through the efforts of the functionalist John Dewey. As a

ing memory. In 1905, she became the first woman president of

student, what classroom experiences have you experienced

the American Psychological Association.

that encouraged your “intellectual curiosity”?

In 1894, Margaret Floy Washburn
 (1871–1939) graduated

from Cornell University to become the first woman to receive

a PhD in psychology. She went on to write an influential early

textbook, The Animal Mind,
 which was published in 1908. The


John Dewey
 focused on the functions of reflexes, which he de-

book provided a review of research on perception, learning, and

scribed as “a continuously ordered sequence of acts, all adapted

memory across animal species. In 1921, Washburn became the

in themselves and in the order of their sequence, to reach a

second woman to lead the American Psychological Association.

certain objective end, the reproduction of the species, the pres-

ervation of life, locomotion to a certain place” (1896, p. 366).

Dewey’s concern for the practical uses of mental processes led

to important advances in education. His theorizing provided

the impetus for progressive education
 in his own laboratory

school and more generally in the United States: “Rote learning

was abandoned in favor of learning by doing, in expectation

that intellectual curiosity would be encouraged and under-

standing would be enhanced” (Kendler, 1987, p. 124).

Although James believed in careful observation, he put

little value on the rigorous laboratory methods of Wundt. In

James’s psychology, there was a place for emotions, self, will,

values, and even religious and mystical experience. His “warm-

blooded” psychology recognized a uniqueness in each individ-

ual that could not be reduced to formulas or numbers from

test results. For James, explanation rather than experimental

control was the goal of psychology.


The Legacy of These Approaches


Despite their differences,

the insights of the practitioners of both structuralism and func-

tionalism created an intellectual context in which contemporary

psychology could flourish. Psychologists currently examine both


the structure and the function of behavior. Consider the process

of speech production. Suppose you want to invite a friend over

to watch the Superbowl. To do so, the words you speak must

serve the right function— Superbowl, with me, today
 —but also

have the right structure: It wouldn’t do to say, “Would watch

Superbowl me the with today you to like?” To understand how

speech production works, researchers study the way that speak-

In 1894, Margaret Washburn became the first woman

ers fit meanings (functions) to the grammatical structures of

to receive a PhD in psychology. She went on to write an

their languages (Bock, 1990). (Chapter 8 will describe some of

influential textbook, The Animal Mind
 (1908). What challenges

the processes of language production.) Psychology and Life
 will

might she have faced as a pioneer woman researcher?
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Helen Thompson Wooley
 (1874–1947) accomplished

A word of caution: Although each perspective represents

some of the earliest research that examined differences between

a different approach to the central issues of psychology, you

the sexes (Maracek et al., 2003; Milar, 2000). For her PhD re-

should come to appreciate why most psychologists borrow

search at the University of Chicago in 1900, Wooley compared

and blend concepts from more than one of these perspectives.

the performance of 25 men and 25 women on a battery of tests,

Each perspective enhances the understanding of the entirety of

including tests of intelligence and emotions. The research led

human experience.

her to the conclusion that differences between the sexes arose

not from natural ability but rather from differences in men and


The Psychodynamic Perspective


According to the psy-


women’s social experiences across their life spans. Wooley also


chodynamic perspective
 , behavior is driven, or motivated,

offered a famous critique of “the flagrant personal bias, logic

by powerful inner forces. In this view, human actions stem

martyred in the cause of supporting a prejudice, unfounded

from inherited instincts, biological drives, and attempts to re-

assertions, and even sentimental rot and drivel” (Wooley, 1910,

solve conflicts between personal needs and society’s demands.

p. 340) that characterized research, largely by men, on differ-

Deprivation states, physiological arousal, and conflicts pro-

ences between the sexes.

vide the power for behavior. According to this model, the


Leta Stetter Hollingworth
 (1886–1939) was inspired by

organism stops reacting when its needs are satisfied and its

Wooley to bring research data to bear on claims about gender

drives reduced. The main purpose of action is to reduce tension.

differences (Maracek et al., 2003). In particular, Hollingworth

Psychodynamic principles of motivation were most fully

attacked the claim that women were genetically inferior to men

developed by the Viennese physician Sigmund Freud
 (1856–

with respect to their levels of creativity and intelligence. Holling-

1939) in the late 19th and early 20th centuries. Freud’s ideas

worth also conducted some of the earliest research on children

grew out of his work with mentally disturbed patients, but he

who tested at the extremes of intelligence—both those who had

believed that the principles he observed applied to both normal

mental retardation and those who were gifted. She invented a

and abnormal behavior. Freud’s psychodynamic theory views

curriculum to help nurture the talents of gifted children that she

a person as pulled and pushed by a complex network of inner

was able to implement in school settings in New York City.

and outer forces. Freud’s model was the first to recognize that

Since the days in which these women were pioneers, the

human nature is not always rational and that actions may be

field of psychology has changed in the direction of far greater

driven by motives that are not in conscious awareness.

diversity. In fact, in recent years more women than men have

Many psychologists since Freud have taken the psychody-

earned PhDs in the field (National Science Foundation, 2010).

namic model in new directions. Freud himself emphasized

I will highlight the work of diverse researchers throughout

early childhood as the stage in which personality is formed.


Psychology and Life.
 As psychology continues to contribute to

Neo-Freudian theorists have broadened psychodynamic theory

the scientific and human enterprise, more people—women and

to include social influences and interactions that occur over the

men, and members of all segments of society—are being drawn

individual’s entire lifetime. Psychodynamic ideas have had a

to its richness.


Perspectives on Psychology


Suppose your friend accepts the invitation to join you for the

Superbowl. What perspective
 does each of you bring to your

viewing of the game? Suppose one of you played football in

high school, whereas the other did not. Or suppose one of you

has rooted from birth for one of the competing teams, whereas

the other has no prior commitments. You can see how these

different perspectives would affect the way in which you evalu-

ate the game as it unfolds.

In a similar fashion, psychologists’ perspectives determine

the way in which they examine behavior and mental processes.

The perspectives influence what psychologists look for, where

they look, and what research methods they use. This section

defines seven perspectives—psychodynamic, behaviorist, hu-

manistic, cognitive, biological, evolutionary, and sociocultural.

As you read the section, note how each perspective defines the

causes and consequences of behavior.


Watch
 the Video
 The Basics: Diverse Perspectives
 on


MyPsychLab


Sigmund Freud, photographed with his daughter, Anna, on a


psychodynamic perspective
 A psychological model in which behavior

trip to the Italian Alps in 1913. Freud suggested that behavior is

is explained in terms of past experiences and motivational forces;

often driven by motives outside of conscious awareness. What

actions are viewed as stemming from inherited instincts, biological

implications does that perspective have for the ways in which

drives, and attempts to resolve conflicts between personal needs

and social requirements.

you make life choices?

The Evolution of Modern Psychology
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great influence on many areas of psychology. You will encoun-

they investigated with nonhuman animals represented general

ter different aspects of Freud’s contributions as you read about

principles that would hold true for humans as well.

child development, dreaming, forgetting, unconscious motiva-


Behaviorism
 has yielded a critical practical legacy. Its

tion, personality, and psychoanalytic therapy.

emphasis on the need for rigorous experimentation and care-

fully defined variables has influenced most areas of psychology.


The Behaviorist Perspective


Those who take the be-


Although behaviorists have conducted much basic research


haviorist perspective
 seek to understand how particular en-

with nonhuman animals, the principles of behaviorism have

vironmental stimuli control particular kinds of behavior.

been widely applied to human problems. Behaviorist principles

First, behaviorists analyze the antecedent
 environmental

have yielded a more humane approach to educating children

conditions—those that precede the behavior and set the stage

(through the use of positive reinforcement rather than pun-

for an organism to make a response or withhold a response.

ishment), new therapies for modifying behavior disorders, and

Next, they look at the behavioral response,
 which is the main

guidelines for creating model utopian communities.

object of study—the action to be understood, predicted, and

controlled. Finally, they examine the observable consequences



The Humanistic Perspective


Humanistic psychology

that follow from the response. A behaviorist, for example,

emerged in the 1950s as an alternative to the psychodynamic and

might be interested in the way in which speeding tickets of

the behaviorist models. According to the humanistic perspective
 ,

varying penalties (the consequences of speeding) change the

people are neither driven by the powerful, instinctive forces postu-

likelihood that motorists will drive with caution or abandon

lated by the Freudians nor manipulated by their environments, as

(behavioral responses).

proposed by the behaviorists. Instead, people are active creatures

The behaviorist perspective was pioneered by John


who are innately good and capable of choice. Humanistic psy-


Watson
 (1878–1958), who argued that psychological research

chologists study behavior, but not by reducing it to components,

should seek the laws that govern observable behavior across

elements, and variables in laboratory experiments. Instead, they

species. B. F. Skinner
 (1904–1990) extended the influence

look for patterns in people’s life histories.

of behaviorism by expanding its analyses to the consequences

The humanistic perspective suggests that the main task

of behaviors. Both researchers insisted on precise definitions of

for humans is to strive for positive development. For example,

the phenomena studied and on rigorous standards of evidence.


Carl Rogers
 (1902–1987) emphasized that individuals have a

Both Watson and Skinner believed that the basic processes

natural tendency toward psychological growth and health—a

process that is aided by the positive regard of those who sur-

round them. Abraham Maslow
 (1908–1970) coined the term


self-actualization
 to refer to each individual’s drive toward the

fullest development of his or her potential. In addition, Rogers,

Maslow, and their colleagues defined a perspective that strives

to deal with the whole person, practicing a holistic
 approach

to human psychology. They believed that true understanding

requires integrating knowledge of the individual’s mind, body,

and behavior with an awareness of social and cultural forces.

The humanistic approach expands the realm of psychol-

ogy to include valuable lessons from the study of literature, his-

tory, and the arts. In this manner, psychology becomes a more

complete discipline. Humanists suggest that their view is the

yeast that helps psychology rise above its focus on negative forces

and on the animal-like aspects of humanity. As we shall see in

Chapter 15, the humanistic perspective had a major impact on

the development of new approaches to psychotherapy.


The Cognitive Perspective


The cognitive revolution in

psychology emerged as another challenge to the limits of behav-

iorism. The centerpiece of the cognitive perspective
 is human


behaviorist perspective
 The psychological perspective primarily

concerned with observable behavior that can be objectively

recorded and with the relationships of observable behavior to

environmental stimuli.


behaviorism
 A scientific approach that limits the study of psychology

to measurable or observable behavior.


humanistic perspective
 A psychological model that emphasizes an

individual’s phenomenal world and inherent capacity for making

rational choices and developing to maximum potential.


cognitive perspective
 The perspective on psychology that stresses

John Watson was an important pioneer of the behaviorist

human thought and the processes of knowing, such as attending,

perspective. Why did he find it necessary to research behaviors

thinking, remembering, expecting, solving problems, fantasizing,

of both humans and nonhuman animals?

and consciousness.
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Within the cognitive perspective, an individual responds to re-

ality not as it is in the objective world of matter but as it is in

the subjective reality
 of the individual’s inner world of thoughts

and imagination. Because of its focus on mental processes,

many researchers see the cognitive perspective as the dominant

approach in psychology today.


The Biological Perspective


The biological perspective


guides psychologists who search for the causes of behavior in

the functioning of genes, the brain, the nervous system, and the

endocrine system. An organism’s functioning is explained in

terms of underlying physical structures and biochemical proc-

esses. Experience and behaviors are largely understood as the

result of chemical and electrical activities taking place within

and between nerve cells.

Researchers who take the biological perspective generally

assume that psychological and social phenomena can be ulti-

mately understood in terms of biochemical processes: Even the

most complex phenomena can be understood by analysis, or

reduction, into ever smaller, more specific units. They might,

for example, try to explain how you are reading the words of

this sentence with respect to the exact physical processes in

cells in your brain. According to this perspective, behavior is

determined by physical structures and hereditary processes.

Experience can modify behavior by altering these underlying

biological structures and processes. Researchers might ask,

“What changes in your brain occurred while you learned to

read?” The task of psychobiological researchers is to under-

stand behavior at the most precise level of analysis.

Carl Rogers provided foundational ideas for the humanistic

Many researchers who take the biological perspective

perspective. Why did Rogers place an emphasis on positive

contribute to the multidisciplinary field of behavioral neuro-


regard?


science
 . Neuroscience is the study of brain function; behavioral

neuroscience attempts to understand the brain processes un-

derlying behaviors such as sensation, learning, and emotion.

thought and all the processes of knowing—attending, thinking,

The advances in the brain-imaging techniques highlighted in

remembering, and understanding. From the cognitive perspec-

Chapter 3 have led to dramatic breakthroughs in the field of

tive, people act because they think, and people think because


cognitive neuroscience
 . Cognitive neuroscience trains a multi-

they are human beings, exquisitely equipped to do so.

disciplinary research focus on the brain bases of higher cogni-

According to the cognitive model, behavior is only partly

tive functions such as memory and language. As you shall see,

determined by preceding environmental events and past behav-

brain-imaging techniques allow the biological perspective to be

ioral consequences, as behaviorists believe. Some of the most

extended into a broad range of human experience.

significant behavior emerges from totally novel ways of think-

ing, not from predictable ways used in the past. Consider how


The Evolutionary Perspective


The evolutionary perspec-


children learn their native language. In his book Verbal Behav-



tive
 seeks to connect contemporary psychology to a central idea


ior
 (1957), B. F. Skinner suggested that children acquire lan-

of the life sciences, Charles Darwin’s theory of evolution by

guage through ordinary processes of learning. Noam Chomsky


natural selection. The idea of natural selection is quite simple:

(b. 1928) helped originate the cognitive perspective by argu-

ing forcefully against Skinner’s claim. Chomsky asserted that

even children are able to produce utterances that fall outside

the bounds of their previous experience. In his own research


Watch
 the Video
 Developmental Cognitive Neuroscience: Adele


with children, the Swiss researcher Jean Piaget
 (1896–1980)


Diamond
 on MyPsychLab


used a series of mental tasks to demonstrate qualitative changes


biological perspective
 The approach to identifying causes of behavior

over the course of cognitive development. To explain children’s

that focuses on the functioning of genes, the brain, the nervous

growing sophistication, Piaget made reference to children’s in-

system, and the endocrine system.

ner cognitive states.


behavioral neuroscience
 A multidisciplinary field that attempts to

Cognitive psychologists study higher mental processes

understand the brain processes that underlie behavior.

such as perception, memory, language use, thinking, problem


cognitive neuroscience
 A multidisciplinary field that attempts to

solving, and decision making at a variety of levels. Cognitive

understand the brain processes that underlie higher cognitive

functions in humans.

psychologists view thoughts as both results and causes of overt


evolutionary perspective
 The approach to psychology that stresses the

actions. Feeling regret when you’ve hurt someone is an exam-

importance of behavioral and mental adaptiveness, based on the

ple of thought as a result. But apologizing for your actions after

assumption that mental capabilities evolved over millions of years

feeling regret is an example of thought as a cause of behavior.

to serve particular adaptive purposes.

The Evolution of Modern Psychology
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Those organisms that are better suited to their environments

does culture affect our sense of self? Does culture influence an

tend to produce offspring (and pass on their genes) more

individual’s likelihood to engage in particular behaviors? Does

successfully than those organisms with poorer adaptations.

culture affect the way individuals express emotions? Does cul-

Over many generations, the species changes in the direction

ture affect the rates at which people suffer from psychological

of the privileged adaptation. The evolutionary perspective in

disorders?

psychology suggests that mental abilities
 evolved over millions

By asking these types of questions, the sociocultural per-

of years to serve particular adaptive purposes, just as physical

spective often yields conclusions that directly challenge those

abilities did.

generated from the other perspectives. Researchers have

To practice evolutionary psychology, researchers focus

claimed, for example, that many aspects of Freud’s psychody-

on the environmental conditions in which the human brain

namic theories cannot apply to cultures that are very differ-

evolved. Humans spent 99 percent of their evolutionary

ent from Freud’s Vienna. This concern was raised as early as

history as hunter–gatherers living in small groups during

1927 by the anthropologist Bronislaw Malinowski (1927), who

the Pleistocene era (the roughly 2-million-year period end-

soundly critiqued Freud’s father-centered theory by describing

ing 10,000 years ago). Evolutionary psychology uses the rich

the family practices of the Trobriand Islanders of New Guinea,

theoretical framework of evolutionary biology to identify the

for whom family authority resided with mothers rather than

central adaptive problems that faced this species: avoiding

with fathers. The sociocultural perspective, therefore, suggests

predators and parasites, gathering and exchanging food, find-

that some universal claims of the psychodynamic perspective

ing and retaining mates, and raising healthy children. After

are incorrect. The sociocultural perspective poses a continual,

identifying the adaptive problems that these early humans

important challenge to generalizations about human experi-

faced, evolutionary psychologists generate inferences about the

ence that ignore the diversity and richness of culture.

sorts of mental mechanisms, or psychological adaptations, that

might have evolved to solve those problems.

Evolutionary psychology differs from other perspectives

most fundamentally in its focus on the extremely long process

of evolution as a central explanatory principle. Evolutionary

psychologists, for example, attempt to understand the different

sex roles assumed by men and women as products of evolution,

rather than as products of contemporary societal pressures.

Because evolutionary psychologists cannot carry out experi-

ments that vary the course of evolution, they must be particu-

larly inventive to provide evidence in favor of their theories.


The Sociocultural Perspective


Psychologists who take a


sociocultural perspective
 study cross-cultural
 differences in

the causes and consequences of behavior. The sociocultural

perspective is an important response to the criticism that

psychological research has too often been based on a West-

ern conception of human nature and had as its subject pop-

ulation mostly white middle-class Americans (Arnett, 2008;

Gergen et al., 1996). A proper consideration of cultural forces

may involve comparisons of groups within the same national

boundaries. For example, researchers may look within the

United States to compare the prevalence of eating disorders

for women of different races (see Chapter 11). Cultural forces

may also be assessed across nationalities, as in comparisons of

media reports in the United States and Japan (see Chapter 16).

Cross-cultural psychologists want to determine whether the

theories researchers have developed apply to all humans, or

only to more narrow, specific populations.

A cross-cultural perspective can be brought to bear on

almost every topic of psychological research: Are people’s per-

ceptions of the world affected by culture? Do the languages

people speak affect the way they experience the world? How

does culture affect the way children develop toward adulthood?

How do cultural attitudes shape the experience of old age? How

Bronislaw Malinowski documented the important roles

women play in the culture of the Trobriand Islands. Why is


sociocultural perspective
 The psychological perspective that focuses

on cross-cultural differences in the causes and consequences of

cross-cultural research critical to the search for universal

behavior.

psychological principles?
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Table 1.1 t
 Comparison of Seven Perspectives on Psychology


Perspective



Focus of Study



Primary Research Topics


Psychodynamic

Unconscious drives

Behavior as overt expression of unconscious motives

Conflicts

Behaviorist

Specific overt responses

Behavior and its stimulus causes and consequences

Humanistic

Human experience and potentials

Life patterns

Values

Goals

Cognitive

Mental processes

Inferred mental processes through behavioral indicators

Language

Biological

Brain and nervous system processes

Biochemical basis of behavior and mental processes

Evolutionary

Evolved psychological adaptations

Mental mechanisms in terms of evolved adaptive functions

Sociocultural

Cross-cultural patterns of attitudes and behaviors

Universal and culture-specific aspects of human experience


Comparing Perspectives: Focus on Aggression


Each of

t Sociocultural.
 Consider how members of different

the seven perspectives rests on a different set of assumptions

cultures display and interpret aggression. Identify how

and leads to a different way of looking for answers to ques-

cultural forces affect the likelihood of different types of

tions about behavior. Table 1.1
 summarizes the perspectives.

aggressive behavior.

As an example, let’s briefly compare how psychologists using

From this example of aggression, you can see how the dif-

these models might deal with the question of why people act

ferent perspectives conspire to provide a full understanding of

aggressively. All of the approaches have been used in the effort

particular domains of psychological research. In contemporary

to understand the nature of aggression and violence. For each

psychology, most research is informed by multiple perspectives.

perspective, here are examples of the types of claims researchers

Throughout Psychology and Life,
 you will see how new theo-

might make and experiments they might undertake:

ries often emerge from combinations of different perspectives.

In addition, technological advances have made it easier for re-

t Psychodynamic.
 Analyze aggression as a reaction to

searchers to combine perspectives. For example, the innovative

frustrations caused by barriers to pleasure, such as unjust

brain-imaging techniques you’ll learn about in Chapter 3 allow

authority. View aggression as an adult’s displacement of

researchers to bring a biological perspective to topics as varied

hostility originally felt as a child against his or her parents.

as language processing (Chapter 8) and personality differences

t Behaviorist.
 Identify reinforcements of past aggressive

(Chapter 13). Moreover, developments such as the Internet have

responses, such as extra attention given to a child who

made it easier for researchers to collaborate across the globe.

hits classmates or siblings. Assert that children learn

They can bring a sociocultural perspective to topics as diverse

from physically abusive parents to be abusive with their

as moral reasoning (Chapter 10) and people’s body images

own children.

(Chapter 11). Psychology’s diversity of perspectives helps re-

t Humanistic.
 Look for personal values and social

searchers think creatively about core topics of human experience.

conditions that foster self-limiting, aggressive perspectives

instead of growth-enhancing, shared experiences.

t Cognitive.
 Explore the hostile thoughts and fantasies

people experience while witnessing violent acts, noting


Stop


both aggressive imagery and intentions to harm others.


and
 Review


Study the impact of violence in films and videos, includ-

What are the central concerns of the structuralist and

ing pornographic violence, on attitudes toward gun

functionalist approaches?

control, rape, and war.

What conclusions did Helen Thompson Wooley draw

t Biological.
 Study the role of specific brain systems in

about differences between the sexes?

aggression by stimulating different regions and then

recording any destructive actions that are elicited. Also

How do the psychodynamic and behaviorist

analyze the brains of mass murderers for abnormalities;

perspectives conceptualize the forces that shape

examine female aggression as related to phases of the

people’s actions?

menstrual cycle.

What is the purpose of cognitive neuroscience?

t Evolutionary.
 Consider what conditions would have

How do the evolutionary perspective and sociocultural

made aggression an adaptive behavior for early humans.

perspective complement each other?

Identify psychological mechanisms capable of selectively

generating aggressive behavior under those conditions.


Study
 and Review
 on MyPsychLab
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As you examine the table, you will note the great many


WHAT PSYCHOLOGISTS DO


subfields within the profession of psychology. Some of the

labels the field uses tell you about the major content of a psy-

You now know enough about psychology to formulate ques-

chologist’s expertise. For example, cognitive psychologists
 focus

tions that span the full range of psychological inquiry. If you

on basic cognitive processes such as memory and language;

prepared such a list of questions, you would be likely to touch


social psychologists
 focus on the social forces that shape peo-

on the areas of expertise of the great variety of individuals who

ple’s attitudes and behavior. Some of the labels identify the

call themselves psychologists. Table 1.2
 provides my own ver-

domains in which psychologists apply their expertise. For

sion of such questions and indicates what sort of psychologist

example, industrial–organizational psychologists
 focus their

might address each one.


Table 1.2 t
 The Diversity of Psychological Inquiry


The Question



Who Addresses It?



Focus of Research and Practice


How can people cope better with

Clinical psychologists

Study the origins of psychological disorders and day-to-day problems

day-to-day problems?

Counseling psychologists

to evaluate treatment options; provide diagnosis and treatment of

Community psychologists

psychological disorders and other issues of personal adjustment

Psychiatrists

How can I cope with the

Rehabilitation psychologists

Provide assessment and counseling for people with illnesses or

aftereffects of a stroke?

disabilities; offer coping strategies and education to affected

individuals, caretakers, employers, and community members

How do memories get stored

Biological psychologists

Study the biochemical bases of behavior, feelings, and mental

in the brain?

Psychopharmacologists

processes

How can you teach a dog to follow

Experimental psychologists

Use laboratory experiments, often with nonhuman participants, to

commands?

Behavior analysts

study basic processes of learning, sensation, perception, emotion, and

motivation

Why can’t I always recall

Cognitive psychologists

Study mental processes such as memory, perception, reasoning,

information I’m sure I know?

Cognitive scientists

problem solving, decision making, and language use

What makes people different from

Personality psychologists

Develop tests and theories to understand differences in personalities

one another?

Behavioral geneticists

and behaviors; study the influence of genetics and environments on

those differences

How does peer pressure work?

Social psychologists

Study how people function in social groups as well as the processes

by which people select, interpret, and remember social information

What do babies know about

Developmental psychologists

Study the changes that occur in the physical, cognitive, and social

the world?

functioning of individuals across the life span; study the influence of

genetics and environments on those changes

Why does my job make me feel

Industrial–organizational

Study the factors that influence performance and morale in the

so depressed?

psychologists

general workplace or on particular tasks; apply those insights in the

Human factors psychologists

workplace

How should teachers deal with

Educational psychologists

Study how to improve aspects of the learning process; help design

disruptive students?

School psychologists

school curricular, teaching–training, and child-care programs

Why do I get sick before

Health psychologists

Study how different lifestyles affect physical health; design and

every exam?

evaluate prevention programs to help people change unhealthy

behaviors and cope with stress

Was the defendant insane when

Forensic psychologists

Apply psychological knowledge to human problems in the field of law

she committed the crime?

enforcement

Why do I always choke during

Sports psychologists

Assess the performance of athletes and use motivational, cognitive,

important basketball games?

and behavioral principles to help them achieve peak performance

levels

How can I make sense of all the

Quantitative psychologists

Develop and evaluate new statistical methods; construct and validate

numbers people throw at me?

Psychometricians

measurement tools

How accurately can psychologists

Mathematical psychologists

Develop mathematical expressions that allow for precise predictions

predict how people will behave?

about behavior and tests of contrasting psychological theories
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Experimental

Managed

4.2%

Physiological/

care

Not specified 1.4

Industrial/

biopsychology 2.5%

Independent

organizational 5.6%

Clinical

practice

Other 6.4%

34.5%

Schools/other

5.2

6.4

educational

Academic

General 6.2%

settings

7

settings

37.3

Social/

personality 7%

16.9

Business/

Human development/

government

family studies 5.2%

25.8

Counseling 12.1%

School/

educational 5.6% Developmental/ Cognitive/

child psychology psycholinguistics

5.2%

5.4%

Hospitals/

other human services


FIGURE 1.2
 Distribution of Degrees to Subfields

of Psychology


FIGURE 1.3
 Work Settings for Psychologists

In 2009, roughly 3,500 people received PhDs in the many

Shown are percentages of psychologists working in particular

subfields of psychology (National Science Foundation, 2010).

settings, according to a survey of American Psychological

Although the largest percentage of those degrees went to

Association (APA) members holding doctoral degrees in

individuals pursuing careers in clinical psychology, students

psychology.

also received advanced training in several other areas of basic

and applied research.

efforts on improving people’s adjustment in the workplace;

the numbers of people who pursue PhDs across psychology’s


school psychologists
 focus on students’ adjustment in educa-

many subfields.

tional settings.

Take a look back at Table 1.2. This list of questions

Each type of psychologist achieves a balance between

illustrates why psychology has so many divisions. Did these


research
 —seeking new insights—and application
 —putting those

questions capture your own concerns? If you have the time,

insights to use in the world. There’s a necessary relationship

make a list of your own questions. Cross off each question as

between those two types of activities. For example, we often


Psychology and Life
 answers it. If, at the end of the course, you

think of clinical psychologists
 largely as individuals who apply

still have unanswered questions, please contact me! (My e-mail

psychological knowledge to better people’s lives. However, as

address can be found in the preface.)

you will see in Chapters 14 and 15, clinical psychologists also

Have you begun to wonder exactly how many practic-

have important research functions. Contemporary research

ing psychologists there are in the world? Surveys suggest the

continues to improve our understanding of the distinctions

number is well over 500,000. Figure 1.3
 gives you an idea

among psychological disorders and the treatments that best

of the distribution of settings in which psychologists func-

ease patients’ distress. Figure 1.2
 provides information about

tion. Although the percentage of psychologists in the popula-

tion is greatest in Western industrialized nations, interest in

psychology continues to increase in many countries. The In-

ternational Union of Psychological Science draws together

member organizations from 71 countries (Ritchie, 2010). The

American Psychological Association (APA), an organiza-

tion that includes psychologists from all over the world, has

over 150,000 members. A second international organization,

the Association for Psychological Science (APS), with about

23,000 members, focuses more on scientific aspects of psychol-

ogy and less on the clinical, or treatment, side.


Stop
 and
 Review


What is the relationship between research and

application?

In what two settings are most psychologists employed?


Study
 and Review
 on MyPsychLab


Developmental psychologists may use puppets or other toys in

their study of how children behave, think, or feel. Why might it

be easier for a child to express his or her thoughts to a puppet

than to an adult?
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 the Concept
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Psychology in Your Life



IN WHAT WAYS DO PSYCHOLOGISTS PARTICIPATE IN THE LEGAL SYSTEM?


An important lesson of Psychology and Life
 is that empirical

of the life factors that make violence more or less likely.

research provides psychologists with a broad range of

Researchers make an important distinction between static
 and

expertise. As the text unfolds, you’ll have a good many


dynamic
 factors (Douglas & Skeem, 2005). Static factors are

opportunities to see how research results apply to important

those that are relatively stable over time (such as gender and

issues in everyday life. You’ll also see how psychological

age at first conviction); dynamic variables are those that may

expertise functions in the public forum. As an initial example,

change over time (such as emotional control and substance

let’s consider how forensic psychologists
 become involved in

abuse). The inclusion of dynamic factors suggests how risk

important legal decisions.

changes over time. Past history alone does not provide a valid

The legal system relies on forensic psychologists to

indication of how a person will behave in the future. It’s also

provide assessments for both civil and criminal proceedings

important to measure the trajectory of a person’s life.

(Packer, 2008). On the civil side, for example, forensic

Researchers must provide evidence that risk assessment

psychologists provide evidence that influences decisions about

devices are successful at predicting future violence (Singh

child custody in divorce hearings. They might also testify about

et al., 2011; Yang et al., 2010). To do so, researchers often

the potential psychological harm workers have sustained in a

follow groups of individuals over time. For example, Wong

particular place of employment. On the criminal side, forensic

and Gordon (2006) evaluated 918 adult male offenders who

psychologists evaluate people’s capacity to understand the

were incarcerated in the Canadian provinces of Alberta,

acts they have committed and their competence to stand trial.

Saskatchewan, and Manitoba. Each participant was evaluated

Forensic psychologists also assess whether individuals are a

with the Violence Risk Scale (VRS), which measures six static

danger to themselves or others. Let’s examine that last role

and 20 dynamic variables. To evaluate the validity of the VRS,

more closely.

the researchers followed their participants over several years,

Suppose that a person is sent to prison for committing a

to see how often they were convicted of new crimes after they

violent crime. After having served some time, he or she arrives

had been released into the community. In both the short term

at a parole hearing. An important consideration at that hearing

(after 1 year) and the longer term (after 4.4 years), men who

will be what lies in the prisoner’s future. What is the likelihood

had obtained higher ratings on the VRS were more likely to be

that violent acts will occur again?

convicted of additional violent crimes.

In recent years, psychologists have attempted to provide

Research results of this sort are quite important because

increasingly research-based answers to that question (Fabian,

they help forensic psychologists provide more accurate

2006). This research often begins with a theoretical analysis

guidance for legal judgments.


Study Strategies



HOW TO USE THIS TEXT



1.
 Set aside sufficient time
 for your reading assignments and

You are about to embark on an intellectual journey through

review of class notes. This text contains much new techni-

the many areas of modern psychology. As you begin, I want to

cal information, many principles to learn, and a new glos-

share with you some important information that will help guide

sary of terms to memorize. To master this material, you

your adventures. “The journey” is a metaphor used throughout

will need at least three hours of reading time per chapter.


Psychology and Life;
 your teacher serves as the tour director,


2.
 Keep a record of your study time
 for this course. Plot the

the text as your tour book, and your author as your personal

number of hours (in half-hour intervals) you study at

tour guide. The goal of this journey is for you to discover what

each reading session. Chart your time investment on a

is known about the most incredible phenomena in the entire

cumulative graph. Add each new study time to the previ-

universe: the brain, the human mind, and the behavior of all

ous total on the left-hand axis of the graph and each study

living creatures. Psychology is about understanding the seem-

session on the baseline axis. The chart will provide visual

ingly mysterious processes that give rise to your thoughts, feel-

feedback of your progress and show you when you have

ings, and actions.

not been hitting the books as you should.

This guide offers general strategies and specific sugges-


3.
 Be an active participant.
 Optimal learning occurs when

tions about how to use this book to get the quality grade you

you are actively involved with the learning materials. That

deserve for your performance and to get the most from your

means reading attentively, listening to lectures mindfully,

introduction to psychology.
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paraphrasing in your own words what you are reading


2.
 Question.
 For each section, make up questions. You

or hearing, and taking good notes. In the text, underline

should use the section headings and key terms to help

key sections, write notes to yourself in the margins, and

you. For example, you might transform the heading

summarize points that you think might be included on

“The Goals of Psychology” into the question “What are

class tests.

the goals of psychology?” You might use the key term


4.
 Space out your studying.
 Research in psychology tells


biological perspective
 to generate the question, “What

us that it is more effective to do your studying regularly

is the major focus of the biological perspective?” These

rather than cramming just before tests. If you let your-

questions will help direct your attention as you read.

self fall behind, it will be difficult to catch up with all the


3.
 Read.
 Read the material carefully so that you are able to

information included in introductory psychology at last-

answer the questions you invented.

minute panic time.


4.
 Reflect.
 As you read the text, reflect on it to relate the


5.
 Get study-centered.
 Find a place with minimal distractions

material to your prior knowledge about the topics. Think

for studying. Reserve that place for studying, reading, and

of extra examples to enrich the text. Try to link the ideas

writing course assignments—and do nothing else there.

together across the subsections.

The place will come to be associated with study activi-


5.
 Recite.
 After you have read and reflected on a section, try

ties, and you will find it easier to work whenever you are

to demonstrate your recall of the material as concretely as

seated at your study center.

possible. For example, answer the questions you invented

earlier by producing the material out loud. For later review,

Take the teacher’s perspective, anticipating the kinds of

write down the ideas you find difficult to remember.

questions she or he is likely to ask and then making sure you


6.
 Review.
 After you have read the entire chapter, review the

can answer them. Find out what kinds of tests you will be

key points. If you are unable to recall important points,

given in this course—essay, fill-in, multiple-choice, or true/

or you cannot answer the questions you invented, consult

false. That form will affect the extent to which you focus on

the book and repeat the earlier phases (read, reflect,

the big ideas and/or on details. Essays and fill-ins ask for

and recite).

recall-type memory; multiple-choice and true/false tests ask for

recognition-type memory.

Take a moment now to use PQ4R for one of the earlier sections

of this chapter to see how each phase works. It will take you

some time to master the flow of PQ4R. Make that investment at


Study Techniques


the beginning of the semester.

You are now prepared to take full advantage of Psychology


This section gives you specific advice about a technique you can


and Life.
 Let’s make your journey through this text worthwhile,

use to learn the material for this course and your other courses.

full of memorable moments and unexpected pleasures!

The technique emerged from principles of human memory you

will encounter in Chapter 7. It is called PQ4R
 from the initials of

the six phases it suggests for effective study: Preview, Question,

Read, Reflect, Recite, and Review (Thomas & Robinson, 1972).


Stop
 and
 Review



1.
 Preview.
 Skim through the chapter to get a general sense

What does it mean to be an active participant in a

of the topics the chapter will discuss. Make yourself

course?

aware of the organization and major topics. Read the

What is the relationship between the Question
 and

section headings and scan the photos and figures. In fact,


Read
 phases of PQ4R?

your first stop for each chapter should be the section

What is the purpose of the Recite
 phase of PQ4R?

“Recapping Main Points.” There you will find the main

ideas of the chapter organized under each of the first-level


Study
 and Review
 on MyPsychLab


headings, which will give you a clear sense of what the

chapter covers.



Recapping Main Points




What Makes Psychology Unique?


t Functionalism, developed by James and Dewey,

emphasized the purpose behind behavior.

t Psychology is the scientific study of the behavior and the

mental processes of individuals.

t Taken together, these theories created the agenda for

modern psychology.

t The goals of psychology are to describe, explain, predict,

and help control behavior.

t Women made substantial research contributions in

psychology’s early history.


The Evolution of Modern Psychology


t Each of the seven perspectives on psychology differs

in its view of human nature, the determinants of

t Structuralism emerged from the work of Wundt and

behavior, the focus of study, and the primary research

Titchener. It emphasized the structure of the mind and

approach.

behavior built from elemental sensations.

Recapping Main Points
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t The psychodynamic perspective looks at behavior as driven


What Psychologists Do


by instinctive forces, inner conflicts, and conscious and

unconscious motivations.

t Psychologists work in a variety of settings and draw on

expertise from a range of specialty areas.

t The behaviorist perspective views behavior as determined

by external stimulus conditions.

t Almost any question that can be generated about real-

life experiences is addressed by some member of the

t The humanistic perspective emphasizes an individual’s

psychological profession.

inherent capacity to make rational choices.

t The cognitive perspective stresses mental processes that


How to Use This Text


affect behavioral responses.

t The biological perspective studies relationships between

t Devise concrete strategies for determining how much study

time you need and how to distribute the time most efficiently.

behavior and brain mechanisms.

t The evolutionary perspective looks at behavior as having

t Take an active approach to your lectures and the text. The

PQ4R method provides six phases—Preview, Question,

evolved as an adaptation for survival in the environment.

Read, Reflect, Recite, and Review—for enhanced learning.

t The sociocultural perspective examines behavior and its

interpretation in cultural context.



KEY TERMS



behavior (p. 2)

cognitive neuroscience (p. 11)

introspection (p. 7)

behavioral data (p. 3)

cognitive perspective (p. 10)

psychodynamic perspective (p. 9)

behavioral neuroscience (p. 11)

evolutionary perspective (p. 11)

psychology (p. 2)

behaviorism (p. 10)

functionalism (p. 7)

scientific method (p. 2)

behaviorist perspective (p. 10)

Gestalt psychology (p. 7)

sociocultural perspective (p. 12)

biological perspective (p. 11)

humanistic perspective (p. 10)

structuralism (p. 7)
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Chapter 1 t
 Practice Test
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1.
 The definition of psychology focuses on both


10.
 When you’re home with the flu, you spend a lot of

______________ and ______________.

time watching CourtTV. You weren’t surprised to see a

a. behaviors; structures

______________ psychologist testifying during a trial.

b. behaviors; mental processes

a. health

c. forensic

c. mental processes; functions

b. social

d. developmental

d. mental processes; structures


11.
 What type of question would a cognitive psychologist be


2.
 To what goal of psychology is “level of analysis” most

likely to ask?

relevant?

a. Why do children sometimes have imaginary friends?

a. explaining what happens

b. Why do some students get sick every time they have a

b. describing what happens

major exam?

c. predicting what will happen

c. How can we design a keyboard for a computer that

d. controlling what happens

allows people to type more quickly?

d. How are bilingual individuals able to switch between


3.
 If you want to ______________ what will happen, you first

their two languages?

must be able to ______________ what will happen.

a. describe; explain

c. control; predict


12.
 Which type of psychologist is least
 likely to focus on

b. describe; control

d. explain; predict

genetic aspects of human psychology?

a. industrial–organizational psychologists


4.
 While watching a horror film, Betty suppressed her

b. developmental psychologists

emotions but Hilda did not. You would expect Betty

c. personality psychologists

to eat ______________ comfort food than Hilda and

d. biological psychologists

______________ non-comfort food.

a. more; the same amount of


13.
 Individuals with advanced degrees in psychology are most

b. more; less

likely to be working in

c. the same amount of; more

a. academic settings.

d. less; more

b. hospitals and clinics.

c. business and government.


5.
 Who founded the first laboratory that was devoted to

d. independent practice.

experimental psychology?

a. William James

c. Max Wertheimer


14.
 In assessments of violence risk, ______________ counts as

b. Wilhelm Wundt

d. John Dewey

a dynamic factor.

a. gender


6.
 A researcher tells you that her main goal is to understand

b. substance abuse

mental experiences as the combination of basic

c. stability of family upbringing

components. It is most likely that she finds the historical

d. age at first conviction

roots of her research in

a. functionalism.


15.
 In what phase of P4QR should you try to relate the

b. the humanist perspective.

textbook material to your prior knowledge about a topic?

c. structuralism.

a. Reflect

c. Review

d. the evolutionary perspective.

b. Recite

d. Question


7.
 Who was the first woman to serve as president of the

American Psychological Association?


ESSAY QUESTIONS


a. Margaret Washburn

c. Jane Goodall

b. Anna Freud

d. Mary Calkins


1.
 With respect to the goals of psychology, why is it

appropriate to characterize psychologists as “rather


8.
 Two professors at universities in Boston and Mumbai

optimistic”?

are collaborating on a research project to determine how

their students in the United States and India respond to


2.
 Why is it often good to consider the same research

the same reasoning problems. It’s likely that they take a

question from several of psychology’s seven perspectives?

______________ perspective in their research.


3.
 Why does the field of psychology include both research

a. humanistic

c. biological

and application?

b. sociocultural

d. psychodynamic


9.
 The ______________ perspective draws on the ways in

which human mental abilities serve adaptive purposes.

a. cognitive

c. evolutionary

b. humanistic

d. sociocultural

Chapter 1 Practice Test
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You may recall that in Chapter 1 I asked you to com-

pose a list of questions that you would like to have

answered by the end of Psychology and Life.
 Stu-

dents who have used the book in the past responded

to this request with a range of interesting concerns. Here are

some of their questions:

t Should I use my cell phone while I drive?

t Can memory research help me study for exams?

t How can I become more creative?

t Is it okay to put kids in day care?

In this chapter, we consider how psychologists generate an-

swers to questions that matter most to students. The focus will

be on the special way in which psychology applies the scientific

method to its domain of inquiry. By the end of the chapter, you

should understand how psychologists design their research:

How can solid conclusions ever be drawn from the complex

and often fuzzy phenomena that psychologists study—how peo-

ple think, feel, and behave? Even if you never do any scientific

research in your life, mastering the information in this section

will be useful. The underlying purpose here is to help improve

your critical thinking skills
 by teaching you how to ask the right

questions and evaluate the answers about the causes, conse-

quences, and correlates of psychological phenomena. The mass

media constantly release stories that begin with, “Research shows

that. . . .” By sharpening your intelligent skepticism, this chapter

will help you become a more sophisticated consumer of the re-

search-based conclusions that confront you in everyday life.


THE PROCESS OF RESEARCH


The research process in psychology can be divided into several

steps that usually occur in sequence (see Figure 2.1
 ). The proc-

ess typically begins with Step 1,
 in which observations, beliefs,

information, and general knowledge lead someone to come up

with a new idea or a different way of thinking about a phenom-

enon. Where do researchers’ questions originate? Some come

from direct observations of events, humans, and nonhumans in

the environment. Other research addresses traditional parts of

the field: Some issues are considered to be “great unanswered

questions” that have been passed down from earlier scholars.

Researchers often combine old ideas in unique ways that of-

fer an original perspective. The hallmark of the truly creative

thinker is the discovery of a new truth that moves science and

society in a better direction.

As psychologists accumulate information about phenom-

ena, they create theories that become an important context to

formulate research questions. A theory
 is an organized set of

concepts that explains
 a phenomenon or set of phenomena. At


FIGURE 2.1
 Steps in the Process of Conducting

the common core of most psychological theories is the assump-

and Reporting Research

tion of determinism,
 the idea that all events—physical, mental,

To illustrate the steps in the scientific process, consider

a study that examined the relationship between couples’

language styles and the stability of their relationships


Watch
 the Video
 The Big Picture: How to Answer Psychological


(Ireland et al., 2011).


Questions?
 on MyPsychLab



theory
 An organized set of concepts that explains a phenomenon or set

of phenomena.


determinism
 The doctrine that all events—physical, behavioral,

and mental—are determined by specific causal factors that are

potentially knowable.

The Process of Research
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and behavioral—are the result of, or determined by, specific

Psychological Association, George Miller (1969) reached the

causal factors. These causal factors are limited to those in the

celebrated conclusion that the responsibility of professional

individual’s environment or within the person. Researchers

psychologists “is less to assume the role of experts and try to

also assume that behavior and mental processes follow lawful


apply psychology ourselves than to give it away to the people who


patterns
 of relationships, patterns that can be discovered and

really need it—and that includes everyone” (p. 1071). Individual

revealed through research. Psychological theories are typically

psychologists often write books and give lectures that are directed

claims about the causal forces that underlie such lawful patterns.

toward broad audiences. Major professional organizations, such

When a theory is proposed in psychology, it is generally

as the American Psychological Association and Association for

expected both to account for known facts and, as Step 2
 in the

Psychological Science, also issue press releases and create public

research process, generate new hypotheses. A hypothesis
 is a

forums in which researchers can give psychology away.

tentative and testable statement about the relationship between

At Step 6
 of the research process, the scientific commu-

causes and consequences. Hypotheses are often stated as if–then

nity reflects on the research and identifies questions the work

predictions, specifying certain outcomes from specific condi-

leaves unresolved. Most research articles start this process

tions. We might predict, for example, that if
 children view a lot

in a discussion
 section in which the researchers lay out the

of violence on television, then
 they will engage in more aggres-

implications and limitations of their work. They might explic-

sive acts toward their peers. Research is required to verify the if–

itly describe the type of future research they consider desirable.

then link. For Step 3,
 researchers rely on the scientific method
 to

When the data do not fully support a hypothesis, researchers

put their hypotheses to the test. The scientific method is a gen-

must rethink aspects of their theories. Thus there is continual

eral set of procedures for gathering and interpreting evidence in

interaction between theory and research. At Step 7,
 the origi-

ways that limit sources of errors and yield dependable conclu-

nal researchers or their peers might act on open questions and

sions. Psychology is considered a science to the extent that it

begin the research cycle again.

follows the rules established by the scientific method. Much of

This research process is centered around appropriate uses

this chapter is devoted to describing the scientific method. Once

of the scientific method. The goal of the scientific method is to

researchers have collected their data, they proceed to Step 4,
 in

allow researchers to draw conclusions with maximum objec-

which they analyze those data and generate conclusions.

tivity. Conclusions are objective
 when they are uninfluenced

If researchers believe that their data will have an impact

by researchers’ emotions or personal biases. Each of the next

on the field, they will move on to Step 5
 and submit the paper

two sections begins with a challenge to objectivity
 and then

for publication in a journal. For publication to be possible,

describes the remedy
 prescribed by the scientific method.

researchers must keep complete records of observations and

data analyses in a form that other researchers can understand

and evaluate. Secrecy is banned from the research proce-


Observer Biases


dure because all data and methods must eventually be open


and Operational Definitions


for public verifiability;
 that is, other researchers must have the

When different people observe the same events, they don’t

opportunity to inspect, criticize, replicate, or disprove the data

always “see” the same thing. This section describes the problem

and methods.

of observer bias
 and the steps researchers take as remedies.

Much psychological research appears in journals that are

published by organizations such as the American Psychological


The Challenge to Objectivity


An observer bias
 is an error

Association or the Association for Psychological Science.

due to the personal motives and expectations of the viewer. At

When research manuscripts are submitted to most journals,

times, people see and hear what they expect rather than what is.

they undergo a process of peer review.
 Each manuscript is

Consider a rather dramatic example of observer bias. Around

typically sent to two to five experts in the field. Those experts

provide detailed analyses of the manuscript’s rationale, meth-

odology, and results. Only when those experts have been suf-

ficiently satisfied do manuscripts become journal articles. This

is a rigorous process. For example, in 2010, journals published

by the American Psychological Association (2011) rejected, on

average, 71 percent of the manuscripts submitted to them. The

process of peer review isn’t perfect—no doubt some worthy

research projects are overlooked and some uneven ones slip

through—but, in general, this process ensures that the research

you read in the vast majority of journals has met high standards.

At Step 5, psychologists also often try to disseminate their re-

sults to a wider public. In a presidential address to the American


Watch
 the Video
 What Do You Think About Psychological Research?
 on


MyPsychLab



hypothesis
 A tentative and testable explanation of the relationship

between two (or more) events or variables; often stated as a

prediction that a certain outcome will result from specific conditions.

Participants, as well as spectators and broadcast viewers, are

subject to observer bias. How can you determine what really


observer bias
 The distortion of evidence because of the personal

motives and expectations of the viewer.

happened?
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the beginning of the 20th century, a leading psychologist, Hugo

researchers do to ensure that their observations are minimally

Munsterberg, gave a speech on peace to a large audience that

affected by prior expectations?

included many reporters. He summarized the news accounts of

what they heard and saw in this way:


The Remedy


To minimize observer biases, researchers rely

on standardization and operational definitions. Standardization



The reporters sat immediately in front of the platform.


means using uniform, consistent procedures in all phases of data


One man wrote that the audience was so surprised


collection. All features of the test or experimental situation should


by my speech that it received it in complete silence;


be sufficiently standardized so all research participants experience


another wrote that I was constantly interrupted by


exactly the same experimental conditions. Standardization means


loud applause and that at the end of my address the


asking questions in the same way and scoring responses according


applause continued for minutes. The one wrote that


to preestablished rules. Having results printed or recorded helps


during my opponent’s speech I was constantly smiling;


ensure their comparability across different times and places and


the other noticed that my face remained grave and


with different participants and researchers.


without a smile. The one said that I grew purple-red


Observations themselves must also be standardized: Scien-


from excitement; and the other found that I grew


tists must solve the problem of how to translate their theories


chalk-white. (1908, pp. 35–36)


into concepts with consistent meaning. The strategy for stand-

ardizing the meaning of concepts is called operationalization.


It would be interesting to go back to the original newspapers,

An operational definition
 standardizes meaning within an ex-

to see how the reporters’ accounts were related to their political

periment, by defining a concept in terms of specific operations

views—then we might be able to understand why the reporters

or procedures used to measure it or to determine its presence.

supposedly saw what they did.

All the variables in an experiment must be given operational

You can look for examples of observer biases in your

definitions. A variable
 is any factor that varies in amount or

day-to-day life. Suppose, for example, you are in a close rela-

kind. Recall the experiment in Figure 2.1. The researchers as-

tionship. How might the motives and expectations you bring to

sessed the variable language style matching,
 which could take

that relationship affect the way you view your partner’s behav-

on any value between 0 and 1.

ior? Let’s consider a study of 125 married couples.

In experimental settings, researchers most often wish to dem-

onstrate a cause-and-effect relationship between two types of vari-


Fea
 The couples were videotaped while they had two different


ables. Imagine, for example, that you wished to test the hypothesis


tured



10-minute conversations (Knobloch et al., 2007). For one con-


we considered earlier: that children who view a lot of violence on


Stud



versation, the couples discussed a positive aspect of their re-


television will engage in more aggressive acts toward their peers.


lationship; for the other, they discussed a recent unexpected


To test that hypothesis, you might devise an experiment in which


y



event that had changed how sure they were (for better or


you manipulated the amount of violence each participant viewed.


for worse) about the future of their relationship. After each


That factor you manipulate would be the independent variable;



conversation, the two spouses gave individual ratings about


it functions as the causal part of the relationship. For each level of


the quality of the interactions along dimensions such as how


violence viewed, you could then assess how much aggression each


warm or cold they thought their partner had been and how


participant displayed. Aggression is the effect part of the cause-


much their partner attempted to dominate the conversa-


effect relationship; it is the dependent variable,
 which is what the


tion. The researchers also asked neutral raters—people who


experimenter measures. If researchers’ claims about cause and


had no connections to the couples—to watch and evaluate


effect are correct, the value of the dependent variable will depend



the conversations. Against the baseline provided by those


on the value of the independent variable.


neutral ratings, the couples’ ratings displayed consistent ob-


Let’s take a moment to put these new concepts to use in the


server bias. The direction of the bias was determined by


context of a real experiment. The research project we consider


how certain each member reported him- or herself to be


begins with a great philosophical question: Do people have free


about the future of the relationship. The researchers noted,


will, or is their behavior determined by forces of genetics and


for example, that “participants who were sure about their


environment outside their control? The study didn’t attempt


marriage had strong positive reactions to conversations that


to answer that question. Rather, the researchers argued that the


seemed normal to the naked eye” (p. 173).


This study demonstrates how expectations can lead different


Watch
 the Video
 Distinguishing Independent and Dependent Variables


observers to reach different conclusions. The biases of the ob-

on MyPsychLab


servers act as filters
 through which some things are noticed as


standardization
 A set of uniform procedures for treating each

relevant and significant and others are ignored as irrelevant

participant in a test, interview, or experiment, or for recording data.

and not meaningful.


operational definition
 A definition of a variable or condition in terms of

Let’s apply this lesson to what happens in psychology

the specific operation or procedure used to determine its presence.

experiments. Researchers are often in the business of mak-


variable
 In an experimental setting, a factor that varies in amount

and kind.

ing observations. Given that every observer brings a different

set of prior experiences to making those observations—and


independent variable
 In an experimental setting, a variable that the

researcher manipulates with the expectation of having an impact on

often those experiences include a commitment to a particular

values of the dependent variable.

theory—you can see why observer biases could pose a


dependent variable
 In an experimental setting, a variable that the

problem. Researchers must work hard to ensure that they are

researcher measures to assess the impact of a variation in an

viewing behavior with a “naked eye,” free of biases. What can

independent variable.

The Process of Research
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The researchers


Participants

Participants


manipulate the


reflected on

reflected on


independent


statements that

statements that

or


variable


emphasized free


emphasized


will
 .


determinism
 .

I am able to

A belief in free will

override the

contradicts the

genetic and

known fact that

environmental

the universe is

factors that

goverend by lawful

sometimes

principles of

influence my

science.

behavior.

Is violent behavior caused by viewing violence on television?


The researchers measure the
 
dependent

 variable


How could you find out?

12

way in which different individuals answer this question—their

10

beliefs in free will
 versus determinism
 —has an impact on how

they behave (Vohs & Schooler, 2008). The researchers reasoned

8

that people who are guided by a worldview of determinism

6

would feel less personal responsibility for bad behavior because

they’d consider it out of their control. To test this hypothesis,

4

the researchers gave students an opportunity to cheat!


Amount paid (in dollars)


2


Figure 2.2
 presents important aspects of the experiment.

The researchers recruited roughly 120 college undergradu-

0

Baseline

Free will

Determinism

ates to serve as participants. The independent variable for the

experimenter-

study was participants’ beliefs in free will versus determinism.

scored

To manipulate this variable, the researchers presented students

with a series of 15 statements and asked them to think about


FIGURE 2.2
 Elements of an Experiment

each statement for one minute. As you might expect, those

To test their hypotheses, researchers create operational

statements were different for the free will and determinism

definitions for the independent and dependent variables.

conditions. Figure 2.2 provides examples.

Data from Kathlee D. Vohs and Jonathan W. Schooler, The value of believing

To test their hypothesis, the researchers needed to pro-

in free will: Encouraging a belief in determinism increases cheating,

vide the students with an opportunity to cheat. During the ex-


Psychological Science,
 January 1, 2008, pages 49–54. © 2008 by the

periment, the students attempted to answer 15 problems from

Association for Psychological Science.

Graduate Record Examination (GRE) practice tests. They could

earn $1 for each correct answer. Participants scored their own

life circumstances. This type of concern provides a transition to

answers in the absence of the experimenter. That provided the

an exploration of experimental methods.

context for cheating: The experimenter would never know if

a participant paid him- or herself more money than was due.


Experimental Methods: Alternative


The dependent variable for the experiment was the amount of

money participants paid themselves.


Explanations and the Need for Controls


Figure 2.2 provides the results of the experiment. To deter-

You know from day-to-day experience that people can sug-

mine how average students would actually score on the 15 GRE

gest many causes for the same outcome. Psychologists face this

questions, the researchers had an extra condition in which they

same problem when they try to make exact claims about cau-

scored participants’ performance themselves to see how much

sality. To overcome causal ambiguity, researchers use experi-


money the students would earn. The bar labeled “Baseline


mental methods:
 They manipulate an independent variable to

experimenter-scored” provides that information. As you can

look for an effect on a dependent variable. The goal of this

see from the other two bars in Figure 2.2, the independent vari-

method is to make strong causal claims about the impact of one

able had the effect on the dependent variable that the research-

variable on the other. In this section, let’s review the problem

ers expected. Those students who had been prompted to take

of alternative explanations
 and some steps researchers take to

the perspective of determinism paid themselves about $4 more

counter the problem.

than those students who focused on free will. Because of the

experimenter-scored baseline—which shows free-will students


The Challenge to Objectivity


When psychologists test a

at the same level as experimenter-scored students—we can infer

hypothesis, they most often have in mind an explanation for

that the determinism students were cheating. Take a moment

to think about other ways in which you might operationalize

the experimental variables, to test the same hypothesis by other


experimental method
 Research methodology that involves the

means. You might, for example, want to measure cheating in

manipulation of independent variables to determine their effects on

some other fashion, to show that the results generalize to other

the dependent variables.
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why change in the independent variable should affect the de-

In a psychological research setting, a placebo effect has oc-

pendent variable in a particular way. For example, you might

curred whenever a behavioral response is influenced by a per-

predict, and demonstrate experimentally, that the viewing of

son’s expectation of what to do or how to feel rather than by

television violence leads to high levels of aggression. But how

the specific intervention or procedures employed to produce

can you know that it was precisely the viewing of violence
 that

that response. Recall the experiment relating television view-

produced aggression? To make the strongest possible case for

ing to later aggression. Suppose we discovered that experimen-

their hypotheses, psychologists must be very sensitive to the

tal participants who hadn’t watched any television at all also

existence of possible alternative explanations.
 The more alter-

showed high levels of aggression. We might conclude that these

native explanations there might be for a given result, the less

individuals, by virtue of being put in a situation that allowed

confidence there is that the initial hypothesis is accurate. When

them to display aggression, would expect they were supposed


something other than what an experimenter purposely intro-

to behave aggressively and would go on to do so. Experiment-

duces into a research setting changes a participant’s behavior

ers must always be aware that participants change the way they

and adds confusion to the interpretation of the data, it is called

behave simply because they are aware of being observed or

a confounding variable.
 When the real cause of some observed

tested. For example, participants may feel special about being

behavioral effect is confounded,
 the experimenter’s interpreta-

chosen to take part in a study and thus act differently than

tion of the data is put at risk. Suppose, for example, that violent

they would ordinarily. Such effects can compromise an experi-

television scenes are louder and involve more movement than

ment’s results.

do most nonviolent scenes. In that case, the superficial and

violent aspects of the scenes are confounded. The researcher


The Remedy: Control Procedures


Because human and

is unable to specify which factor uniquely produces aggressive

animal behaviors are complex and often have multiple

behavior.

causes, good research design involves anticipating possible

Although each different experimental method potentially

confounds and devising strategies for eliminating them.

gives rise to a unique set of alternative explanations, there are

Similar to defensive strategies in sports, good research de-

two types of confounds that apply to almost all experiments,

signs anticipate what the other team might do and make

which researchers call expectancy effects
 and placebo effects.


plans to counteract it. Researchers’ strategies are called

Unintentional expectancy effects
 occur when a researcher or


control procedures
 —methods that attempt to hold con-

observer subtly communicates to the research participants the

stant all variables and conditions other than those related to

behaviors he or she expects to find, thereby producing the de-

the hypothesis being tested. In an experiment, instructions,

sired reaction. Under these circumstances, the experimenter’s

room temperature, tasks, the way the researcher is dressed,

expectations, rather than the independent variable, actually

time allotted, the way the responses are recorded, and many

help trigger the observed reactions.

other details of the situation must be similar for all par-

ticipants, to ensure that their experience is the same. The


F


only differences in participants’ experiences should be those


ea



In an experiment, 12 students were given groups of rats that


introduced by the independent variable. Let’s look at rem-


tured



were going to be trained to run a maze (Rosenthal & Fode,


edies for the specific confounding variables, expectancy and


Stud



1963). Half of the students were told their rats were from


placebo effects.


a special maze-bright breed. The other students were told


Imagine, for example, that you enriched the aggression ex-


y



their rats were bred to be maze-dull. As you might guess,


periment to include a treatment group that watched comedy


their rats were actually all the same. Nonetheless, the stu-


programs. You’d want to be careful not to treat your comedy


dents’ results corresponded with their expectations for their


and violence participants in different ways based on your ex-


rats. The rats labeled bright were found to be much better


pectations. Thus, in your experiment, we would want the re-


learners than those that had been labeled as dull.


search assistant who greeted the participants and later assessed

their aggression to be unaware of whether they had watched

a violent program or a comedy: We would keep the research

assistant blind
 to the assignment of participants to conditions.

How do you suppose the students communicated their

In the best circumstances, bias can be eliminated by keeping

expectations to their rats? Do you see why you should worry


both
 experimental assistants and participants blind to which

even more about expectancy effects when an experiment is

carried out within species—with a human experimenter and

human participants? Expectation effects distort the content of

discovery.

A placebo effect
 occurs when experimental participants

change their behavior in the absence
 of any kind of experimen-


confounding variable
 A stimulus other than the variable an

experimenter explicitly introduces into a research setting that affects

tal manipulation. This concept originated in medicine to ac-

a participant’s behavior.

count for cases in which a patient’s health improved after he


expectancy effect
 Result that occurs when a researcher or observer

or she had received medication that was chemically inert or a

subtly communicates to participants the kind of behavior he or she

treatment that was nonspecific. The placebo effect refers to an

expects to find, thereby creating that expected reaction.

improvement in health or well-being related to the individual’s


placebo effect
 A change in behavior in the absence of an experimental


belief
 that the treatment will be effective. Some treatments with

manipulation.

no genuine medical effects have been shown to produce good


control procedure
 Consistent procedure for giving instructions, scoring

or excellent outcomes for patients on whom they were used

responses, and holding all other variables constant except those

(Colloca & Miller, 2011).

being systematically varied.
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participants get which treatment. This technique is called a

matches the overall characteristics of the population with re-


double-blind control.
 In our prospective aggression experi-

spect, for example, to the distribution of males and females,

ment, we couldn’t keep participants from knowing whether

racial and ethnic groups, and so on. For example, if your study

they had watched comedy or violence. However, we would take

of children’s lying included only boys, we wouldn’t consider

great care to ensure that they couldn’t guess that our later anal-

that a representative sample of the full population of 4- and

yses would focus on their subsequent aggression.

6-year-olds. To achieve a representative sample, researchers of-

To account for placebo effects, researchers generally in-

ten use the procedure of random sampling,
 which means that

clude an experimental condition in which the treatment is not

every member of a population has an equal likelihood of par-

administered. This is a placebo control.
 Placebo controls fall

ticipating in the experiment. (In the Statstical Supplement that

into the general category of controls by which experimenters

follows this chapter, we describe the procedures researchers use

assure themselves they are making appropriate comparisons.

to determine whether experimental results can be generalized

Suppose you see a late-night TV commercial that celebrates

beyond a particular sample. Please read the Supplement in con-

the herbal supplement ginkgo biloba as an answer to all your

junction with this chapter.)

memory problems. What might you expect if you buy a sup-

Another type of experimental design—a within-subjects


ply of ginkgo and take it weekly? One study demonstrated that


design
 —uses each participant as his or her own control. For ex-

university students who took ginkgo every morning for six

ample, each participant might experience more than one level

weeks did, in fact, show improvements in their performance

of the independent variable. Or, the behavior of an experimen-

on cognitive tasks (Elsabagh et al., 2005). On one task, people

tal participant before getting the treatment might be compared

were asked to view a series of 20 pictures on a computer screen,

with behavior after. Consider an experiment that examined the

name them, and later recall those names. The participants were

accuracy of people’s judgments about future exercise.

14 percent better at this task after six weeks of ginkgo. How-

ever, participants who took a placebo—a pill with no active


Fe


ingredients—also improved by 14 percent. The placebo control


Suppose you are contemplating a visit to the gym. You’re
 atured


suggests that improvement on the task was the result of prac-


probably more likely to go if you think that you’re going to



Stud


tice from the initial session. The data from control conditions


enjoy the workout. But how accurate are your predictions


provide an important baseline against which the experimental


about your future enjoyment? A team of researchers tested
 y


effect is evaluated.


the hypothesis that people habitually underestimate the ex-



tent to which they’ll enjoy their exercise (Ruby et al., 2011).



The Remedy: Research Designs


To implement control


To test their hypothesis, the researchers approached people


conditions, researchers make decisions about what type of re-


who attended fitness classes regularly. Before a class be-


search design best suits their goals. In some research designs,


gan, they asked the participants to predict how much they


which are referred to as between-subjects designs,
 different

groups of participants are randomly assigned,
 by chance pro-

cedures, to an experimental condition (exposed to one or more

experimental treatments) or to a control condition (not ex-


double-blind control
 An experimental technique in which biased

expectations of experimenters are eliminated by keeping both

posed to an experimental treatment). Random assignment
 is

participants and experimental assistants unaware of which

one of the major steps researchers take to eliminate confound-

participants have received which treatment.

ing variables that relate to individual differences among poten-


placebo control
 An experimental condition in which treatment is not

tial research participants. This is the procedure you’d want to

administered; it is used in cases where a placebo effect might occur.

use for the aggression experiment. The random assignment to


between-subjects design
 A research design in which different groups of

experimental and control conditions makes it quite likely that

participants are randomly assigned to experimental conditions or to

the two groups will be similar in important ways at the start of

control conditions.

an experiment because each participant has the same probabil-


random assignment
 A procedure by which participants have an equal

ity of being in a treatment condition as in a control condition.

likelihood of being assigned to any condition within an experiment.

We shouldn’t have to worry, for example, that everyone in the


experimental group
 A group in an experiment that is exposed to


experimental group
 loves violent television and everyone in

a treatment or experiences a manipulation of the independent

variable.

the control group
 hates it. Random assignment should mix

both types of people together in each group. If outcome differ-


control group
 A group in an experiment that is not exposed to a

treatment or does not experience a manipulation of the independent

ences are found between conditions, we can be more confident

variable.

that the differences were caused by a treatment or intervention

rather than by preexisting differences.


population
 The entire set of individuals to which generalizations will be

made based on an experimental sample.

Researchers also try to approximate randomness in the

way they bring participants into the laboratory. Suppose you


sample
 A subset of a population selected as participants in an

experiment.

would like to test the hypothesis that 6-year-old children are

more likely to lie than 4-year-old children. At the end of your


representative sample
 A subset of a population that closely matches

the overall characteristics of the population with respect to the

experiment, you’d like your conclusions to apply to the whole

distribution of males and females, racial and ethnic groups, and so on.


population
 of 4-year-olds and 6-year-olds. However, you


random sampling
 A procedure that ensures that every member of a

can bring only a very small subset—a sample
 —of the world’s

population has an equal likelihood of participating in an experiment.

4- and 6-year-olds into your laboratory. Typically, psychology


within-subjects design
 A research design that uses each participant as

experiments use from 20 to 100 participants. How should you

his or her own control; for example, the behavior of an experimental

choose your group of children? Researchers attempt to con-

participant before receiving treatment might be compared to his or

struct a representative sample,
 which is a sample that closely

her behavior after receiving treatment.
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thought they would enjoy the class on a scale ranging from


children who would not be. The next section turns to a type of


1 (not at all) to 10 (very much). People, on average, gave a


research method that often addresses these concerns.


rating of 7.6. After the class, the people rated their actual



enjoyment. They gave consistently higher ratings, with an



average of 8.2 on the 10-point scale.



Correlational Methods


Is intelligence associated with how long people live? Are

Because this study used a within-subjects design, the research-

optimistic people healthier than pessimists? Is there a relationship

ers could draw the strong conclusion that the participants

between experiencing child abuse and later mental illness? These

were underestimating their future enjoyment. You might

questions involve variables that a psychologist could not easily

wonder why. The researchers suggested that people contem-

or ethically manipulate. To answer these questions, researchers

plating exercise are too focused on the beginning of the work-

carry out studies using correlational methods.
 Psychologists

out—which is often the worst part. In a later between-subjects

use correlational methods when they want to determine to what

experiment, they asked participants to imagine doing either the

extent two variables, traits, or attributes are related.

best part of their workout routine either first or last. Those

To determine the precise degree of correlation that exists

people who imagined doing the best part first gave consistently

between two variables, psychologists compute a statistical meas-

higher average ratings (8.0 on the 10-point scale) than people

ure known as the correlation coefficient (
 
r

 ).
 This value can vary

who imagined doing the best part last (7.0). Do you see how

between 1.0 and 1.0, where 1.0 indicates a perfect positive

you can harness this result the next time you contemplate get-

correlation, 1.0 indicates a perfect negative correlation, and

ting some exercise?

0.0 indicates no correlation at all. A positive correlation coef-

The research methodologies we have considered so far all

ficient means that as one set of scores increases, a second set

involve the manipulation of an independent variable to look for

also increases. The reverse is true with negative correlations; the

an effect on a dependent variable. Although this experimental

second set of scores goes in the opposite direction to the values

method often allows researchers to make the strongest claims

of the first scores (see Figure 2.3
 on page 28). Correlations that

about causal relations among variables, several conditions can

are closer to zero mean that there is a weak relationship or no

make this method less desirable. First, during an experiment,

relationship between scores on two measures. As the correlation

behavior is frequently studied in an artificial environment, one

coefficient gets stronger, closer to the 1.0 maximum, predic-

in which situational factors are controlled so heavily that the

tions about one variable based on information about the other

environment may itself distort the behavior from the way it

variable become increasingly more accurate.

would occur naturally. Critics claim that much of the richness

Throughout Psychology and Life,
 you will see many cor-

and complexity of natural behavior patterns is lost in control-

relational studies that have led to important insights. To whet

led experiments, sacrificed to the simplicity of dealing with

your appetite, let’s consider one example here.

only one or a few variables and responses. Second, research

participants typically know they are in an experiment and are

being tested and measured. They may react to this awareness


F



A team of researchers wished to determine whether chil-



ea


by trying to please the researcher, attempting to “psych out”


tured



dren’s media habits (television, video games, and computer


the research purpose, or changing their behavior from what


usage) had an impact on the likelihood that they would have
 Stud


it would be if they were unaware of being monitored. Third,


sleep problems (Garrison et al., 2011). To address this ques-


some important research problems are not amenable to ethi-


y



tion, the researchers asked the parents of 3- to 5-year-old


cal experimental treatment. We could not, for example, try to


children to keep “media diaries” (in which they recorded


discover whether the tendency toward child abuse is transmit-


the children’s media usage) for one week. The parents also


ted from generation to generation by creating an experimental


completed a Sleep Habits Questionnaire that assessed how


group of children who would be abused and a control group of


long it took children to fall asleep as well as the frequency



of “repeated night wakings, nightmares, difficulty waking in



the morning, and daytime tiredness” (p. 30). The data analy-



ses indicated that each extra hour of nighttime media use



resulted in more sleep problems. In addition, daytime con-



sumption of violent media (but not other types of content)



also predicted more sleep problems.


Can you see why a correlational design is appropriate to ad-

dress this issue? You can’t randomly assign children to watch

lots of television or none at all. You must wait to see what pat-

terns emerge from families’ actual habits. Do these results sug-

gest decisions you might make if you become a parent?


correlational method
 Research methodology that determines to what

extent two variables, traits, or attributes are related.

Why do people underestimate how much they will enjoy an


correlation coefficient (
 
r

 )
 A statistic that indicates the degree of

exercise session?

relationship between two variables.
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FIGURE 2.3
 Positive and Negative Correlations

These imaginary data display the difference between positive and negative correlations. Each point represents a single bowler or golfer. (a) In general, the more points a professional bowler scores, the more money he or she will earn. Thus, there is a positive correlation between those two variables. (b) The correlation for golf is negative, because golfers earn more money when they make fewer strokes.

When we interpret correlational data, we always need to

is possible: “Of course, we cannot draw any causal inferences as

take care before we make causal claims. Let’s stay with the topic

to whether more successful companies choose individuals with

of sleep. Research suggests that students who are at risk for

a particular appearance to be their CEOs or whether individu-

sleep disorders are also more likely to have particularly low

als with a particular appearance emerge as more successful in

GPAs (Gaultney, 2010). Based on this result, you might want

their work as CEOs” (p. 110). For each of these cases, you can

to take the next step and say that the way to improve students’

see why correlation does not imply causation. You can also see

GPAs would be to force them to sleep more. This intervention

how correlational research can call attention to intriguing pat-

is misguided. A strong correlation indicates only that two sets

terns in the world.

of data are related in a systematic way; the correlation does

We’ve already given you several examples of the outcomes

not ensure that one causes the other. Correlation does not im-


of experiments. The next section fills in more about how psy-


ply causation.
 The correlation could reflect any one of several

chologists measure important processes and dimensions of

cause-and-effect possibilities. Many of those possibilities in-

experience.

volve a third variable
 that works in the background to bring

about the correlation. Suppose, for example, that people both

sleep better and get higher grades when they take easy courses.

Under those circumstances, the difficulty of students’ courses


Stop
 and
 Review


would be a third variable that would bring about a positive cor-

What is the relationship between theories and

relation between amount of sleep and GPA. It could also be

that case people who study more efficiently get to bed sooner

hypotheses?

or that people who experience anxiety about schoolwork can-

What steps can researchers take to overcome observer

not fall asleep. You can see from these three possibilities that

biases?

correlations most often require researchers to probe for deeper

Why do researchers use double-blind controls?

explanations.

What is meant by a within-subjects design?

Let’s consider a couple more examples of the difficulty of

Why does correlation not imply causation?

making causal claims from correlations. Recall the study we

outlined in Figure 2.1. The main result was that couples with


CRITICAL THINKING


Consider the study in which

more language style matching were more likely to have rela-

participants predicted their future enjoyment for exercise.

tionships that endured over time (Ireland et al., 2011). The re-

Why might the researchers have used people who exercise

searchers acknowledged that the design was correlational: They

regularly as participants?

couldn’t be sure whether more language style matching leads

to better relationships or better relationships lead to more lan-


Study
 and Review
 on MyPsychLab


guage style matching. As a second example, consider a study

that asked participants to examine photographs of the CEOs of

Fortune 500 companies (Rule & Ambady, 2008). Based just on

the photographs, participants indicated how good they thought

each person would be at leading a company. On the whole,


PSYCHOLOGICAL


the CEOs who got the highest leadership ratings—again, based

only on their photographs—led the most profitable companies.


MEASUREMENT


Why might this positive correlation emerge? The researchers

were careful to acknowledge that more than one causal pathway

Because psychological processes are so varied and complex,

they pose major challenges to researchers who want to meas-

ure them. Although some actions and processes are easily seen,


Watch
 the Video
 Correlations Do Not Show Causation
 on MyPsychLab


many, such as anxiety or dreaming, are not. Thus one task for a
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Psychology in Your Life



DOES WISHFUL THINKING AFFECT HOW YOU EVALUATE INFORMATION?


In the discussion of challenges to objectivity, observer biases

The researchers asked the participants to indicate how

loomed large: Scientists need to take careful measures to

valid and convincing they found each study. For example,

ensure that they don’t see just what they want to see. However,

the participants judged which study they thought would

the concern with observer bias is equally pressing in the real

yield higher-quality conclusions on a scale that ranged from

world. Think about all the information you have available through

“random assignment much more valid” to “statistical matching

the wonders of the Internet. How do you evaluate all that

much more valid.” How would we see an impact of wishful

information when you make important decisions? Researchers

thinking? Recall that the conflicted participants forecasted a

have demonstrated that people often engage in wishful thinking.

future in which they would put their children in day care. As

Let’s review one study that reached that conclusion.

a consequence, they evaluated a study much more positively

To begin the study, the researchers defined two

when it indicated the superiority of day care over home care.

populations of participants by their attitudes toward day care

Note, of course, that the description of the study hadn’t

(Bastardi et al., 2011). All the participants indicated that they

changed—the only thing that was different was the conclusion

planned to have children in the future. They also indicated that

the participants wished the study to reach.

they thought home care was superior to day care. One group,

The researchers also asked the participants to rate the

which the researchers called the unconflicted
 group, said that

relative superiority of day care versus home care. Recall that

they planned to use home care for their (future) children. The

both groups had initially rated home care as better. However,

second group, which the researchers called the conflicted


after learning about studies that provided balanced information,

group, said that they planned to put their children in day care

the conflicted group changed their attitudes dramatically in the

(even though they thought home care was better).

direction of thinking that day care was better.

Next, the researchers described two studies to the

You can imagine yourself in the situation of the

participants about the relative effectiveness of the two types

participants in the conflicted group. They are eager to find

of child care. The studies differed in their conclusions: One

information that supports the difficult decision they foresee in

favored day care and the other favored home care. They also

their future. The study demonstrates how that eagerness—that

differed in their methods: In one study the children were

wishful thinking—affects how they assess the information

randomly assigned to the two types of care; in the other, the

available to them. As you go through life making judgments

students were matched so that the children in each setting

about how to assess information, think what you might do to

were highly similar.

keep wishful thinking out of the process.

psychological researcher is to make the unseen visible, to make

internal events and processes external, and to make private

experiences public. You have already seen how important it is

for researchers to provide operational definitions of the phe-

nomena they wish to study. Those definitions generally provide

some procedure for assigning numbers to, or quantifying,
 dif-

ferent levels, sizes, intensities, or amounts of a variable. Many

measurement methods are available, each with its particular

advantages and disadvantages.

This review of psychological measurement begins with a

discussion of the distinction between two ways of gauging the

accuracy of a measure: reliability and validity. I then review

different measurement techniques for data collection. By

whatever means psychologists collect their data, they must use

appropriate statistical methods to verify their hypotheses. A

description of how psychologists analyze their data is given in

What procedures might you follow to determine the correlation

the Statistical Supplement, which follows this chapter.

between students’ sleep habits and their success in college?

How would you evaluate potential causal relationships

underlying any correlation?


Watch
 the Video
 Research Methods
 on MyPsychLab
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Achieving Reliability and Validity


attitudes and feelings (“How satisfied are you with your present

job?”). Open-ended
 questions allow respondents to answer

The goal of psychological measurement is to generate findings

freely in their own words. Questions may also have a number

that are both reliable and valid. Reliability
 refers to the

of fixed alternatives
 such as yes, no,
 and undecided.


consistency or dependability of behavioral data resulting from

An interview
 is a dialogue between a researcher and an

psychological testing or experimental research. A reliable result

individual for the purpose of obtaining detailed information.

is one that will be repeated under similar conditions of testing

Instead of being completely standardized, like a questionnaire,

at different times. A reliable measuring instrument yields com-

an interview is interactive.
 An interviewer may vary the

parable scores when employed repeatedly (and when the thing

questioning to follow up on something the respondent said.

being measured does not change). Consider the experiment

Good interviewers are also sensitive to the process of the social

that manipulated participants’ beliefs about free will. That

interaction as well as to the information revealed. They are

experiment used 122 participants. The experimenters’ claim

trained to establish rapport,
 a positive social relationship with

that the result was “reliable” means that they should be able to

the respondent that encourages trust and the sharing of per-

repeat the experiment with any new group of participants of

sonal information.

comparable size and generate the same pattern of data.

Although researchers rely on a wide variety of self-


Validity
 means that the information produced by re-

report measures, there are limits to their usefulness. Ob-

search or testing accurately measures the psychological vari-

viously, many forms of self-report cannot be used with

able or quality it is intended to measure. A valid measure

preverbal children, illiterate adults, speakers of other lan-

of happiness,
 for example, should allow us to predict how

guages, some mentally disturbed people, and nonhuman

happy you are likely to be in particular situations. A valid

animals. Even when self-reports can be used, they may not

experiment means that the researcher can generalize to

be reliable or valid. Participants may misunderstand the

broader circumstances, often from the laboratory to the real

questions or not remember clearly what they actually expe-

world. Suppose a professor instructs his class to meditate on

rienced. Furthermore, self-reports may be influenced by so-

free will just before an exam. That professor likely accepts as

cial desirability. People may give false or misleading answers

valid the idea that belief in free will lowers students’ impulse

to create a favorable (or, sometimes, unfavorable) impres-

to cheat. Tests and experiments can be reliable without be-

sion of themselves. They may be embarrassed to report their

ing valid. We could, for example, use your shoe size as an

true experiences or feelings.

index of your happiness. This would be reliable (we’d always

get the same answer), but not valid (we’d learn very little

about your day-to-day happiness level).


Behavioral Measures and Observations


As you now read about different types of measures, try to

evaluate them in terms of reliability and validity.

As a group, psychological researchers are interested in a wide

range of behaviors. They may study a rat running a maze, a child

drawing a picture, a student memorizing a poem, or a worker


Self-Report Measures


repeatedly performing a task. Behavioral measures
 are ways to

study overt actions and observable and recordable reactions.

Often researchers are interested in obtaining data about

One of the primary ways to study what people do is

experiences they cannot directly observe. Sometimes these


observation.
 Researchers use observation in a planned, precise, and

experiences are internal psychological states, such as beliefs,

systematic manner. Observations focus on either the process
 or the

attitudes, and feelings. At other times, these experiences are

external behaviors but—like sexual activities or criminal acts—

not generally appropriate for psychologists to witness. In these

cases, investigations rely on self-reports. Self-report measures


are verbal answers, either written or spoken, to questions the

researcher poses. Researchers devise reliable ways to quantify

these self-reports so they can make meaningful comparisons

between different individuals’ responses.

Self-reports include responses made on questionnaires

and during interviews. A questionnaire
 or survey
 is a written set

of questions, ranging in content from questions of fact (“Are

you a registered voter?”), to questions about past or present

behavior (“How much do you smoke?”), to questions about


reliability
 The degree to which a test produces similar scores each

time it is used; stability or consistency of the scores produced by

an instrument.


validity
 The extent to which a test measures what it was intended to

measure.

By watching from behind a one-way mirror, a researcher can


self-report measure
 A self-behavior that is identified through a

participant’s own observations and reports.

make observations of a child without influencing or interfering


behavioral measure
 Overt actions or reaction that is observed and

with the child’s behavior. Have you ever changed your behavior

recorded, exclusive of self-reported behavior.

when you knew you were being watched?
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products
 of behavior. In an experiment on learning, for instance,

a researcher might observe how many times a research partici-

pant rehearsed a list of words (process) and then how many words

the participant remembered on a final test (product). For direct



observations,
 the behavior under investigation must be clearly

visible and overt and easily recorded. For example, in a labora-

tory experiment on emotions, a researcher could observe a par-

ticipant’s facial expressions as the individual looked at emotionally

arousing stimuli.

A researcher’s direct observations are often augmented by

technology. For example, contemporary psychologists often rely

on computers to provide very precise measures of the time it takes

for research participants to perform various tasks, such as reading

a sentence or solving a problem. Although some forms of exact

measurement were available before the computer age, computers

now provide extraordinary flexibility in collecting and analyzing

precise information. Chapter 3 will describe the newest types of

technologies that allow researchers to produce behavioral meas-

ures of a remarkable kind: pictures of the brain at work.

In naturalistic observation,
 some naturally occurring

behavior is viewed by a researcher, who makes no attempt

to change or interfere with it. In some cases, the observation

takes place in a laboratory. For instance, a researcher behind

a one-way mirror might observe how children use their verbal

abilities to persuade their friends to help with tasks (McGrath &

Zook, 2011). In other cases, researchers go out into the world

to observe behavior.


Fe


When you enter a college classroom, do you notice people


a



Consider this scenario: You enter a crowded classroom and



tured


sitting together based on their physical similarity?


you need to choose a seat. What factors influence your



Stud



choice? A team of researchers suggested that “birds of a


and women differ in their level of heroism
 (Becker & Eagly,


feather sit together”: Specifically, they hypothesized that



y


2004). To address this question, the researchers couldn’t cre-


students choose to sit near people with whom they shared


ate a laboratory test; they couldn’t set a building on fire to see


physical similarity (Mackinnon et al., 2011). To test this hy-


whether more men or women rushed in. Instead, they defined


pothesis, the researchers took digital photographs of 14 uni-


behaviors out in the world that were arguably heroic and then


versity classrooms with 2,228 students. You probably won’t


looked to archival records to assess the relative contributions


be surprised to learn that students were more likely to sit


of men and women. For example, the researchers examined


near other students of the same sex and race. However, the


participation in “Doctors of the World,” an organization that


researchers’ analyses also revealed that people were more


sends medical personnel to all corners of the globe. Personnel


likely to sit together based on whether they were wearing


in this program assume a “nonnegligible risk [by] delivering


glasses as well as similarity in their hair length and hair color.


health and medical services in environments marked by local

violence and unsanitary conditions” (Becker & Eagly, 2004,

Do you see why naturalistic observation provides an excellent

p. 173). What did the archival data show? More than half of

method to test the hypothesis? Meanwhile, it’s very unlikely

the participants in Doctors of the World (65.8 percent) were

that students scan a classroom and think, “I’m going sit next to

women. You can see why archival data are essential to address

him because we both have long blond hair.” This study allows

certain types of questions.

you to reflect on ways in which physical similarity influences

Before we leave the topic of psychological measurement,

your behavior outside of your awareness.

you should be aware that many research projects combine both

Naturalistic observation is especially useful in the early

self-report measures and behavioral observations. Researchers

stages of an investigation. It helps researchers discover the

may, for example, specifically look for a relationship between

extent of a phenomenon or to get an idea of what the important

how people report they will behave and how they actually

variables and relationships might be. The data from naturalistic

behave. In addition, rather than involving large numbers of

observation often provide clues for an investigator to use in

participants, some research projects will focus all their meas-

formulating a specific hypothesis or research plan.

ures on a single individual or small group in a case study.
 In-

When they wish to test hypotheses with behavioral meas-

tensive analyses of particular individuals can sometimes yield

ures, researchers sometimes turn to archival data.
 Imagine

all the types of information you might find in a library or on


naturalistic observation
 A research technique in which unobtrusive

the Web: birth and death records, weather reports, movie

observations are made of behaviors that occur in natural

attendance figures, legislators’ voting patterns, and so on. Any

environments.

of those types of information could become valuable to test the


case study
 Intensive observation of a particular individual or small

right hypothesis. Consider a study that examined whether men

group of individuals.
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Table 2.1 t
 What’s in a Name? Methods and Measures


Research Goal



Dependent Measure



Self-Report



Observation




To assess the correlation

Each participant’s

between the frequency of

assessment

people's names and their

of his or her

experience of happiness.

own happiness.


tional Methodsela


To assess the correlation

Children’s amount

between the frequency of


Corr


of social interaction

children's names and their

on the playground.

acceptance by peers.

To determine if people

Participants’

judge identical photos

ratings of baby

differently when different

pictures to which

names are assigned to them.

random names

have been

assigned.

To determine if people’s

The number of

actual social interactions

positive facial

change because of name-

expressions people

based expectations.

produce in


Experimental Methods


conversation

with a stranger

who has

introduced himself

as Mark
 or Marcus.


important insights into general features of human experience.

Suppose a researcher spends time observing children’s

For example, in Chapter 3 you will learn that careful observa-

behavior on a playground. What kind of measure would

tions of single patients with brain damage provided the basis

that be?

for important theories of the localization of language functions

in the brain.


Study
 and Review
 on MyPsychLab


You have now seen several types of procedures and meas-

ures that researchers use. Before we move on, let’s see how the

same issue can be addressed in different research designs. Con-

sider Shakespeare’s question, “What’s in a name?” In Romeo



and Juliet,
 Juliet asserts, “That which we call a rose by any other


ETHICAL ISSUES IN HUMAN


name would smell as sweet.” But is that correct? Do you think

your name has an impact on the way other people treat you?


AND ANIMAL RESEARCH


Is it better to have a common, familiar name or a rare, dis-

tinctive one? Or does your name not matter at all? Table 2.1


Respect for the basic rights of humans and animals is a

gives examples of combinations of measures and methods that

fundamental obligation of all researchers (Bersoff, 2008). All

researchers might use to answer those questions. As you read

research is conducted with respect to a critical question: How

through Table 2.1, ask yourself how willing you would be to

should the potential gains
 of a research project be weighed

participate in each type of study. The next section discusses the

against the costs
 it incurs to those who are subjected to

ethical standards that govern psychological research.

procedures that are risky, painful, stressful, or deceptive? For ex-

ample, Chapter 16 describes classic experiments on obedience to



authority.
 In those experiments, participants were deceived into


Stop
 and
 Review


believing that they were giving dangerous electric shocks to total

strangers. Evidence from the experiments suggests that the par-

Why can some measures be reliable but not valid?

ticipants were experiencing severe emotional distress. Although

Why is it important for interviewers to establish rapport?

the research may be quite important to an understanding of
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human nature, it is difficult to assert that this gain in knowledge

are available; (4) the deception must be explained to the par-

offsets the emotional costs to the participants.

ticipants by the conclusion of the research; and (5) participants

Beginning in 1953, the American Psychological Associa-

must have the opportunity to withdraw their data once the

tion published guidelines for ethical standards for researchers.

deception is explained. In experiments involving deception, a

Current research practice is governed by the 2002 revision of

review board may impose constraints, insist on monitoring ini-

those guidelines (including a series of amendments made

tial demonstrations of the procedure, or deny approval.

through 2010). To guarantee that these and other ethical prin-

ciples are honored, special committees oversee every research

proposal, imposing strict guidelines issued by the U.S. Depart-


Debriefing


ment of Health and Human Services. Universities and colleges,

Participation in psychological research should always be a mu-

hospitals, and research institutes each have review boards
 that

tual exchange of information between researcher and participant.

approve and reject proposals for human and animal research.

The researcher may learn something new about a behavioral

Let’s review some of the factors those review boards consider.

phenomenon from the participant’s responses, and the partici-

pant should be informed of the purpose, hypothesis, anticipated

results, and expected benefits of the study. At the end of an ex-


Informed Consent


periment, each participant must be given a careful debriefing,


At the start of nearly all laboratory research with human sub-

in which the researcher provides as much information about the

jects, participants undergo a process of informed consent.


study as possible and makes sure that no one leaves feeling con-

They are informed
 about the procedures they will experience

fused, upset, or embarrassed. If it was necessary to mislead the

as well as the potential risks and benefits of participation.

participants during any stage of the research, the experimenter

Given that information, participants are asked to sign a state-

carefully explains the reasons for the deception. Finally, partici-

ment indicating that they consent
 to continue. Participants are

pants have the right to withdraw their data if they feel they have

also assured that their privacy is protected: All records of their

been misused or their rights abused in any way.

behavior are kept strictly confidential; they must approve any

public sharing of them. In addition, participants are told in

advance that they may leave an experiment any time they wish,


Issues in Animal Research


without penalty, and they are given the names and phone num-

Should animals be used in psychological and medical research?

bers of officials to contact if they have any grievances.

This question has often produced very polarized responses. On

one side are researchers who point to the very important break-

throughs research with animals has allowed in several areas


Risk/Gain Assessment


of behavioral science (Carroll & Overmier, 2001: Mogil et al.,

Most psychology experiments carry little risk to the partici-

2010). The benefits of animal research have included discovery

pants, especially where participants are merely asked to per-

and testing of drugs that treat anxiety and mental illnesses as

form routine tasks. However, some experiments that study

well as important knowledge about drug addiction. Animal

more personal aspects of human nature—such as emotional

research benefits animals as well. For example, veterinarians

reactions, self-images, conformity, stress, or aggression—can

are able to provide improved treatments that emerged through

be upsetting or psychologically disturbing. Therefore, when-

animal research.

ever a researcher conducts such a study, risks must be mini-

For defenders of animal rights, “ethical concerns about

mized, participants must be informed of the risks, and suitable

compromised animal welfare cannot be eased by human ben-

precautions must be taken to deal with strong reactions. Where

efits alone” (Olsson et al., 2007, p. 1680). Ethicists encourage

any risk is involved, it is carefully weighed by each institutional

researchers to adhere to the three Rs:
 Researchers should devise

review board in terms of its necessity for achieving the benefits

tests of their hypothesis that enable them to reduce
 the number

to the participants of the study, to science, and to society.

of animals they require or to replace
 the use of animals alto-

gether; they should refine
 their procedures to minimize pain

and distress (Ryder, 2006). Each animal researcher must judge


Intentional Deception


his or her work with heightened scrutiny.

The American Psychological Association (APA) pro-

For some kinds of research, it is not possible to tell the par-

vides firm ethical guidelines for researchers who use nonhu-

ticipants the whole story in advance without biasing the results.

man animals in their research (APA, 2002). The APA expects

If you were studying the effects of violence on television on

aggression, for example, you would not want your partici-

pants to know your purpose in advance. But is your hypothesis


Watch
 the Video
 Special Topics: Ethics
 on MyPsychLab


enough to justify the deception?

The American Psychological Association’s (2002) ethical


Watch
 the Video
 Before Informed Consent: Robert Guthrie
 on

principles give explicit instructions about the use of decep-


MyPsychLab


tion. The APA provides several restrictions: (1) The study must


informed consent
 The process through which individuals are informed

have sufficient scientific and educational importance to war-

about experimental procedures, risks, and benefits before they

provide formal consent to become research participants.

rant deception; (2) researchers must not deceive participants


debriefing
 A procedure conducted at the end of an experiment in which

about research that has a high likelihood of causing physical

the researcher provides the participant with as much information

pain or severe emotional distress; (3) researchers must demon-

about the study as possible and makes sure that no participant

strate that no equally effective procedures excluding deception

leaves feeling confused, upset, or embarrassed.

Ethical Issues in Human and Animal Research
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beneath slick appearances, with the goal of understanding the

substance without being seduced by style and image.

Studying psychology will help you make wiser decisions

based on scientific evidence. Always try to apply the insights

you derive from your formal study of psychology to the infor-

mal psychology that surrounds you: Ask questions about your

own behavior or that of other people, seek answers to these

questions with respect to rational psychological theories, and

check out the answers against the evidence available to you.

Here are some general rules to keep in mind to be a more

sophisticated shopper as you travel through the supermarket of

knowledge:

t Avoid the inference that correlation is causation.

t Ask that critical terms and key concepts be defined

operationally so that there can be consensus about their

Researchers who use animal subjects are required to provide

meanings.

a humane environment. Do you think scientific gains justify the

t Consider first how to disprove a theory, hypothesis, or

use of nonhuman animals in research?

belief before seeking confirming evidence, which is easy to

find when you’re looking for a justification.

t Always search for alternative explanations to the obvious

researchers who work with animals to have received specific

ones proposed, especially when the explanations benefit

training to ensure the comfort and health of their subjects. Re-

the proposer.

searchers must enforce humane treatment and take reasonable

t Recognize how personal biases can distort perceptions of

measures to minimize discomfort and pain. Psychologists may

reality.

use procedures “subjecting animals to pain, stress, or privation

t Be suspicious of simple answers to complex questions or

only when an alternative procedure is unavailable and the goal

single causes and cures for complex effects and problems.

is justified by its prospective scientific, educational, or applied

t Question any statement about the effectiveness of some

value” (p. 1070). If you become a researcher, how might you

treatment, intervention, or product by finding the

make decisions about the costs and benefits of animal research?

comparative basis for the effect: compared to what?

t Be open-minded yet skeptical: Recognize that most con-

clusions are tentative and not certain; seek new evidence

that decreases your uncertainty while keeping yourself


Stop
 and
 Review


open to change and revision.

t Challenge authority that uses personal opinion in place of

What is the purpose of informed consent?

evidence for conclusions and is not open to constructive

What is the purpose of debriefing?

criticism.

What are the three Rs of animal research?

As you read Psychology and Life,
 try to apply open-minded


Study
 and Review
 on MyPsychLab


skepticism .
 You shouldn’t view your study of psychology as the

acquisition of a list of facts. Instead, strive to participate in the

joy of observing and discovering and putting ideas to the test.


BECOMING A CRITICAL



CONSUMER OF RESEARCH


The final section of this chapter focuses on the kinds of critical

thinking skills you need to become a wiser consumer of psy-

chological knowledge. Honing these thinking tools is essential

for any responsible person in a dynamic society such as ours.

Psychological claims are an ever-present aspect of the daily life

of any thinking, feeling, and acting person in this psychologi-

cally sophisticated society. Unfortunately, much information

on psychology does not come from the books, articles, and

reports of accredited practitioners. Rather, this information

comes from newspaper and magazine articles, TV and radio

shows, pop psychology, and self-help books. To be a critical



thinker
 is to go beyond the information as given and to delve

A news interview with an expert may include misleading

sound bites taken out of context or oversimplified “nutshell”

descriptions of research conclusions. How could you become a


Watch
 the Video
 Thinking Like a Psychologist: Critical Thinking
 on


MyPsychLab


wiser consumer of media reports?
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Critical Thinking in Your Life



WHY IS SKILL WITH NUMBERS IMPORTANT?


Imagine that you’ve become a clinical psychologist. You

An important first lesson here is that a statistic’s format can

are called upon to make an important judgment (Slovic

have a major impact on how people act on information.

et al., 2000):

But here’s a second important lesson: People who have

Mr. James Jones has been evaluated for discharge from

better numerical skills are less likely to be influenced by a

a mental health facility where he has been treated for the

statistic’s presentation. In one study, researchers measured

past several weeks. A prominent psychologist has reached

students’ numeracy
 (a term that parallels literacy
 ) by having

this conclusion: Of every 100 patients similar to Mr. Jones,

them answer questions that captured knowledge of probability

10 percent are estimated to commit an act of violence to

concepts (Peters et al., 2006). The researchers used the

others during the first several months of discharge.

students’ scores to divide them into high numerate
 and low


You must judge whether Mr. Jones is high, medium, or low


numerate
 groups .
 In response to the scenario with Mr. Jones,

risk for violent acts following discharge. What judgment would

the low-numerate students gave quite different risk ratings

you make? Now consider a slightly different version of the

for the two versions. However, the high-numerate students

scenario:

gave virtually identical ratings. Numeracy also has an impact

Of every 100 patients similar to Mr. Jones, 10 are estimated

in real-world settings (Galesic & Garcia-Retamero, 2011). For

to commit an act of violence to others during the first several

example, as people make critical decisions about medical care,

months of discharge.

they must often evaluate data about factors such as hospital

Once again, what risk judgment would you make?

performance and costs. More-numerate people show better

Look closely: The two versions of the scenario describe

comprehension of such complex data and make higher-quality

exactly the same mathematical situation; 10 percent out of

decisions (Reyna et al., 2009).

100 equals 10 out of 100. Even so, people give quite different

The good news is that college provides you with ample

judgments. In one study, Mr. Jones was rated as “low risk”

opportunities to become more numerate. Your coursework

by 30.3 percent of participants who got “10 percent out of

should lay the groundwork for you to make better data-based

100”; he was rated as “low risk” by just 19.4 percent of

decisions well beyond your college years.

participants who got “10 out of 100” (Slovic et al., 2000). The

t In the scenario with Mr. Jones, people perceive more risk

researchers suggested that the difference arises from the

when they read “20 out of 100” versus “2 out of 10.” Why

“frightening images evoked by the frequency format” (p. 290).

might that be?

Specifically, it’s relatively hard to form a firm mental image

of 10 percent, whereas you can easily imagine surveying a

t How might you choose a statistic’s format to influence

room of 100 people and finding 10 who might be dangerous.

public opinion?



Recapping Main Points




The Process of Research


t Researchers rule out alternative explanations by using

appropriate control procedures.

t In the initial phase of research, observations, beliefs,

t Correlational research methods determine if and how

information, and general knowledge lead to a new way of

much two variables are related. Correlations do not imply

thinking about a phenomenon. The researcher formulates

causation.

a theory and generates hypotheses to be tested.

t To test their ideas, researchers use the scientific method,


Psychological Measurement


a set of procedures for gathering and interpreting evidence

in ways that limit errors.

t Researchers strive to produce measures that are both

reliable and valid.

t Researchers combat observer biases by standardizing

procedures and using operational definitions.

t Psychological measurements include self-reports and

behavioral measures.

t Experimental research methods determine whether causal

relationships exist between variables specified by the

hypothesis being tested.

Recapping Main Points
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Ethical Issues in Human and Animal Research



Becoming a Critical Consumer of Research


t Respect for the basic rights of human and animal research

t Becoming a wise research consumer involves learning how

participants is the obligation of all researchers. Various

to think critically and knowing how to evaluate claims about

safeguards have been enacted to guarantee ethical and

what research shows.

humane treatment.



KEY TERMS



behavioral measure (p. 30)

expectancy effect (p. 25)

random assignment (p. 26)

between-subjects design (p. 26)

experimental group (p. 26)

random sampling (p. 26)

case study (p. 31)

experimental method (p. 24)

reliability (p. 30)

confounding variable (p. 25)

hypothesis (p. 22)

representative sample (p. 26)

control group (p. 26)

independent variable (p. 23)

sample (p. 26)

control procedure (p. 25)

informed consent (p. 33)

self-report measure (p. 30)

correlation coefficient ( r
 ) (p. 27)

naturalistic observation (p. 31)

standardization (p. 23)

correlational method (p. 27)

observer bias (p. 22)

theory (p. 21)

debriefing (p. 33)

operational definition (p. 23)

validity (p. 30)

dependent variable (p. 23)

placebo control (p. 26)

variable (p. 23)

determinism (p. 21)

placebo effect (p. 25)

within-subjects design (p. 26)

double-blind control (p. 26)

population (p. 26)
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Chapter 2 t
 Practice Test



Study
 and Review
 on MyPsychLab



1.
 A(n) ______________ is an organized set of concepts that

impressions of themselves. It sounds as if she might be

explains a phenomenon or set of phenomena.

using ______________ measures.

a. theory

c. operational definition

a. valid

c. reliable

b. hypothesis

d. correlation

b. self-report

d. operational


2.
 When articles are submitted to most journals, they are


10.
 Ben believes that men are more likely to arrive late to

sent out to experts for detailed analyses. This process is

classes than are women. To test this hypothesis most

known as

effectively, Ben should use

a. debriefing.

c. peer review.

a. a within-subjects design.

b. informed consent.

d. control procedures.

b. a correlational design.

c. self-report measures.


3.
 Professor Peterson is testing the hypothesis that people

d. naturalistic observation.

will cooperate less when a lot of people are in a group. In

the experiment he plans, he will vary the number of people


11.
 Andrew wishes to test the hypothesis that people give

in each group. That will be his

more freely to charities when the weather is pleasant. To

a. placebo control.

c. double-blind control.

test this hypothesis, Andrew is likely to make use of

b. independent variable.

d. dependent variable.

a. double-blind controls.

b. expectancy effects.


4.
 Rahul is serving as a research assistant. In the first phase

c. laboratory observation.

of the experiment, Rahul gives each participant a can of

d. archival data.

cola or a can of caffeine-free cola. In the second phase

of the experiment, Rahul times the participants with a


12.
 Before you participate in an experiment, the researcher

stopwatch while they play a video game. It sounds like this

should provide you with information about procedures,

study is lacking a(n)

potential risks, and expected benefits. This process

a. placebo control.

c. operational definition.

is called

b. correlational design.

d. double-blind control.

a. a risk/gain assessment.

b. informed debriefing.


5.
 Matt is participating in a two-day experiment. On Day 1,

c. informed consent.

he takes a memory test after running on a treadmill for 2

d. operational definitions.

minutes. On Day 2, he takes a similar test after running for

10 minutes. The experimenters plan to compare Matt’s


13.
 Which one of these is not
 among the three Rs that

performance on the two tests. This sounds like a

ethicists suggest should guide research using nonhuman

a. within-subjects design.

animals?

b. double-blind control.

a. relate

c. reduce

c. between-subjects design.

b. refine

d. replace

d. correlational design.


14.
 Always search for ______________ explanations to the


6.
 Shirley visits an antique store. The owner explains to her

obvious ones proposed.

that the smaller an object is, the more he can charge for it.

a. optimistic

c. negative

This is an example of a

b. alternative

d. opposite

a. correlation coefficient.

c. positive correlation.


15.
 You ask people to respond to scenarios that describe the

b. negative correlation.

d. placebo effect.

risk associated with excess cell-phone usage. You expect


7.
 Sally is about to travel from New York to Chicago. Although

people to give the highest risk estimates when they read

she prefers to drive, she has decided to get on an airplane.

that “______________ people suffer serious vocal chord

Sally reads a pair of articles about the relative safety of the

damage.”

two types of travel. She concludes that the one that favors

a. 10 of every 100

c. 20 of every 100

air travel is considerably more valid. This sounds like an

b. 10 percent of

d. 20 percent of

example of

a. determinism.

c. informed consent.


ESSAY QUESTIONS


b. expectancy effects.

d. wishful thinking.


8.
 Dr. Paul is developing a new measure of hunger. He


1.
 Why is it so important that research procedures be open

says, “I need a measure that will accurately predict how

for public verifiability?

much food people will eat in their next meal.” Dr. Paul’s


2.
 Suppose you wanted to measure “happiness.” What might

statement is about the ______________ of the measure.

you do to assess the validity of your measure?

a. operational definition

c. validity


3.
 With respect to ethical principles, how are risks and gains

b. standardization

d. reliability

defined in the context of psychological research?


9.
 Giovanna is worried that the results of her experiment may

be affected by her participants’ desire to provide favorable

Chapter 2 Practice Test
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Understanding Statistics:





Analyzing Data and Forming Conclusions



ANALYZING THE DATA 39

Descriptive Statistics • Inferential Statistics

BECOMING A WISE CONSUMER OF STATISTICS 45

A s Chapter 2 noted, psychologists use statistics to violent behavior (Lee et al., 1977). They began to collect some make sense of the data they collect. They also use

data that might reveal such a connection. The researchers rea-

statistics to provide a quantitative basis for the

soned that seemingly nonviolent people who suddenly commit

conclusions they draw. Knowing something about

murders are probably typically shy, nonaggressive individu-

statistics, therefore, can help you appreciate the process by

als who keep their passions in check and their impulses under

which psychological knowledge is developed. To demonstrate

tight control. For most of their lives, they suffer many silent

this point, I will follow a single project from its real-world

injuries. Seldom, if ever, do they express anger, regardless of

inspiration to the statistical arguments the researchers used to

how angry they really feel. On the outside, they appear unboth-

draw conclusions.

ered, but on the inside they may be fighting to control furious

The project began in response to the types of stories that

rages. Because they are shy, they probably do not let others get

appear on newspaper front pages, about shy individuals who

close to them, so no one knows how they really feel. Then, sud-

became sudden murderers
 . Here’s an example:

denly, something explodes. At the slightest provocation—one

more small insult, one more little rejection, one more bit of


Fred Cowan was described by relatives, co-workers,


social pressure—the fuse is lit, and they release the suppressed


and acquaintances as a “nice, quiet man,” a “gentle


violence that has been building up for so long. Because they did


man who loved children,” and a “real pussycat.”


not learn to deal with interpersonal conflicts through discus-


The principal of the parochial school Cowan had


sion and verbal negotiation, these sudden murderers act out


attended as a child reported that his former student


their anger physically.


had received A grades in courtesy, cooperation, and


The researchers’ reasoning led them to the hypothesis that


religion. According to a co-worker, Cowan “never


shyness would be more characteristic of sudden murderers
 —


talked to anybody and was someone you could push


people who had engaged in homicide without any prior history


around.” Cowan, however, surprised everyone who


of violence or antisocial behavior—than it would of habitual



knew him when, one Valentine’s Day, he strolled into



criminal murderers
 —those who had committed homicide but


work toting a semiautomatic rifle and shot and killed


had had a previous record of violent criminal behavior. In ad-


four co-workers, a police officer, and, finally, himself.


dition, sudden murderers should have higher levels of control

This story has a common plot: A shy, quiet person sud-

over their impulses than habitually violent people. Finally, their

denly becomes violent, shocking everyone who knows him.

passivity and dependence would be manifested in more femi-

What did Fred Cowan have in common with other people who

nine and androgynous (both male and female) characteristics,

are suddenly transformed from gentle and caring into violent

as measured on a standard sex-role inventory, than those of

and ruthless? What personal attributes might distinguish them

habitual criminals.

from us?

To test their ideas about sudden murderers, the

A team of researchers had a hunch that there might be

researchers obtained permission to administer psycho-

a link between shyness and other personal characteristics and

logical questionnaires to a group of inmates serving time for


murder in California prisons. Nineteen inmates (all male)


Table S.1 •
 Raw Data from the Sudden

agreed to participate in the study. Prior to committing mur-

Murderers Study

der, some had committed a series of crimes, whereas the other

part of the sample had had no previous criminal record. The






BSRI



MMPI


researchers collected three kinds of data from these two types


Femininity–



Ego


of participants: shyness scores, sex-role identification scores,


Inmate



Shyness



Masculinity



Overcontrol


and impulse control scores.

Shyness scores were collected using the Stanford Shyness


Group 1:


Survey. The most important item on this questionnaire asked


Sudden Murderers


if the individual was shy; the answer could be either yes or no.

1

Yes

5

17

The second questionnaire was the Bem Sex-Role Inventory

(BSRI), which presented a list of adjectives, such as aggressive


2

No

1

17

and affectionate,
 and asked how well each adjective described

3

Yes

4

13

the individual (Bem, 1974, 1981). Some adjectives were typi-

4

Yes

61

17

cally associated with being “feminine,” and the total score of

these adjectives was an individual’s femininity score. Other

5

Yes

19

13

adjectives were considered “masculine,” and the total score

6

Yes

41

19

of those adjectives was an individual’s masculinity score. The

final sex-role score, which reflected the difference between an

7

No

29

14

individual’s femininity and masculinity, was calculated by sub-

8

Yes

23

9

tracting the masculinity score from the femininity score. The

third questionnaire was the Minnesota Multiphasic Personality

9

Yes

13

11

Inventory (MMPI), which was designed to measure many dif-

10

Yes

5

14

ferent aspects of personality (see Chapter 13 ). The study used

only the “ego-overcontrol” scale, which measures the degree


Group 2:


to which a person acts out or controls impulses. The higher the


Habitual Criminal Murderers


individual’s score on this scale, the more ego overcontrol the

11

No

12

15

individual exhibits.

The researchers predicted that, compared with murder-

12

No

14

11

ers with a prior criminal record, sudden murderers would

13

Yes

33

14

(1) more often describe themselves as shy on the shyness sur-

14

No

8

10

vey, (2) select more feminine traits than masculine ones on the

sex-role scale, and (3) score higher in ego overcontrol. What

15

No

7

16

did they discover?

16

No

3

11

Before you find out, you need to understand some of

the basic procedures that were used to analyze these data.

17

No

17

6

The actual sets of data collected by the researchers are used

18

No

6

9

here as the source material to teach you about some of the

different types of statistical analyses and also about the kinds of

19

No

10

12

conclusions they make possible.

Psychologists rely on two types of statistics to help draw


ANALYZING THE DATA


meaningful conclusions from the data they collect: descrip-

tive and inferential. Descriptive statistics
 use mathematical

For most researchers in psychology, analyzing the data is an

procedures in an objective, uniform way to describe different

exciting step. Statistical analysis allows researchers to discover

aspects of numerical data. If you have ever computed your

if their predictions were correct. In this section, we will work

GPA, you already have used descriptive statistics. Inferen-


step by step through an analysis of some of the data from the


tial statistics
 use probability theory to make sound decisions

Sudden Murderers Study.

about which results might have occurred simply through

The raw data
 —the actual scores or other measures

chance variation.

obtained—from the 19 inmates in the Sudden Murderers Study

are listed in Table S.1
 . As you can see, there were 10 inmates

in the sudden murderers group and 9 in the habitual crimi-

nal murderers group. When first glancing at these data, any

researcher would feel what you probably feel: confusion. What


descriptive statistics
 Statistical procedures that are used to summarize

sets of scores with respect to central tendencies, variability, and

do all these scores mean? Do the two groups of murderers

correlations.

differ from one another on these various personality measures?


inferential statistics
 Statistical procedures that allow researchers to

It is difficult to know just by examining this disorganized array

determine whether the results they obtain support their hypotheses

of numbers.

or can be attributed just to chance variation.

Analyzing the Data
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Descriptive Statistics



Table S.3 •
 Frequency Distribution of Sex-Role

Difference Scores

Descriptive statistics provide a summary picture of patterns

in the data. They are used to describe sets of scores collected


Category



Frequency


from one experimental participant or, more often, from

60 to 69

1

different groups of participants. They are also used to describe

relationships among variables. Thus, instead of trying to keep

50 to 59

0

in mind all the scores obtained by each of the participants,

40 to 49

1

researchers get indexes of the scores that are most typical
 for

each group. They also get measures of how variable
 the scores

30 to 39

0

are with respect to the typical score—whether the scores are

20 to 29

1

spread out or clustered closely together. Let’s see how research-

ers derive these measures.

10 to 19

1

0 to 9

5


Frequency Distributions
 How would you summarize the

data in Table S.1 ? To present a clear picture of how the vari-

10 to 1

4

ous scores are distributed, we can draw up a frequency


20 to 11

4


distribution
 —a summary of how frequently each of the vari-

30 to 21

1

ous scores occurs. The shyness data are easy to summarize.

Of the 19 scores, there are 9 yes
 and 10 no
 responses; almost

40 to 31

1

all the yes
 responses are in Group 1, and almost all the


no
 responses are in Group 2. However, the ego-overcontrol

and sex-role scores do not fall into easy yes
 and no
 categories.

To see how frequency distributions of numerical responses

can allow informative comparisons between groups, we will

focus on the sex-role scores.

number of scores within each interval. Our frequency distribu-

Consider the sex-role data in Table S.1 . The highest score is

tion shows us that the sex-role scores are largely between 20

61 (most feminine) and the lowest is 33 (most masculine).

and 9 (see Table S.3
 ). The majority of the inmates’ scores did

Of the 19 scores, 9 are positive and 10 negative. This means

not deviate much from zero. That is, they were neither strongly

that 9 of the murderers described themselves as relatively femi-

positive nor strongly negative.

nine and 10 as relatively masculine. But how are these scores

The data are now arranged in useful categories. The re-

distributed between the groups? The first step in preparing a

searchers’ next step was to display the distributions in graphic

frequency distribution for a set of numerical data is to rank-


form.


order
 the scores from highest to lowest. The rank ordering for

the sex-role scores is shown in Table S.2
 . The second step is


Graphs
 Distributions are often easier to understand when

to group these rank-ordered scores into a smaller number of

they are displayed in graphs. The simplest type of graph is a bar


categories called intervals
 . In this study, 10 categories were


graph
 . Bar graphs allow you to see patterns in the data. We can

used, with each category covering 10 possible scores. The third

use a bar graph to illustrate how many more sudden murderers

step is to construct a frequency distribution table, listing the

than habitual criminal murderers described themselves as shy

intervals from highest to lowest and noting the frequencies,
 the

(see Figure S.1
 ).

10


Table S.2 •
 Rank Ordering of Sex-Role

Difference Scores

8


Highest


61

–1

y inmates

6

41

–7

4

23

–8

Number of sh

2

19

–10

6

–12

0 Sudden murderers

Habitual criminal

murderers

5

–13


FIGURE S.1
 Shyness for Two Groups of Murderers

5

–14

(a Bar Graph)

4

–17

3

–29

–33


Lowest



frequency distribution
 A summary of how frequently each score

Note: scores are more feminine; scores are more masculine.

appears in a set of observations.
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Statistical Supplement


For more complex data, such as the sex-role scores, we

is most typical of the group as a whole. This score becomes

can use a histogram,
 which is similar to a bar graph except that

particularly useful when we compare two or more groups; it is

the categories are intervals—number categories instead of the

much easier to compare the typical scores of two groups than

name categories used in the bar graph. A histogram gives a vis-

their entire distributions. A single representative
 score that can

ual picture of the number of scores in a distribution that are in

be used as an index of the most typical score obtained by a

each interval. It is easy to see from the sex-role scores shown in

group of participants is called a measure of central tendency.


the histograms (in Figure S.2
 ) that the distributions of scores

(It is located in the center of the distribution, and other scores

are different for the two groups of murderers.

tend to cluster around it.) Typically, psychologists use three

You can see from Figures S.1 and S.2 that the overall

different measures of central tendency: the mode,
 the median,


distributions of responses conform to two of the researchers’

and the mean
 .

hypotheses. Sudden murderers were more likely to describe

The mode
 is the score that occurs more often than any

themselves as shy and were more likely to use feminine traits

other. For the measure of shyness, the modal response of the

to describe themselves than were habitual criminal murderers.

sudden murderers was yes
 —8 out of 10 said they were shy.

Among habitual criminal murderers, the modal response


Measures of Central Tendency
 So far, we have formed a

was no
 . The sex-role scores for the sudden murderers had a

general picture of how the scores are distributed
 . Tables and

mode of 5. Can you figure out what the mode of their ego-

graphs increase our general understanding of research results,

overcontrol scores is? The mode is the easiest index of central

but we want to know more—for example, the one score that

tendency to determine, but it is often the least useful. You will

see one reason for this relative lack of usefulness if you notice

that only one overcontrol score lies above the mode of 17, and

six lie below it. Although 17 is the score obtained most often, it

may not fit your idea of “typical” or “central.”

Sudden murderers

5

The median
 is more clearly a central score; it separates

the upper half of the scores in a distribution from the lower

half. The number of scores larger than the median is the same

4

as the number that is smaller. When there is an odd number

of scores, the median is the middle score; when there is an

even number of scores, researchers most often average the

3

two scores at the middle. For example, if you rank-order the

sex-role scores of only the habitual criminal murderers on a

separate piece of paper, you will see that the median score is

2

10, with four scores higher and four scores lower. For the

Number of scores

sudden murderers, the median is 5—the average of the fifth

and sixth scores, each of which happens to be 5. The median

1

is not affected by extreme scores. For example, even if the sud-

den murderers’ highest sex-role score had been 129 instead

of 61, the median value would still have been 5. That score

0

–40 to

–20 to

0 to

+20 to

+40 to

+60 to

would still separate the upper half of the data from the lower

–31

–11

+9

+29

+49

+69

half. The median is quite simply the score in the middle of the

Categories

distribution.

The mean
 is what most people think of when they hear the

word average
 . It is also the statistic most often used to describe

Habitual criminal murderers

a set of data. To calculate the mean, you add up all the scores

5

in a distribution and divide by the total number of scores. The

operation is summarized by the following formula:

4

1S X
 2


M
 5


N


3

In this formula, M
 is the mean, X
 is each individual

score, Σ (the Greek letter sigma) is the summation of what

2

Number of scores

1


measure of central tendency
 A statistic, such as a mean, median,

or mode, that provides one score as representative of a set of

observations.


mode
 The score appearing most frequently in a set of observations; a

0

measure of central tendency.

–40 to

–20 to

0 to

+20 to

+40 to

+60 to

–31

–11

+9

+29

+49

+69


median
 The score in a distribution above and below which lie 50

percent of the other scores; a measure of central tendency.

Categories


mean
 The arithmetic average of a group of scores; the most commonly


FIGURE S.2
 Sex-Role Scores (Histograms)

used measure of central tendency.
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immediately follows it, and N
 is the total number of scores.


Table S.4 •
 Calculating the Standard Deviation of

Because the summation of all the sex-role scores (Σ X
 ) is 115,

Sudden Murderers’ Ego-Overcontrol Scores

and the total number of scores ( N
 ) is 10, the mean ( M
 ) of the

sex-role scores for the sudden murderers would be calculated


Squared



Deviation



Deviations Squared


as follows:


Score



(score minus mean)



(score minus mean) 2



(
 
X

 )



(
 
X

 ⴚ 
M

 )



(
 
X

 ⴚ 
M

 )
 
2



11152


M
 5

5 11.5

17

2.6

6.76

10

17

2.6

6.76

Try to calculate their mean overcontrol scores yourself.

You should come up with a mean of 14.4.

13

–1.4

1.96

Unlike the median, the mean is
 affected by the specific

17

2.6

6.76

values of all scores in the distribution. Changing the value of an

extreme score does change the value of the mean. For example,

13

–1.4

1.96

if the sex-role score of inmate 4 were 101 instead of 61, the

19

4.6

21.16

mean for the whole group would increase from 11.5 to 15.5.

14

–0.4

0.16


Variability
 In addition to knowing which score is most rep-

9

–5.4

29.16

resentative of the distribution as a whole, it is useful to know

11

–3.4

11.56

how representative that measure of central tendency really is.

Are most of the other scores fairly close to it or widely spread

14

–0.4

0.16

out? Measures of variability
 are statistics that describe the dis-

tribution of scores around some measure of central tendency.

S1 X
 2 M
 22

Standard deviation 5 SD
 5

Take a look back at Figure S.2 . You can see that the sex-role

Å


N


scores for the habitual criminals seem to cluster more tightly

Σ( X
 M
 ) 2 86.40

together than do the scores for sudden murderers. That differ-

ence gives you a sense of what’s meant by variability.

86.40

The simplest measure of variability is the range,
 the dif-

5 "8.64 5 2.94

Å

10

ference between the highest and the lowest values in a fre-

quency distribution. For the sudden murderers’ sex-role scores,


SD
 2.94

the range is 90: (61) – (–29). The range of their overcontrol

scores is 10: (19) – (9). To compute the range, you need to

know only two of the scores: the highest and the lowest.

The range is simple to compute, but psychologists often

prefer measures of variability that are more sensitive and that

of these deviations is calculated by summing them up (Σ) and

take into account all
 the scores in a distribution, not just the

dividing by the number of observations ( N
 ). The symbol √

extremes. One widely used measure is the standard deviation


tells you to take the square root of the enclosed. The standard


(SD),
 a measure of variability that indicates the average
 dif-

deviation of the overcontrol scores for the sudden murderers is

ference between the scores and their mean. To figure out the

calculated in Table S.4
 . Recall that the mean of these scores is

standard deviation of a distribution, you need to know the

14.4. This, then, is the value that must be subtracted from each

mean of the distribution and the individual scores. The gen-

score to obtain the corresponding deviation scores.

eral procedure involves subtracting the value of each individual

The standard deviation tells us how variable a set of scores

score from the mean and then determining the average of those

is. The larger the standard deviation, the more spread out the

mean deviations. Here is the formula:

scores are. The standard deviation of the sex-role scores for

S1 X
 2 M
 22

the sudden murderers is 24.6, but the standard deviation for


SD
 5

the habitual criminals is only 10.7. These standard deviations

Å


N


confirm your earlier observation of Figure S.2 . They show

You should recognize most of the symbols from the formula

that there was less variability in the habitual criminals group.

for the mean. The expression ( X
 – M
 ) means “individual score

Their scores clustered more closely about their mean than did

minus the mean” and is commonly called the deviation score
 .

those of the sudden murderers. When the standard deviation

The mean is subtracted from each score, and each resulting

is small, the mean is a good representative index of the entire

score is squared (to eliminate negative values). Then the mean

distribution. When the standard deviation is large, the mean is

less typical of the whole group.

Can you see why measures of variability are important?

An example may help. Suppose you are a grade-school teacher.


measure of variability
 A statistic, such as a range or standard deviation,

It is the beginning of the school year, and you will be teach-

that indicates how tightly the scores in a set of observations cluster

together.

ing reading to a group of 30 second graders. Knowing that the

average child in the class can now read a first-grade-level book


range
 The difference between the highest and the lowest scores in a set

of observations; the simplest measure of variability.

will help you to plan your lessons. You could plan better, how-


standard deviation (SD)
 The average difference of a set of scores from

ever, if you knew how similar
 or how divergent
 the reading

their mean; a measure of variability.

abilities of the 30 children were. Are they all at about the same
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level (low variability)? If so, then you can plan a fairly standard


The Normal Curve
 To understand how inferential statistics

second-grade lesson. What if several can read advanced mate-

work, we must look first at the special properties of a distri-

rial and others can barely read at all (high variability)? Now

bution called the normal curve
 . When data on a variable (for

the mean level is not so representative of the entire class, and

example, height, IQ, or overcontrol) are collected from a large

you will have to plan a variety of lessons to meet the children’s

number of individuals, the numbers obtained often fit a curve

varied needs.

roughly similar to that shown in Figure S.3
 on page 44. Notice

that the curve is symmetrical (the left half is a mirror image

of the right) and bell shaped—high in the middle, where most


Correlation
 Another useful tool in interpreting psycho-

scores are, and lower the farther you get from the mean. This

logical data is the correlation coefficient (
 
r

 ),
 a measure of

type of curve is called a normal curve,
 or normal distribution
 .

the nature and strength of the relationship between two var-

(A skewed
 distribution is one in which scores cluster toward

iables (such as height and weight or sex-role score and ego-

overcontrol score). It tells us the extent to which scores on one

one end instead of around the middle.)

measure are associated with scores on the other. If people with

In a normal curve, the median, mode, and mean values are

high scores on one variable tend to have high
 scores on the

the same. A specific percentage of the scores can be predicted

other variable, then the correlation coefficient will be positive

to fall under different sections of the curve. Figure S.3 shows

(greater than 0). If, however, most people with high scores on

IQ scores on the Stanford-Binet Intelligence Test. These scores

one variable tend to have low
 scores on the other variable, then

have a mean of 100 and a standard deviation of 15. If you in-

the correlation coefficient will be negative (less than 0). If there

dicate standard deviations as distances from the mean along

is no
 consistent relationship between the scores, the correlation

the baseline, you find that a little over 68 percent of all the

will be close to 0 (see also Chapter 2 ).

scores are between the mean of 100 and 1 standard deviation

Correlation coefficients range from 1 (perfect positive

above and below—between IQs of 85 and 115. Roughly another

correlation) through 0 to 1 (perfect negative correlation).

27 percent of the scores are found between the first and second

The further a coefficient is from 0 in either
 direction, the more

standard deviations below the mean (IQ scores between 70 and

closely related the two variables are, positively or negatively.

85) and above the mean (IQ scores between 115 and 130). Less

Higher coefficients permit better predictions of one variable,

than 5 percent of the scores fall in the third standard deviation

given knowledge of the other.

above and below the mean, and very few scores fall beyond—

In the Sudden Murderers Study, the correlation coefficient

only about one quarter of 1 percent. This normal distribution

(symbolized as r
 ) between the sex-role scores and the over-

tells you how common or rare different outcomes would be

control scores turns out to be 0.35. Thus the sex-role scores

(such as an individual having an IQ of 115 versus 170).

and the overcontrol scores are positively correlated. In general,

A normal curve is also obtained by collecting a series of

individuals seeing themselves as more feminine also tend to

measurements whose differences are due only to chance. Sup-

be higher in overcontrol. However, the correlation is modest,

pose you flip a coin 10 times in a row and record the number

compared with the highest possible value, 1.00, so we know

of heads and tails. If you repeat the exercise for a 100 sets of

that there are exceptions to this relationship.

10 tosses, you probably will get a few sets with all heads or no

heads, more sets where the number is between these extremes,

and, most typically, more sets where you get 5 heads and 5 tails.

If you plotted your sets of tosses, you should get a graph that


Inferential Statistics


closely fits a normal curve with the mean at 5 heads and 5 tails.

We have used a number of descriptive statistics to characterize

the data from the Sudden Murderers Study, and now we have


Statistical Significance
 But suppose you flipped the coin

an idea of the pattern of results. However, some basic questions

all those times, and you didn’t get a mean of 5 heads and

remain unanswered. Recall that the research team hypoth-

5 tails. Suppose you plotted your data and, after all those sets

esized that sudden murderers would be shyer, more overcon-

of 10 tosses, the mean was 8 heads and 2 tails. You would

trolled, and more feminine than habitual criminal murderers.

almost certainly wonder if there were something dishonest

After we have used descriptive statistics to compare average

about the coin. Here’s the question you’d want to ask: Suppose

responses and variability in the two groups, it appears that

the coin were in fact, a fair coin—what is the probability that

there are some differences between the groups. But how do we

you’d obtain an outcome as extreme as the one you got? That

know if the differences are large enough to be meaningful? If

question is the core type of question addressed by inferen-

we repeated this study, with other sudden murderers and other

tial statistics. If the probability of getting 80% heads (just by

habitual criminal murderers, would we expect to find the same

random chance) was sufficiently low, then you could conclude

pattern of results, or could these results have been an outcome

that you hadn’t been flipping a fair coin.

of chance? If we could somehow measure the entire population

When researchers look at the outcomes of experiments,

of sudden murderers and habitual criminal murderers, would

they ask how likely it is that whatever differences they obtained

the means and standard deviations be the same as those we

found for these small samples?

Inferential statistics are used to answer these kinds of

questions. They tell us which inferences we can
 make from


correlational coefficient (
 r
 )
 A statistic that indicates the degree of

our samples and which conclusions we can legitimately draw

relationship between two variables.

from our data. Inferential statistics use probability theory to


normal curve
 The symmetrical curve that represents the distribution of

determine the likelihood that a set of data occurred simply by

scores on many psychological attributes; allows researchers to make

chance variation.

judgments of how unusual an observation or result is.

Analyzing the Data
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FIGURE S.3
 A Normal Curve

occurred simply by chance. Because chance differences have

the appropriate calculations—which evaluate the difference

a normal distribution, a researcher can use the normal curve

between the two means as a function of the variability around

to answer this question. By common agreement, psychologists

those two means—we find that there is a very slim chance, less

accept a difference as “real” when the probability that it might

than 5 in 100 ( p
 .05), of obtaining such a large t
 value if no

be due to chance is less than 5 in 100 (indicated by the notation

true difference exists. The difference is, therefore, statistically


p
 .05). A significant difference
 is one that meets this crite-

significant, and we can feel more confident that there is a real

rion. However, in some cases, even stricter probability levels

difference between the two groups. The sudden murderers did


are used, such as p
 .01 (less than 1 in 100) and p
 .001 (less

rate themselves as more feminine than did the habitual crimi-

than 1 in 1,000). With a statistically significant difference, a

nal murderers.

researcher can draw a conclusion about the behavior that was

On the other hand, the difference between the two groups

under investigation.

of murderers in overcontrol scores turns out not to be statis-

There are many different types of tests for estimating the

tically significant ( p
 .10), so we must be more cautious in

statistical significance of sets of data. The type of test chosen

making claims about this difference. There is a trend in the

for a particular case depends on the design of the study, the

predicted direction—the difference is one that would occur by

form of the data, and the size of the groups. I will mention only

chance only 10 times in 100. However, the difference is not

one of the most common tests, the t-test,
 which may be used

within the standard 5-in-100 range. (The difference in shyness,

when an investigator wants to know if the difference between

analyzed using another statistical test for frequency of scores, is

the means of two groups is statistically significant.

in fact significant.)

Let’s return to the sex-role scores of the two groups of

So, by using inferential statistics, we are able to answer

murderers. For the sudden murders, the scores had a mean

some of the basic questions with which we began, and we are

of 11.5 and a standard deviation of 24.6; the habitual crim-

closer to understanding the psychology of people who suddenly

inals had a mean of –10.2 and a standard deviation of 10.7.

change from mild-mannered, shy individuals into murderers.

The t
 -test combines the information about the means and

Any conclusion, however, is only a statement of the probable


standard deviations to determine whether the scores of the

relationship between the events that were investigated; it is

sudden murderers are significantly different from those of

never one of certainty. Truth in science is provisional, always

the habitual criminal murderers. The t
 -test uses a mathemati-

open to revision by later data from better studies, developed

cal procedure to confirm the conclusion you may have drawn

from better hypotheses.

from Figure S.2 : The distributions of sex-role scores for the

You might take a moment to consider what else you’d like

two groups is sufficiently different to be “real.” If we carry out

to know, to put these data in a richer context. For example, you

might want to know how both types of murderers differ from

individuals who have never committed murders on measures

such as their sex-role scores. If we collected new data we could


significant difference
 A difference between experimental groups

use descriptive and inferential statistics to answer such questions

or conditions that would have occurred by chance less than an

accepted criterion; in psychology, the criterion most often used is a

as whether all murderers are, on such dimensions, different from

probability of less than 5 times out of 100, or p
 .05.

those who don’t commit murders. What might you expect?
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scores between 90 and 110, and 1 receives a score of 220. The


BECOMING A WISE


mean of the group will be strongly elevated by that one outly-

ing high score. With this sort of a data set, it would be much


CONSUMER OF STATISTICS


more accurate to present the median, which would accurately

report the group’s generally average intelligence, rather than

Now that we have considered what statistics are, how they are

the mean, which would make it look as if the average mem-

used, and what they mean, let’s talk briefly about how they can

ber of this group had a high IQ. This sort of bias is especially

be misused. Many people accept unsupported so-called facts

powerful in a small sample. If, however, the number of people

that are bolstered by the air of authority of a statistic. Others

in this group were 2,000 instead of 20, the one extreme outlier

choose to believe or disbelieve what the statistics say without

would make virtually no difference, and the mean would be a

having any idea of how to question the numbers that are pre-

legitimate summary of the group’s intelligence.

sented in support of a product, politician, or proposal. At the

One good way to avoid falling for this sort of deception is

end of Chapter 2 , you saw some suggestions about how you can

to check on the size of the sample. Large samples are less likely

become a wiser research consumer. Based on this brief survey

to be misleading than small ones. Another check is to look at

of statistics, we can extend that advice to situations in which

the median or the mode as well as the mean. The results can

people make specific statistical claims.

be interpreted with more confidence if they are similar than

There are many ways to give a misleading impression

if they are different. Always closely examine the methodology

using statistics. The decisions made at all stages of research—

and results of the research reported. Check to see if the experi-

from who the participants are to how the study is designed,

menters report their sample size, measures of variability, and

what statistics are selected, and how they are used—can have

significance levels.

a profound effect on the conclusions that can be drawn from

Statistics are the backbone of psychological research. They

the data.

are used to understand observations and to determine whether

The group of participants can make a large difference that

the findings are, in fact, correct. Through the methods you’ve

can easily remain undetected when the results are reported.

seen, psychologists can prepare a frequency distribution of data

For example, a survey of views on abortion rights will yield

and find the central tendencies and variability of the scores.

very different results if conducted in a small conservative

They can use the correlation coefficient to determine the

community in the South rather than at a university in New

strength and direction of the association between sets of scores.

York City. Likewise, a pro-life group surveying the opinions

Finally, psychological investigators can find out how represent-

of its membership will very likely arrive at conclusions that

ative the observations are and whether they are significantly

differ from those obtained by the same survey conducted by a

different from what would be observed among the general

pro-choice group.

population. Statistics can also be used poorly or deceptively,

Even if the participants are randomly selected and not

misleading those who do not understand them. But when sta-

biased by the methodology, the statistics can produce mislead-

tistics are applied correctly and ethically, they allow researchers

ing results if the assumptions of the statistics are violated. For

to expand the body of psychological knowledge.

example, suppose 20 people take an IQ test; 19 of them receive
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What makes you a unique individual? Psychol-



ogy and Life
 provides many answers to this

question, but in this chapter we will focus

on the biological aspects of your individual-

ity. To help you understand what makes you different from

the people around you, we will consider the role that heredity

plays in shaping your life and in forming the brain that controls

your experiences. Of course, you can appreciate these differ-

ences only against the background of what you have in com-

mon with all other people. You might, therefore, think of this

as a chapter about biological potential: What possibilities for

behavior define the human species, and how do those possibili-

ties emerge for particular members of that species?

In a way, this chapter stands as proof of one remarkable

aspect of your biological potential: Your brain is sufficiently

complex to carry out a systematic examination of its own func-

Psychologists often wish to understand the separate impact

tions. Why is this so remarkable? The human brain is some-

of nature and nurture on individuals’ courses through life.

times likened to a spectacular computer: At only 3 pounds,

Why might it be easier to observe the impact of environments

your brain contains more cells than there are stars in our entire

versus the impact of heredity?

galaxy—over 100 billion cells that communicate and store

information with astonishing efficiency. But even the world’s

mightiest computer is incapable of reflecting on the rules that

guide its own operation. Thus you are much more than a com-

Because the features of environments can be directly

puter; your consciousness allows you to put your vast compu-

observed, it is often easier to understand how they affect peo-

tational power to work, trying to determine your species’ own

ple’s behavior. You can, for example, actually watch a parent

rules for operation. The research we examine in this chapter

acting aggressively toward a child and wonder what conse-

arose from the special human desire for self-understanding.

quences such treatment might have on the child’s later ten-

The goal for this chapter is to help you to understand

dency toward aggression; you can observe the overcrowded

how biology contributes to the creation of unique individuals

and impoverished settings in which some children grow up

against a shared background potential. To approach this goal,

and wonder whether these features of the environment lead to

I first describe how evolution and heredity determine your

aggressive behaviors. The biological forces that shape behav-

biology and behavior. You’ll then see how laboratory and

ior, by comparison, are never plainly visible to the naked eye.

clinical research provide a view into the workings of the brain,

To make the biology of behavior more understandable to you,

the nervous system, and the endocrine system. Finally, we’ll

the chapter will begin by reviewing some of the basic elements

consider the basic mechanisms of communication among cells

of the theory of evolution—the principles that shape a species’

in your nervous system that produce the full range of complex

potential repertory of behaviors. We’ll then consider how

human behaviors.

behavioral variation is passed from generation to generation.


Evolution and Natural Selection



HEREDITY AND BEHAVIOR


In 1831, Charles Darwin
 (1809–1882), fresh out of college with

a degree in theology, set sail from England on HMS Beagle,


In Chapter 1, you learned that one of the major goals of

an ocean research vessel, for a five-year cruise to survey the

psychology is to discover the causes underlying the variety of

coast of South America. During the trip, Darwin collected eve-

human behavior. An important dimension of causal explana-

rything that crossed his path: marine animals, birds, insects,

tion within psychology is defined by the end points of nature


plants, fossils, seashells, and rocks. His extensive notes became

versus nurture,
 or heredity
 versus environment
 . Consider, as

the foundation for his books on topics ranging from geology

we did in Chapter 1, the question of the roots of aggressive

to emotion to zoology. The book for which he is most remem-

behavior. You might imagine that individuals are aggressive by

bered is The Origin of Species,
 published in 1859. In this work,

virtue of some aspect of their biological makeup: They may

Darwin set forth science’s grandest theory: the evolution of life.

have inherited a tendency toward violence from one of their

parents. Alternatively, you might imagine that all humans are


Natural Selection


Darwin developed his theory of evolu-

about equally predisposed to aggression and that the degree of

tion by reflecting on the species of animals he had encountered

aggression individuals display arises in response to features of

while on his voyage. One of the many places Beagle
 visited was

the environment in which they are raised. The correct answer

the Galápagos Islands, a volcanic archipelago off the west coast

to this question has a profound impact on how society treats

of South America. These islands are a haven for diverse forms

individuals who are overly aggressive—by focusing resources

of wildlife, including 13 species of finches, now known as Dar-

on changing certain environments or on changing aspects of

win’s finches. Darwin wondered how so many different species

the people themselves. You need to be able to discriminate the

of finches could have come to inhabit the islands. He reasoned

forces of heredity from the forces of environment.

that they couldn’t have migrated from the mainland because

Heredity and Behavior
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In general, the theory of natural selection suggests that or-

ganisms well adapted to their environment, whatever it happens

to be, will produce more offspring than those less well adapted.

Over time, those organisms possessing traits more favorable for

survival will become more numerous than those not possess-

ing those traits. In evolutionary terms, an individual’s success is

measured by the number of offspring he or she produces.

Contemporary research has shown that natural selection

can have dramatic effects, even in the short run. In a series of

studies by Peter
 and Rosemary Grant
 (Grant & Grant, 2006,

2008), involving several species of Darwin’s finches, records

were kept of rainfall, food supply, and the population size of

these finches on one of the Galápagos Islands. In 1976, the

population numbered well over 1,000 birds. The following year

brought a murderous drought that wiped out most of the food

supply. The smallest seeds were the first to be depleted, leaving

only larger and tougher seeds. That year the finch population

decreased by more than 80 percent. However, smaller finches

with smaller beaks died at a higher frequency than larger finches

with thicker beaks. Consequently, as Darwin would have pre-

dicted, the larger birds became more numerous in the follow-

ing years. Why? Because only they, with their larger bodies and

thicker beaks, were fit enough to respond to the environmen-

tal change caused by the drought. Interestingly, in 1983, rain

was plentiful, and seeds, especially the smaller ones, became

abundant. As a result, smaller birds outsurvived larger birds,

probably because their beaks were better suited for pecking the

What observations ultimately led Charles Darwin to propose

smaller seeds. The Grants’ study shows that natural selection

the theory of evolution?

can have noticeable effects even over short periods. Researchers

continue to document the impact of environments on natural

selection in diverse species such as fruit flies, mosquitoes, floun-

those species didn’t exist there. He suggested, therefore, that

ders, and pygmy possums (Hoffmann & Willi, 2008).

the variety of species reflected the operation of a process he

Although Darwin provided the foundation for evolution-

came to call natural selection
 .

ary theory, researchers continue to study mechanisms of evo-

Darwin’s theory suggests that each species of finch

lutionary change that fell beyond the bounds of Darwin’s ideas

emerged from a common set of ancestors. Originally, a small

(Shaw & Mullen, 2011). For example, one important question

flock of finches found their way to one of the islands; they

that Darwin was unable to address fully was how populations

mated among themselves and eventually their number multi-

with common ancestors evolve so that one species becomes

plied. Over time, some finches migrated to different islands in

two. As you have already seen in the Grants’ research with

the archipelago. What happened next was the process of natu-

Darwin’s finches, species can change rapidly in response to

ral selection. Food resources and living conditions— habitats
 —

local environments. One explanation for the appearance of

vary considerably from island to island. Some of the islands

new species is that they emerge when two populations from

are lush with berries and seeds, others are covered with cacti,

an original species become geographically separate—and

and others have plenty of insects. At first, the populations on

different islands were similar—there was variation
 among the

groups of finches on each island. However, because food re-

sources on the islands were limited, a bird was more likely to

survive and reproduce if the shape of its beak was well suited to

the food sources available on the island. For example, birds that

migrated to islands rich in berries and seeds were more likely to

survive and reproduce if they had thick beaks. On those islands,

birds with thinner, more pointed beaks, unsuitable for crushing

or breaking open seeds, died. The environment of each island

determined which among the original population of finches

would live and reproduce and which would more likely per-

ish, leaving no offspring. Over time, this led to very different

populations on each island and permitted the different species

of Darwin’s finches to evolve from the original ancestral group.


natural selection
 Darwin’s theory that favorable adaptations to features

of the environment allow some members of a species to reproduce

more successfully than others.
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FIGURE 3.1
 How Natural

Environmental pressure

A severe drought wiped out much

Selection Works

(changes in the environment)

of the finches’ food supply.

Environmental changes create

competition for resources among

species members. Only those individuals

possessing characteristics instrumental

in coping with these changes will survive

The finches were in competition for

and reproduce. The next generation will

Competition

the big tough seeds that were not

have a greater number of individuals

(for resources)

wiped out in the drought.

possessing these genetically based traits.

The biggest finches with the deepest beaks

Selection of fittest phenotype

were better able to crack the big tough seeds.

(from among a variety of phenotypes)

The finches with the smaller beaks largely perished.

Reproductive success

(genotype corresponding to fittest

The finches that survived reproduced.

phenotype passed to next generation)

Frequency of that genotype

The next generation had a higher percentage

(and phenotype) increases

of larger finches with deeper beaks.

(in next generation)

therefore evolve in response to different environmental events.

outward appearance and repertory of behaviors of the finch

However, contemporary research on evolution has uncovered

are known as its phenotype
 . For our finch, its genotype may

examples of new species that have emerged without that type of

have interacted with the environment to yield the phenotype of

geographic isolation (Fitzpatrick et al., 2008). Researchers are


small beak
 and ability to peck smaller seeds
 .

pursuing a variety of explanations for how species arise under

If seeds of all types were plentiful, this phenotype would

those circumstances. For example, some subsets of Darwin’s

have no particular bearing on the finch’s survival. Suppose,

finches are more likely to mate with finches that are physically

however, that the environment provided insufficient seeds to

similar to them. Such mating patterns may lead to the emer-

feed the whole population of finches. In that case, the individ-

gence of new species (Hendry et al., 2009).

ual finches would be in competition
 for resources. When spe-

cies function in circumstances of competition, phenotypes help

determine which individual members are better adapted to


Genotypes and Phenotypes


Let’s return our focus to the

ensure survival. Recall our finch with a small beak. If only small

forces that bring about change within an existing species. The

seeds were available, our finch would be at a selective advantage


example of the ebb and flow of finch populations demonstrates

with respect to finches with large beaks. If only large seeds were

why Darwin characterized the course of evolution as survival


available, our finch would be at a disadvantage.


of the fittest
 . Imagine that each environment poses some range

Only finches that survive can reproduce. Only those

of difficulties for each species of living beings. Those members

animals that reproduce can pass on their genotypes. Therefore,

of the species who possess the range of physical and psycho-

if the environment continued to provide only small seeds, over

logical attributes best adapted to the environment are most

several generations the finches would probably come to have

likely to survive. To the extent that the attributes that foster

almost exclusively small beaks—with the consequence that they

survival can be passed from one generation to another—and

would be almost exclusively capable of eating only small seeds.

stresses in the environment endure over time—the species is

In this way, forces in the environment can shape a species’ rep-

likely to evolve.

ertory of possible behaviors. Figure 3.1
 provides a simplified

To examine the process of natural selection in more

detail, I must introduce some of the vocabulary of evolution-

ary theory. Let us focus on an individual finch. At conception,


genotype
 The genetic structure an organism inherits from its parents.

that finch inherited a genotype
 , or genetic structure, from its


phenotype
 The observable characteristics of an organism, resulting

parents. In the context of a particular environment, this geno-

from the interaction between the organism’s genotype and its

type determined the finch’s development and behavior. The

environment.
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model of the process of natural selection. Let us now apply

these ideas to human evolution.


Human Evolution


By looking backward to the circum-

stances in which the human species evolved, you can begin to

understand why certain physical and behavioral features are

part of the biological endowment of the entire human spe-

cies. In the evolution of our species, natural selection favored

two major adaptations—bipedalism and encephalization. To-

gether, they made possible the rise of human civilization.


Bipedalism,
 which refers to the ability to walk upright, emerged

in our evolutionary ancestors 5 to 7 million years ago (Thorpe

et al., 2007). As our ancestors evolved the ability to walk up-

right, they were able to explore new environments and exploit

new resources. Encephalization
 refers to increases in brain size.

Early human ancestors, who emerged about 4 million years

ago (for example, Australopithecus
 ), had brains roughly the

same size as those of chimpanzees (see Figure 3.2
 ). In the time

from 1.9 million years ago (Homo erectus)
 to 200,000 years ago


(Homo sapiens),
 brain size tripled (Gibbons, 2007). As brain

size increased, our ancestors became more intelligent and devel-

oped capacities for complex thinking, reasoning, remembering,

and planning (Sherwood et al., 2008). However, the evolution

of a bigger brain did not guarantee that humans would become

more intelligent—what was important was the kind of tissue

that developed and expanded within the brain (Ramachandran,

2011). The genotype coding for mobile and intelligent pheno-

types slowly squeezed out other, less well-adapted genotypes

from the human gene pool, affording only intelligent bipeds

the opportunity to reproduce.

After bipedalism and encephalization, perhaps the most

important evolutionary milestone for our species was the ad-

vent of language
 (Sherwood et al., 2008). Think of the tremen-

dous adaptive advantages that language conferred on early

humans. Simple instructions for making tools, finding a good

hunting or fishing spot, and avoiding danger would save time,

effort, and lives. Instead of learning every one of life’s lessons

firsthand, by trial and error, humans could benefit from ex-

periences shared by others. Conversation, even humor, would

strengthen the social bonds among members of a naturally gre-

garious species. Most important, the advent of language would

provide for the transmission of accumulated wisdom, from one

generation to future generations.

Language is the basis for cultural evolution,
 which is the

tendency of cultures to respond adaptively, through learning, to

environmental change (Ramachandran, 2011). Cultural evolu-

tion has given rise to major advances in toolmaking, improved

agricultural practices, and the development and refinement of

industry and technology. Cultural evolution allows our species

to make very rapid adjustments to changes in environmental

conditions. Adaptations to the use of personal computers, for

example, have arisen in only the past few decades. Even so,

cultural evolution could not occur without genotype coding

for the capacities to learn and to think abstractly. Culture—

including art, literature, music, scientific knowledge, and phil-

anthropic activities—is possible only because of the potential of

the human genotype.


FIGURE 3.2
 Increases in Brain Size across

Human Evolution


Variation in the Human Genotype


Early in human evolution, brain size doubled from


Australopithecus
 (top) to Homo erectus
 (middle). Over the

You have seen that the conditions in which humans evolved

course of evolution, increases continued so that the brains

favored the evolution of important shared biological poten-

of modern humans, Homo sapiens
 (bottom), are three times

tial: for example, bipedalism and the capacity for thought and

larger than those of Australopithecus
 .
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FIGURE 3.3
 Genetic Material

The nucleus of each cell in your body

contains a copy of the chromosomes

Nucleus

that transmit your genetic inheritance.

Each chromosome contains a long

strand of DNA arranged in a double helix.

Genes are segments of the DNA that

contain instructions for the production

of the proteins that guide your individual

development.

From Lefton, Lester A.; Brannon, Linda, Psychology
 ,

8th Edition, © 2003. Printed and electronically

reproduced by permission of Pearson Education Inc.,

Upper Saddle River, New Jersey.

A SINGLE CELL

A CHROMOSOME

A SEGMENT

OF DNA

language. There remains, however, considerable variation

These examples range from partner choices in relationships

within that shared potential. Your mother and father have en-

(Chapter 11) to emotional expression (Chapter 12).

dowed you with a part of what their parents, grandparents, and

Let’s start with some basic principles of genetics.

all past generations of their family lines have given them, re-

sulting in a unique biological blueprint and timetable for your


Basic Genetics


In the nucleus of each of your cells is genetic

development. The study of the mechanisms of heredity
 —the

material called DNA (deoxyribonucleic acid;
 see Figure 3.3
 ).

inheritance of physical and psychological traits from ancestors—

DNA is organized into tiny units, called genes
 . Genes contain

is called genetics
 (Carlson, 2004).

the instructions for the production of proteins. These proteins

The earliest systematic research exploring the relationship

regulate the body’s physiological processes and the expression

between parents and their offspring was published in 1866 by

of phenotypic traits: body build, physical strength, intelligence,


Gregor Mendel
 (1822–1884). Mendel’s studies were carried

and many behavior patterns.

out on the humble garden pea. He was able to demonstrate

Genes are found on rodlike structures known as chromo-


that the physical features of peas that emerged from differ-


somes
 . At the very instant you were conceived, you inherited

ent seeds—for example, whether the peas appeared round
 or

from your parents 46 chromosomes—23 from your mother


wrinkled
 —could be predicted from the physical features of the

and 23 from your father. Each of these chromosomes contains

plants from which the seeds had been obtained. Based on his

thousands of genes—the union of a sperm and an egg results in

observations, Mendel suggested that pairs of “factors”—one

only one of many billion possible gene combinations. The sex


inherited from each parent—determined the properties of the


chromosomes
 are those that contain genes coding for devel-

offspring (Lander & Weinberg, 2000). Although Mendel’s work

opment of male or female physical characteristics. You inher-

originally received little attention from other scientists, mod-

ited an X chromosome from your mother and either an X or

ern techniques have allowed researchers to visualize and study

a Y chromosome from your father. An XX combination codes

Mendel’s “factors,” which we now call genes
 .

for development of female characteristics; an XY combination

Much of this section will focus on human behavior


codes for development of male characteristics.


genetics,
 a research field that unites genetics and psychology

to explore the causal link between inheritance and behavior

(Kim, 2009). The study of human behavior genetics most often


heredity
 The biological transmission of traits from parents to offspring.

focuses on the origins of individual differences: What factors


genetics
 The study of the inheritance of physical and psychological

in your individual genetic inheritance help to explain the

traits from ancestors.

way you think and behave? To complement human behavior


human behavior genetics
 The area of study that evaluates the genetic

genetics, two other fields have emerged that take a broader

component of individual differences in behaviors and traits.

focus on how forces of natural selection affected the behavio-


sociobiology
 A field of research that focuses on evolutionary

explanations for the social behavior and social systems of humans

ral repertory of humans and other species. Researchers in the

and other animal species.

field of sociobiology
 provide evolutionary explanations for


evolutionary psychology
 The study of behavior and mind using the

the social behavior and social systems of humans and other

principles of evolutionary theory.

animal species. Researchers in evolutionary psychology
 ex-


DNA (deoxyribonucleic acid)
 The physical basis for the transmission of

tend those evolutionary explanations to include other aspects

genetic information.

of human experience, such as how the mind functions. This


gene
 The biological unit of heredity; discrete section of a chromosome

chapter focuses on individual differences. However, as Psychol-


responsible for transmission of traits.


ogy and Life
 unfolds, we’ll consider instances in which the evo-


sex chromosome
 Chromosome that contains the genes that code for

lutionary perspective sheds light on shared human experience.

the development of male or female characteristics.
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provide a complete account of the location and functions of

that full set of genes.


Heritability


To achieve the goal of understanding the func-

tions of genes, research in human behavior genetics often

focuses on estimating the heritability
 of particular human

traits and behaviors. Heritability is measured on a scale of 0 to

1. If an estimate is near 0, it suggests that the attribute is largely

a product of environmental influences; if an estimate is near

1, it suggests that the attribute is largely a product of genetic

influences.

To separate environmental influences from genetic influ-

ences, researchers often use adoption studies
 or twin studies
 .

For adoption studies, researchers obtain as much informa-

tion as possible about the birth parents of children who are

raised in adoptive homes. As the children develop, researchers

assess the relative similarity of children to their birth

Human chromosomes—at the moment of conception, you

families—representing genetics—and their adoptive families—

inherited 23 from your mother and 23 from your father.

representing environment.

In twin studies, researchers examine the extent to which


monozygotic (MZ)
 twins (also called identical twins
 ) and dizy-


The pairs of genes you inherited—one from your mother


gotic (DZ)
 twins (also called fraternal twins
 ) show similarity

and one from your father—provide the genetic starting point

within pairs on particular traits or behaviors. MZ twins arise

for most physical and psychological attributes. In many

from a single fertilized egg. Historically, researchers believed

cases, there are different versions of a particular gene. Your

that MZ twins share 100 percent of their genetic material.

phenotype is determined by the versions you inherited. Con-

However, recent evidence suggests that factors both before

sider what happens when people come in contact with poison

and after birth often make “identical” twins less than geneti-

ivy: One version of a gene makes them immune to its aller-

cally identical (Silva et al., 2011). Even so, MZ twins have more

gic effects; the other version of the same gene will have them

genetic overlap than DZ twins, who share roughly 50 percent

breaking out in a rash. However, the gene that makes people

of their genetic material. (DZ twins are no more genetically

immune is the dominant
 version of the gene, whereas the gene

alike than any other pair of brothers and sisters.) Researchers

that makes people susceptible is the recessive
 version. When

compute heritability estimates by determining how much more

people inherit different versions of a gene, the dominant gene

alike MZ twins are than DZ twins on a particular attribute.

wins out. If your skin responds badly to poison ivy, you likely

Consider a twin study that assessed genetic impact on people’s

inherited two recessive genes. A range of other physical traits

coffee consumption.

(such as the color of your eyes and hair or the breadth of your

lips) is determined by dominant and recessive genes.

As we begin to consider the genetic basis of more complex


F



The study focused on a large sample of 2,252 MZ twins and
 ea


aspects of human experience, it is important to note that more


tured



2,243 DZ twins from the Netherlands (Vink et al., 2009). The


than one pair of genes contributes to a particular attribute.


twins completed a survey that asked them to estimate the
 Stud


These characteristics are known as polygenic traits
 because


number of cups of caffeinated coffee they drank each day


more than one gene influences the phenotype. For example,


y



and also the number of cups of tea. The researchers found


Chapter 15 will discuss the genetic basis of psychological dis-


that MZ twins were more similar in the habits: For each


orders. For each disorder, research suggests that more than


comparison, the correlations were higher for MZ twins than


one gene influences which individuals will be at risk (Keller &


for DZ twins. The researchers’ statistical analyses yielded


Miller, 2006).


a “moderate” heritability estimate of 0.39 for coffee con-


Beginning in 1990, the U.S. government funded an inter-


sumption. In addition, the twins’ preference for coffee over


national effort called the Human Genome Project (HGP).
 The


tea yielded a “rather large” estimate of 0.62.



genome
 of an organism is the full sequence of genes found

on the chromosomes with the associated DNA. In 2003, the

HGP achieved the goal of providing a complete sequencing of

the human genome. With that information in hand, research-

Are you part of a family that starts each day with a large cup

ers have now turned their attention to identifying all 20,500

of coffee—and can hardly stand the thought of tea? These data

human genes (Clamp et al., 2007). The ultimate goal is to

support the idea that some part of that behavior is explained

by genes. In fact, researchers have begun to take the next

step, to try to identify the actual genes that influence coffee

consumption. Two independent studies have converged on


polygenic trait
 Characteristic that is influenced by more than one gene.

the conclusion that important variation occurs among genes


genome
 The genetic information for an organism, stored in the DNA of

that affect individuals’ ability to metabolize caffeine (Cornelis

its chromosomes.

et al., 2011; Sulem et al., 2011). One group of researchers


heritability
 The relative influence of genetics—versus environment—in

speculated that some gene variants might allow people to

determining patterns of behavior.

consume more coffee because their body eliminates caffeine
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more efficiently (Sulem et al., 2011). This example of the

0.6

heritability of coffee consumption illustrates the evolution of

0.4

contemporary research. Scientists try to move from a statement

of fact (for example, “Coffee consumption is heritable”) to an

0.2

understanding of why that fact is true (for example, “Varia-

0

tion in particular genes affects individuals’ ability to clear their

bodies of caffeine”).

–0.2

The ability of researchers to associate genes with behavior

–0.4

points to some of the ethical issues that have arisen in the wake


at 67 months


of the Human Genome Project’s successes (Wilkinson, 2010).

–0.6

For example, a variety of techniques already allow prospective


Children’s school competence


parents to choose to have a boy or a girl. Should they be willing

–0.8

and able to make that choice? How about choices with respect

–1

to a child’s intelligence level, sports ability, or criminal inclina-

ll

ss/sl


Genotype


tions? As the HGP and related efforts continue to yield new

insights, such ethical questions will become increasingly prom-


Mother’s responsiveness


inent in debates over public policy.

Very low

Low

Medium

High

Very high

You’ve learned that researchers are often able to estimate


FIGURE 3.4
 Genes and Environment Interact to

the heritability of important aspects of human experience. Let’s

Yield Children’s School Competence

now see why environments are critical as well.

Children in this study inherited either two long versions (ll)

of a gene or at least one short version (ss and sl). They also


Interactions of Genes and Environments


This chapter

experienced varying levels of maternal responsiveness. The

began with a contrast between nature and nurture as causal

children’s school competence is the product of both genetics

forces in people’s lives. However, researchers have increasingly

and environment. For example, children with the ll genotype

come to document that both genetics and environments play

who experienced very low maternal responsiveness were

critical roles to determine organisms’ behaviors. Let’s consider

equally as competent as children with an ss or sl genotype who

an example in which the circumstances in which children are

experienced high maternal responsiveness.

raised have a major impact on the consequences of the genes

Data from Grazyna Kochanska, Sanghag Kim, Robin A. Barry and Robert A.

they inherited.

Philibert, Children’s genotypes interact with maternal responsive care in

predicting children’s competence, Development and Psychopathology
 ,

May 23, 2011, pp. 605–616.


Fea
 The study followed a group of children from ages 15 months



tured



to 67 months (Kochanska et al., 2011). With respect to ge-


to be expressed and certain genes affect the importance of the


Stud



netics, the study assessed differences in a gene that af-


environment. We are going to return to this important concept


fects the neurotransmitter serotonin (see page 59). The gene



y


of interactions of genes and environments in later chapters.


comes in short (s) and long (l) forms. The study contrasted


Here are two examples: In Chapter 9, you’ll see how genes


children who inherited two long versions (ll) to children who


and environments interact with respect to intellectual abili-


acquired at least one short version (sl and ss). With respect


ties; in Chapter 10, you’ll encounter another instance in which


to environments, the study assessed differences in the way


parenting and genes intereact to affect children’s outcomes.


the mothers treated their children. When the children were


As you encounter each of these examples, it should become


ages 15, 25, 38, and 52 months, the researchers observed


increasingly clear to you that the answer is very rarely nature


them interacting with their mothers in a variety of natural-



or
 nurture. Rather, you will see how behavior is often the joint


istic settings (for example, daily chores and play). The main


product of nature and
 nurture.


measure was how responsive the mothers were to their



children’s needs in each setting. At age 67 months, the re-



searchers assessed the children’s school competence (com-



Stop



bining measures such as reading and math ability).
 Figure 3.4


and
 Review



demonsrates the joint impact of genes and environment. For


How does the Grants’ research on finches illustrate the


children born with at least one short variant of the gene, the


role of genetic variation in the process of evolution?


mothers’ responsiveness had a considerable impact: More


What is the difference between a genotype and a


maternal responsiveness led to greater school competence.



However, for children born with two long variants of the


phenotype?


gene, the mothers’ responsiveness had virtually no impact


What were two evolutionary advances most critical


on the children’s outcomes.


in human evolution?

What is meant by heritability?

Suppose you want to predict a child’s school competence.


CRITICAL THINKING


Consider the study that evalu-

As you look at Figure 3.4, make sure you understand why it

ated maternal responsiveness. Why might the researchers

wouldn’t be enough to have information just about genetics or

have sampled behavior at several points in time?

just about the environment.

From this example you can see why researchers seek to

understand how and why certain environments allow genes


Study
 and Review
 on MyPsychLab
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THE NERVOUS SYSTEM



IN ACTION


Dendrites

Let’s turn our attention now to the remarkable products of the

human genotype: the biological systems that make possible

the full range of thought and performance. Researchers who

pursue these natural laws are called neuroscientists
 . Today,


neuroscience
 is one of the most rapidly growing areas of

research. Important discoveries come with astonishing regular-

ity. The objective for the remainder of this chapter is to explore

Axon

how the information available to your senses is ultimately com-

Soma

municated throughout your body and brain by nerve impulses.

This section begins that exploration by discussing the proper-

ties of the basic unit of the nervous system, the neuron.

Axon


The Neuron


A neuron
 is a cell specialized to receive, process, and/or trans-

mit information to other cells within the body. Neurons vary

in shape, size, chemical composition, and function, but all neu-

Dendrites

rons have the same basic structure (see Figure 3.5
 ). There are

Terminal

between 100 billion and 1 trillion neurons in your brain.

buttons

Neurons typically take in information at one end and send


FIGURE 3.5
 Two Types of Neurons

out messages from the other. The part of the cell that receives in-

Note the differences in shape and dendritic branching. Arrows

coming signals is a set of branched fibers called dendrites
 , which

indicate directions in which information flows. Both cells are

extend outward from the cell body. The basic job of the dendrites

types of interneurons.

is to receive stimulation from sense receptors or other neurons.

The cell body, or soma
 , contains the nucleus of the cell and the

nervous system. Receptor cells are highly specialized cells that

cytoplasm that sustains its life. The soma integrates information

are sensitive, for example, to light, sound, and body position.

about the stimulation received from the dendrites (or in some


Motor neurons
 carry messages away
 from the central nervous

cases received directly from another neuron) and passes it on to

system toward the muscles and glands. The bulk of the neu-

a single, extended fiber, the axon
 . In turn, the axon conducts this

rons in the brain are interneurons
 , which relay messages from

information along its length—which, in the spinal cord, can be

sensory neurons to other interneurons or to motor neurons.

several feet and, in the brain, less than a millimeter. At the other

For every motor neuron in the body there are as many as 5,000

end of axons are swollen, bulblike structures called terminal but-


interneurons in the great intermediate network that forms the


tons
 , through which the neuron is able to stimulate nearby glands,

computational system of the brain.

muscles, or other neurons. Neurons generally transmit informa-

As an example of how these three kinds of neurons work

tion in only one direction: from the dendrites through the soma to

together, consider the pain withdrawal reflex (see Figure 3.7
 ).

the axon to the terminal buttons (see Figure 3.6
 ).

When pain receptors near the skin’s surface are stimulated by

There are three major classes of neurons. Sensory neurons


a sharp object, they send messages via sensory neurons to an

carry messages from sense receptor cells toward
 the central


Watch
 the Video
 The Basics: How the Brain Works? Part 1
 on


MyPsychLab



neuroscience
 The scientific study of the brain and of the links between

brain activity and behavior.


neuron
 A cell in the nervous system specialized to receive, process,

and/or transmit information to other cells.


dendrite
 One of the branched fibers of neurons that receive

incoming signals.


soma
 The cell body of a neuron, containing the nucleus and cytoplasm.


axon
 The extended fiber of a neuron through which nerve impulses

travel from the soma to the terminal buttons.


terminal button
 A bulblike structure at the branched ending of an axon

that contains vesicles filled with neurotransmitters.


sensory neuron
 Neuron that carries messages from sense receptors

toward the central nervous system.


motor neuron
 Neuron that carries messages away from the central

nervous system toward the muscles and glands.

A neuron that affects contractions in the human intestine.

What are the roles of the dendrites, soma, and axons in neural


interneuron
 Brain neuron that relays messages from sensory neurons

to other interneurons or to motor neurons.

transmission?
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Dendrites (receiving end)

Terminal buttons

Nucleus

Cytoplasm

Soma

Axon

Nodes of Ranvier

(transmitting end)

Myelin sheath


FIGURE 3.6
 The Major Structures of the Neuron

The neuron receives nerve impulses through its dendrites. It then sends the nerve impulses through its axon to the terminal buttons, where neurotransmitters are released to stimulate other neurons.

Sensory cortex

Pain message to brain

Motor neuron

Muscle

Skin receptors

Interneuron

Spinal cord

Sensory neuron


FIGURE 3.7
 The Pain Withdrawal Reflex

The pain withdrawal reflex shown here involves only three neurons: a sensory neuron, a motor neuron, and an interneuron.
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interneuron in the spinal cord. The interneuron responds by

harmful substances are not fat soluble, they cannot penetrate

stimulating motor neurons, which, in turn, excite muscles in

the barrier to reach the brain. In addition, neuroscientists

the appropriate area of the body to pull away from the pain-

have come to believe that glia may play an active role in

producing object. It is only after
 this sequence of neuronal

neural communication. Glia may affect the concentrations

events has taken place, and the body has been moved away

of ions that allow for the transmission of nerve impulses

from the stimulating object, that the brain receives informa-

(Henneberger & Rusakov, 2010). In addition, some glia

tion about the situation. In cases such as this, where sur-

may generate the same types of electrochemical signals that

vival depends on swift action, your perception of pain often

neurons generate (Káradóttir et al., 2008). The next section

occurs after you have physically responded to the danger. Of

discusses those signals.

course, then the information from the incident is stored in

the brain’s memory system so that the next time you will

avoid the potentially dangerous object altogether, before it


Action Potentials


can hurt you.

In the mid-1990s, Giacomo Rizzolatti
 and his colleagues

So far, I have spoken loosely about neurons “sending mes-

made an accidental discovery of a new type of neuron

sages” or “stimulating” each other. The time has come to

(Rizolatti & Sinigaglia, 2010). The researchers were studying

describe more formally the kinds of electrochemical signals

the function of motor neurons in the brains of macaques. Their

used by the nervous system to process and transmit informa-

work demonstrated that some neurons were active when the

tion. These signals are the basis of all you know, feel, desire,

monkeys actually performed motor actions. However, they

and create.

were surprised to discover that some neurons also fired when

This is the basic question asked of each neuron: Should it

the monkeys only observed a researcher performing the same

or should it not fire
 —produce a response—at some given time?

action! The researchers called these neurons mirror neurons


In loose terms, neurons make this decision by combining the

because they respond when an individual observes another

information arriving at their dendrites and soma (cell body)

individual performing an action. Although the evidence is

and determining whether those inputs are predominantly

indirect (because researchers cannot conduct the same sorts of

saying “fire” or “don’t fire.” More formally, each neuron will

studies with humans that they conduct with monkeys), there

receive a balance of excitatory
 —fire!—and inhibitory—
 don’t

is substantial evidence that mirror neurons are also at work

fire! —inputs
 . In neurons, the right pattern of excitatory inputs

in humans’ brains. Mirror neurons may enable us to under-

over time or space will lead to the production of an action


stand the intentions
 of other people’s behavior. Imagine you see


potential:
 The neuron fires.

your friend Josh’s hand moving toward a ball. As that happens,


The Biochemical Basis of Action Potentials


“your own ball-reaching neurons start firing. By running this

To explain

virtual simulation of being Josh, you get the immediate impres-

how an action potential
 works, you need to appreciate the bio-

sion that he is intending to reach for the ball” (Ramachandran,

chemical environment in which neurons draw together incom-

2011, p. 128). Thus, mirror neurons allow you to use your

ing information. All neural communication is produced by the

own experiences to make sense of other people’s behavior

flow of electrically charged particles, called ions,
 through the

(Sinigaglia & Rizolatti, 2011). These neurons may have afforded

neuron’s membrane, a thin “skin” separating the cell’s internal

humans great ability to learn through imitation, which allowed

and external environments. Think of a nerve fiber as a piece

for efficient cultural evolution. Such claims about the broad

of macaroni, filled with salt water, floating in a salty soup. The

influence of mirror neurons on human achievement have led to

soup and the fluid in the macaroni both contain ions—atoms of

an explosion of research.

sodium (Na), chloride (Cl–), and potassium (K)—that have

Interspersed among the brain’s vast web of neurons are

either positive () or negative () charges (see Figure 3.8
 ).

about 5 to 10 times as many glial cells (glia
 ). The word glia


The membrane, or the surface of the macaroni, plays a critical

is derived from the Greek word for glue,
 which gives you

role in keeping the ingredients of the two fluids in an appro-

a hint of one of the major duties performed by these cells:

priate balance. When a cell is inactive, or in a resting state,

They hold neurons in place. In vertebrates, glial cells have

there is a greater concentration of potassium ions inside the

several other important functions (Kettenmann & Verkhrat-

axon and a greater concentration of sodium ions outside the

sky, 2008). A first function applies during development. Glial

cells help guide newborn neurons to appropriate locations in

the brain. A second function is housekeeping. When neurons

are damaged and die, glial cells in the area multiply and clean

up the cellular junk left behind; they can also take up excess


Explore
 the Concept
 Virtual Brain: Neural Conduction
 on MyPsychLab


neurotransmitters and other substances at the gaps between


mirror neuron
 Neuron that responds when an individual observes

neurons. A third function is insulation. Glial cells form an

another individual performing a motor action.

insulating cover, called a myelin sheath
 , around some types


glia
 The cells that hold neurons together and facilitate neural

transmission, remove damaged and dead neurons, and prevent

of axons. This fatty insulation greatly increases the speed of

poisonous substances in the blood from reaching the brain.

nerve signal conduction. A fourth function of glial cells is


myelin sheath
 Insulating material that surrounds axons and increases

to prevent toxic substances in the blood from reaching the

the speed of neural transmission.

delicate cells of the brain. Specialized glial cells, called astro-


excitatory input
 Information entering a neuron that signals it to fire.

cytes, make up a blood–brain barrier,
 forming a continuous


inhibitory input
 Information entering a neuron that signals it not to fire.

envelope of fatty material around the blood vessels in the


action potential
 The nerve impulse activated in a neuron that travels

brain. Substances that are not soluble in fat do not dissolve

down the axon and causes neurotransmitters to be released into a

through this barrier, and because many poisons and other

synapse.
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In a resting state, the fluid

When a nerve impulse

Once the nerve impulse has

Once the resting potential is

surrounding the axon has a

arrives at a segment of the

been passed along, sodium

restored, the segment of the

different concentration of

axon, positively charged

ions flow back out of the axon

axon is ready to transmit

ions than the fluid inside the

sodium ions flow into the

to restore the resting

another impulse.

axon. For that reason, the

axon. The inflow of sodium

potential.

fluid within the cell is

causes the nerve cell to


polarized
 with respect to

become depolarized.
 The

the exterior fluid, providing

nerve impulse is passed

the neuron’s resting

down the axon as each

potential.

successive segment becomes

depolarized.


FIGURE 3.8
 The Biochemical Basis of Action Potentials

Action potentials rely on an imbalance of the electrical charge of the ions present inside and outside of axons.

From Lefton, Lester A.; Brannon, Linda, Psychology
 , 8th Edition, © 2003. Printed and electronically reproduced by permission of Pearson Education Inc., Upper Saddle River, New Jersey.

axon. The membrane is not a perfect barrier; it “leaks” a little,

depolarized. A domino effect now propels the action potential

allowing some sodium ions to slip in while some potassium

down the axon. The leading edge of depolarization causes ion

ions slip out. To correct for this, nature has provided transport

channels in the adjacent region of the axon to open and al-

mechanisms within the membrane that pump out sodium and

low sodium to rush in. In this way—through successive

pump in potassium. Successful operation of these sodium-

depolarization—the signal passes down the axon (see Figure 3.8).

potassium pumps leaves the fluid inside a neuron with a slightly

How does the neuron return to its original resting state of

negative voltage (70/1,000 of a volt) relative to the fluid outside.

polarization after it fires? When the inside of the neuron be-

This means that the fluid inside the cell is polarized
 with respect

comes positive, the channels that allow sodium to flow in close

to the fluid outside the cell. This slight polarization is called

and the channels that allow potassium to flow out open. The

the resting potential
 . It provides the electrochemical context in

outflow of potassium ions restores the negative charge of the

which a nerve cell can produce an action potential.

neuron. Thus, even while the signal is reaching the far end of

The nerve cell begins the transition from a resting potential

the axon, the portions of the cell in which the action potential

to an action potential in response to the pattern of inhibitory

originated are being returned to their resting balance, so that

and excitatory inputs. Each kind of input affects the likelihood

they can be ready for their next stimulation.

that the balance of ions from the inside to the outside of the cell

will change. They cause changes in the function of ion channels
 ,


Properties of the Action Potential


The biochemical man-

excitable portions of the cell membrane that selectively permit

ner in which the action potential is transmitted leads to several

certain ions to flow in and out. Inhibitory inputs cause the ion

important properties. The action potential obeys the all-or-


channels to work harder to keep the inside of the cell negatively


none law:
 The size of the action potential is unaffected by in-

charged—this will keep the cell from firing. Excitatory inputs

creases in the intensity of stimulation beyond the threshold

cause the ion channels to begin to allow sodium ions to flow

level. Once excitatory inputs sum to reach the threshold level,

in—this will allow the cell to fire. Because sodium ions have a

a uniform action potential is generated. If the threshold is not

positive charge, their influx can begin to change the relative bal-

ance of positive and negative charges across the cell membrane.

An action potential begins when the excitatory inputs are suffi-


resting potential
 The polarization of cellular fluid within a neuron,

ciently strong with respect to inhibitory inputs to depolarize
 the

which provides the capability to produce an action potential.

cell from 70 millivolts to 55 millivolts: Sufficient sodium has


ion channel
 A portion of neurons’ cell membranes that selectively

entered the cell to effect this change.

permits certain ions to flow in and out.

Once the action potential begins, sodium rushes into the


all-or-none law
 The rule that the size of the action potential is

neuron. As a result, the inside of the neuron becomes positive

unaffected by increases in the intensity of stimulation beyond the

relative to the outside, meaning the neuron has become fully

threshold level.
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the neuron will fire only in response to a stimulus stronger than

Absolute refractory period

what is ordinarily necessary. Have you ever tried to flush the

+40

toilet while it is filling back up with water? There must be a crit-


olts)


ical level of water for the toilet to flush again. Similarly, for a

0

neuron to be able to generate another action potential, it must

“reset” itself and await stimulation beyond its threshold. The

refractory period ensures, in part, that the action potential will

Resting potential

travel in only one direction down the axon: It cannot move back-


Voltage (milliv
 –70

ward because “earlier” parts of the axon are in a refractory state.

Relative refractory period

0

0

1

2

3

4

5

6

7


Synaptic Transmission



Time (milliseconds)


When the action potential completes its leapfrog journey down


FIGURE 3.9
 Timetable for Electrical Changes in the

the axon to a terminal button, it must pass its information along

Neuron during an Action Potential

to the next neuron. But no two neurons ever touch: They are

Sodium ions entering the neuron cause its electrical potential

joined at a synapse
 , with a small gap between the presynaptic


to change from slightly negative during its polarized, or resting,


membrane
 (the terminal button of the sending neuron) and the

state to slightly positive during depolarization. Once the neuron


postsynaptic membrane
 (the surface of a dendrite or soma of a re-

is depolarized, it enters a brief refractory period during which

ceiving neuron). When the action potential reaches the terminal

further stimulation will not produce another action potential.

button, it sets in motion a series of events called synaptic trans-


Another action potential can occur only after the ionic balance


mission
 , which is the relaying of information from one neuron

between the inside and the outside of the cell is restored.

to another across the synaptic gap (see Figure 3.10
 ). Synaptic

transmission begins when the arrival of the action potential at

the terminal button causes small round packets, called synaptic


reached, no action potential occurs. An added consequence of

the all-or-none law is that the size of the action potential does

not diminish along the length of the axon. In this sense, the

action potential is said to be self-propagating;
 once started, it

needs no outside stimulation to keep itself moving. It’s similar

to a lit fuse on a firecracker.

Different neurons conduct action potentials along their

axons at different speeds; the fastest have signals that move

at the rate of 200 meters per second, the slowest plod along

at 10 centimeters per second. The axons of the faster neurons

are covered with a tightly wrapped myelin sheath—consisting,

as noted earlier, of glial cells—making this part of the neuron

Neurotransmitter

molecule

resemble short tubes on a string. The tiny breaks between the

tubes are called nodes of Ranvier
 (see Figure 3.6). In neurons

Axon

having myelinated axons, the action potential literally skips

along from one node to the next—saving the time and energy

Neural

required to open and close ion channels at every location on

impulse

Vesicles

the axon. Damage to the myelin sheath throws off the delicate

timing of the action potential and causes serious problems.

Presynaptic

Multiple sclerosis (MS) is a devastating disorder caused by

membrane

deterioration of the myelin sheath. It is characterized by double

vision, tremors, and eventually paralysis. In MS, specialized

cells from the body’s immune system actually attack myelinated

neurons, exposing the axon and disrupting normal synaptic

Synaptic

transmission (Wu & Alvarez, 2011).

cleft

After an action potential has passed down a segment of

the axon, that region of the neuron enters a refractory period


Some neurotransmitters

Postsynaptic

do not “fit the lock”

(see Figure 3.9
 ). During the absolute refractory period,
 further

membrane

Some neurotransmitters

Receptor

stimulation, no matter how intense, cannot cause another action

“fit the lock”

sites

potential to be generated; during the relative refractory period,


Dendrite


FIGURE 3.10
 Synaptic Transmission

The action potential in the presynaptic neuron causes


refractory period
 The period of rest during which a new nerve impulse

cannot be activated in a segment of an axon.

neurotransmitters to be released into the synaptic gap. Once


synapse
 The gap between one neuron and another.

across the gap, they stimulate receptor molecules embedded

in the membrane of the postsynaptic neuron. Multiple


synaptic transmission
 The relaying information from one neuron to

another across the synaptic gap.

neurotransmitters can exist within the same cell.
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vesicles,
 to move toward and affix themselves to the interior

that has been found to play an important role in the daily func-

membrane of the terminal button. Inside each vesicle are neu-


tioning of the brain. This brief discussion will also enable you


rotransmitters
 , biochemical substances that stimulate other

to understand many of the ways in which neural transmission

neurons. The action potential also causes ion channels to open,

can go awry.

allowing calcium ions into the terminal button. The influx of

calcium ions causes the rupture of the synaptic vesicles and the


Acetylcholine



Acetylcholine
 is found in both the central

release of whatever neurotransmitters they contain. Once the

and peripheral nervous systems. Memory loss among patients

synaptic vesicles rupture, the neurotransmitters are dispersed

suffering from Alzheimer’s disease, a degenerative disease

rapidly across the synaptic cleft,
 the gap between the terminal

that is increasingly common among older persons, is believed

button of one neuron and the cell membrane of the next. To

to be caused by the deterioration of neurons that secrete

complete synaptic transmission, the neurotransmitters attach to

acetylcholine (Craig et al., 2011). Acetylcholine is also excita-


receptor molecules
 embedded in the postsynaptic membrane.

tory at junctions between nerves and muscles, where it causes

The neurotransmitters will bind to the receptor molecules

muscles to contract. A number of toxins affect the synaptic

under two conditions. First, no other neurotransmitters or other

actions of acetylcholine. For example, botulinum toxin, often

chemical substances can be attached to the receptor molecule.

found in food that has been preserved incorrectly, poisons an

Second, the shape of the neurotransmitter must match the

individual by preventing release of acetylcholine in the respi-

shape of the receptor molecule—as precisely as a key fits into

ratory system. This poisoning, known as botulism,
 can cause

a keyhole. If either condition is not met, the neurotransmitter

death by suffocation. Curare, a poison Amazon Indians use on

will not attach to the receptor molecule. This means that it will

the tips of their blowgun darts, paralyzes lung muscles by oc-

not be able to stimulate the postsynaptic membrane. If the neu-

cupying critical acetylcholine receptors, preventing the normal

rotransmitter does become attached to the receptor molecule,

activity of the transmitter.

then it may provide “fire” or “don’t fire” information to this

next neuron. Once the neurotransmitter has completed its job,


GABA



GABA
 (gamma-aminobutyric acid) is the most

it detaches from the receptor molecule and drifts back into the

common inhibitory neurotransmitter in the brain. GABA

synaptic gap. There it is either decomposed through the action

may be used as a messenger in as many as a third of all

of enzymes or reabsorbed into the presynaptic terminal button

brain synapses. Neurons that are sensitive to GABA are par-

for quick reuse.

ticularly concentrated in brain regions such as the thalamus,

Depending on the receptor molecule, a neurotransmitter

hypothalamus, and occipital lobes (see pages 68–69). GABA

will have either an excitatory or an inhibitory effect. That is,

appears to play a critical role in some forms of psychopathol-

the same neurotransmitter may be excitatory at one synapse

ogy by inhibiting neural activity. When levels of this neuro-

but inhibitory at another. Each neuron integrates the informa-

transmitter in the brain become low, people may experience

tion it obtains at synapses with between 1,000 and 10,000 other

anxiety or depression (Croarkin et al., 2011; Kalueff & Nutt,

neurons to decide whether it ought to initiate another action

2007). Anxiety disorders are often treated with benzodiazepine


potential. It is the integration of these thousands of inhibitory

drugs, such as Valium
 or Xanax,
 that increase GABA activity.

and excitatory inputs that allows all-or-none action potentials

The benzodiazepine
 drugs do not attach directly to GABA re-

to provide the foundation for all human experience.

ceptors. Instead they allow GABA itself to bind more effectively

You may be wondering why we’ve taken this trip so deep

to postsynaptic receptor molecules.

into the nervous system. After all, this is a psychology course,

and psychology is supposed to be about behavior and thinking


Glutamate


Glutamate is the brain’s most common excita-

and emotion. In fact, synapses are the biological medium in

tory neurotransmitter. Because glutamate helps transmit infor-

which all of these activities occur. If you change the normal

mation within the brain, it plays a critical role in processes of

activity of the synapse, you change how people behave, how they

emotional response, learning, and memory (Morgado-Bernal,

think, and how they feel. Understanding the functioning of the

2011). Learning proceeds more slowly when glutamate recep-

synapse has led to tremendous advances in the understanding

tors are not functioning properly. In addition, disruptions of

of learning and memory, emotion, psychological disorders,

brain levels of glutamate have been associated with various psy-

drug addiction, and, in general, the chemical formula for

chological disorders, including schizophrenia (Bustillo et al.,

mental health. You will use the knowledge you have acquired

2011). Glutamate also plays a role in addictions to drugs, alco-

in this chapter throughout Psychology and Life
 .

hol, and nicotine. Researchers are beginning to explore the pos-

sibilities of treatments for these addictions that alter the brain’s

use of glutamate (Markou, 2007; Myers et al., 2011).


Neurotransmitters and Their Functions



Dopamine, Norepinephrine, and Serotonin


The cat-


Dozens of chemical substances are known or suspected to


echolamines
 are a class of chemical substances that include two

function as neurotransmitters in the brain. The neurotransmit-

important neurotransmitters, norepinephrine
 and dopamine
 .

ters that have been studied most intensively meet a set of tech-

Both have been shown to play prominent roles in psychological

nical criteria. Each is manufactured in the presynaptic terminal

button and is released when an action potential reaches that

terminal. The neurotransmitter’s presence in the synaptic cleft


Watch
 the Video
 In the Real World: Too Much, or Too Little, of a Good


produces a biological response in the postsynaptic membrane;


Thing
 on MyPsychLab


and, if its release is prevented, no subsequent responses can


neurotransmitter
 Chemical messenger released from a neuron that

occur. To give you a sense of the effects different neurotrans-

crosses the synapse from one neuron to another, stimulating the

mitters have on the regulation of behavior, I will discuss a set

postsynaptic neuron.
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Endorphins


The endorphins
 are a group of chemicals that

are usually classified as neuromodulators. A neuromodulator


is any substance that modifies or modulates the activities of the

postsynaptic neuron. Endorphins (short for endogenous mor-



phines
 ) play an important role in the control of emotional be-

haviors (anxiety, fear, tension, pleasure) and pain—drugs like

opium and morphine bind to the same receptor sites in the

brain. Endorphins have been called the “keys to paradise” be-

cause of their pleasure–pain controlling properties. Research-

ers have examined the possibility that endorphins are at least

partially responsible for the pain-reducing effects of acupunc-

ture and placebos (Han, 2011; Pollo et al., 2011). Such tests

rely on the drug naloxone,
 whose only known effect is to block

morphine and endorphins from binding to receptors. Any pro-

cedure that reduces pain by stimulating release of endorphins

becomes ineffective when naloxone is administered. With the

injection of naloxone, acupuncture and placebos do, in fact,

lose their power—suggesting that, ordinarily, endorphins help

them do their work.


Stop
 and
 Review


What is the pattern of information flow through the

major parts of each neuron?

Roughly 1.5 million people in the United States, including the

What is meant by the “all-or-none law”?

actor Michael J. Fox, are impaired by Parkinson’s disease.

How do neurotransmitters pass from one neuron to the

Research on the neurotransmitter dopamine has led to

next?

advances in understanding this disease. How does basic

What chemical substance is the most common

research in neuroscience allow for improved treatments?

inhibitory neurotransmitter in the brain?


Study
 and Review
 on MyPsychLab


disorders such as anxiety disorders, mood disorders, and schiz-

ophrenia (Goddard et al., 2010; Keshavan et al., 2011). Drugs

that increase brain levels of norepinephrine elevate mood and


BIOLOGY AND BEHAVIOR


relieve depression. Conversely, higher-than-normal levels of

dopamine have been found in persons with schizophrenia. As

You now have an understanding of the basic mechanisms that

you might expect, one way to treat people with this disorder is

allow nerve cells to communicate. The time has come to as-

to give them a drug that decreases brain levels of dopamine.

semble those neurons into the larger systems that guide your

We’ll revisit these drug treatments in Chapter 15.

body and mind. This discussion begins with an overview of

All the neurons that produce serotonin
 are located in

the techniques researchers use to hasten new discoveries. Next,

the brain stem (see p. 67), which is involved in arousal and

we turn to a general description of the structure of the nervous

many autonomic processes. The hallucinogenic drug LSD

system, followed by a more detailed look at the brain itself. I

(lysergic acid diethylamide) appears to produce its effects

discuss the activity of the endocrine system, a second biological

by suppressing the effects of serotonin neurons (Fantegrossi

control system that works in cooperation with your nervous

et al., 2008). These serotonin neurons normally inhibit other

system and brain. Finally, we’ll consider ways in which your life

neurons, but the lack of inhibition produced by LSD creates

experiences continue to modify your brain.

vivid and bizarre sensory experiences, some of which last for

hours. As we’ll see in Chapter 14, abnormal levels of serotonin

in the brain are associated with mood disorders. For example,


Eavesdropping on the Brain


reduced levels of serotonin may lead to depression. That’s why

many antidepressant drugs, such as Prozac,
 enhance the action

Neuroscientists seek to understand how the brain works at a

of serotonin by preventing it from being removed from the

number of different levels—from the operation of large structures

synaptic cleft.

visible to the naked eye to the properties of individual nerve

cells visible only under powerful microscopes. The techniques

researchers use are suited to their level of analysis. Here, you’ll

encounter the techniques that have been used most often to at-

tribute functions and behaviors to particular regions of the brain.


Watch
 the Video
 What’s In It For Me?: Your Brain on Drugs
 on


MyPsychLab



Interventions in the Brain



neuromodulator
 Any substance that modifies or modulates the

Several research methods in

activities of the postsynaptic neuron.

neuroscience involve direct intervention with structures in
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Psychology in Your Life



HOW DOES YOUR BRAIN DETERMINE TRUST?


Suppose a friend makes you a promise and says, “Trust

direction. Apparently, the preexperimental dose of oxytocin

me!” Should you? In recent years, researchers have begun to

prevented participants from acting on the information that the

understand how your brain responds when you have to make

other players had violated their trust.

decisions about trust. Much of that research has concentrated

There’s one more element to this project: While the

on the hormone oxytocin
 . Oxytocin first became the focus of

investors were making their decisions they were undergoing

researchers who were interested in the biological mechanisms

fMRI scans. Those brain data enabled the researchers to

that prompt nonhuman animals to form social bonds.

determine what brain areas the dose of oxytocin affected.

Contemporary research suggests that the hormone plays a

The scans revealed that oxytocin participants showed less

broad role in personal and social processes (IsHak et al., 2011).

activity in regions of the brain, such as the amygdala, that are

Let’s consider trust.

involved in fear responses. The researchers suggested that,

To document the dramatic impact of oxytocin, a team of

by dampening fear responses, oxytocin increases participants’

researchers recruited participants to play a game that focused on

ability “to trust in situations characterized by the risk of

trust (Baumgartner et al., 2008). The game required two players

betrayal” (Baumgartner et al., 2008, p. 645).

to distribute a pool of “money units.” In each round, the investor


After reading about this study, you might wonder

had to decide how many money units, out of 12, to invest.

whether your brain chemistry predisposes you to trust or

The experimenters provided the trustee
 with returns on those

distrust your friend. Researchers are starting to consider

investments. The trustee then had the opportunity to share

exactly that question of how individual differences in oxytocin

those returns fairly with the investor or not. In fact, halfway

function may have an important impact on social behavior

through the game, the investors all got the same feedback: The

(Bartz et al., 2011).

experimenters told them that they were getting their fair share

only about half the time. The trustees could not be trusted!


Trust Game


What happened in the second half of the game depended

8.5

on the investors’ levels of oxytocin. Before the game started,


estors


half the investors received a dose of the hormone through

8.0

a nasal spray. (Once it is absorbed, the hormone is able to


by inv
 7.5

cross into the brain.) The other participants received a placebo.


er


For the first half of the game, it made little difference what


ansf
 7.0

investors had inhaled. The figure plots the average number of

money units participants invested in each round. As you can


age tr
 6.5

see, before the feedback, oxytocin participants invested nearly


Aver


the same amount as placebo participants. You might expect

6

Placebo

Oxytocin

that the dramatic feedback—Don’t trust this person!—would

prompt participants to reduce their investments. That’s exactly

Before Feedback

After Feedback

what the placebo group did. Their investments fell for the

Data from J. A. Bartz & E. Hollander, The neuroscience of affiliation: Forging

second half of the game. However, the oxytocin group didn’t

links between basic and clinical research on neuropeptides and social

reduce their investments. In fact, the trend was in the opposite

behavior, Hormones and Behavior, 50,
 pp. 518–528.

the brain. These methods find their historical roots in circum-


have been destroyed. He is fitful, irreverent, indulging at


stances like the story of railroad foreman Phineas Gage, who in


times in the grossest profanity (which was not previously


September 1848 suffered an accident in which a 3-foot, 7-inch-


his custom), manifesting but little deference for his


long pole was blown, as the result of an unexpected explosion,


fellows, impatient of restraint or advice when it conflicts


clear through his head. Gage’s physical impairment was re-


with his desires. . . . Previous to his injury, though


markably slight: He lost vision in his left eye, and the left side


untrained in schools, he possessed a well-balanced


of his face was partially paralyzed, but his posture, movement,


mind, and was looked upon by those who knew him


and speech were all unimpaired. Yet, psychologically, he was a


as a shrewd, smart businessman, very energetic and


changed man, as his doctor’s account made clear:


persistent in executing all his plans of operation. In this



regard his mind was radically changed, so decidedly



The equilibrium or balance, so to speak, between his



that his friends and acquaintances said he was “no



intellectual faculties and animal propensities seems to



longer Gage.” (Harlow, 1868, pp. 339–340)
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application of intense heat, cold, or electricity. As you would

guess, experimental work with permanent lesions is carried out

exclusively with nonhuman animals. (Recall the discussion in

Chapter 2 that the ethics of this type of animal research has

now come under heightened scrutiny.) Our conception of the

brain has been radically changed as researchers have repeatedly

compared and coordinated the results of lesioning experiments

on animals with the growing body of clinical findings on the

effects of brain damage on human behavior.

In recent years, scientists have developed a procedure

called repetitive transcranial magnetic stimulation (rTMS)


that uses pulses of magnetic stimulation to create temporary,

reversible “lesions” in human participants—without any dam-

age being done to tissue, brain regions can be briefly inactivated.

This new technique enables researchers to address a range of

questions that would not have been possible with nonhuman

experiments (Sandrini et al., 2011). Consider an application of

rTMS to study how your brain responds to nouns and verbs.


F



If you’ve spent any time studying languages, you’re likely
 e


Phineas Gage is shown holding the pole that caused his


atured



aware that nouns and verbs serve very different functions. A


injury. Why were doctors so fascinated by Gage’s changes in


team of researchers used rTMS to test the hypothesis that
 Stud


personality?


different brain regions are at work when you produce the
 y



two parts of speech (Cappelletti et al., 2008). In the experi-



ment, participants completed simple phrases presented by


Gage’s injury came at a time when scientists were just


computer. For example, participants would read, “today I


beginning to form hypotheses about the links between brain


walk,” and then complete, “yesterday I . . .” Similarly, they


functions and complex behavior. The behavioral changes fol-


would read “one child,” and then complete “many. . . .” Un-


lowing the dramatic piercing of his brain prompted his doctor


der ordinary circumstances, participants should be relatively


to hypothesize brain bases for aspects of personality and ra-


quick to respond “walked” and “children.” Suppose, how-


tional behavior.


ever, that the researchers are able to use rTMS to “lesion”


At about the same time that Gage was convalescing from


brain regions that help make these responses possible.


his injury, Paul Broca
 was studying the brain’s role in lan-


Then, we’d expect participants’ responses to be slowed


guage. His first research in this area involved an autopsy of a


down. In fact, the researchers identified one brain region (in


man whose name was derived from the only word he had been


the vicinity of Broca’s area) that, when stimulated by rTMS,


able to speak, “Tan.” Broca found that the left front portion of


yielded slower performance for verbs but not for nouns.


Tan’s brain had been severely damaged. This finding led Broca


These data support the hypothesis that your brain processes


to study the brains of other persons who suffered from lan-


make distinctions between nouns and verbs.


guage impairments. In each case, Broca’s work revealed similar

damage to the same area of the brain, a region now known as


Broca’s area
 . As you will see as Psychology and Life
 unfolds,

You can see why this experiment would not be possible with

contemporary researchers still attempt to correlate patterns of

nonhuman participants: Humans are the only species that

behavior change or impairment with the sites of brain damage.

habitually produces nouns and verbs.

The problem with studying accidentally damaged brains,

On other occasions, neuroscientists learn about the func-

of course, is that researchers have no control over the loca-

tion of brain regions by directly stimulating
 them. For example,

tion and extent of the damage. To produce a well-founded

in the mid-1950s, Walter Hess
 (1881–1973) pioneered the use

understanding of the brain and its relationship to behavioral

of electrical stimulation to probe structures deep in the brain.

and cognitive functioning, scientists need methods that allow

For example, Hess put electrodes into the brains of freely mov-

them to specify precisely the brain tissue that has been inca-

ing cats. By pressing a button, he could then send a small electri-

pacitated. Researchers have developed a variety of techniques

cal current to the point of the electrode. Hess carefully recorded

to produce lesions
 , highly localized brain injuries. They may,

the behavioral consequences of stimulating each of 4,500 brain

for example, surgically remove specific brain areas, cut the neu-

sites in nearly 500 cats. Hess discovered that, depending on the

ral connections to those areas, or destroy those areas through

location of the electrode, sleep, sexual arousal, anxiety, or terror

could be provoked by the flick of the switch—and turned off

just as abruptly. For example, electrical stimulation of certain

regions of the brain led the otherwise gentle cats to bristle with


Broca’s area
 The region of the brain that translates thoughts into

speech or signs.

rage and hurl themselves on a nearby object.


lesion
 Injury to or destruction of brain tissue.


Recording and Imaging Brain Activity


Other neurosci-


repetitive transcranial magnetic stimulation (rTMS)
 A technique for

producing temporary inactivation of brain areas using repeated

entists map brain function by using electrodes to record the

pulses of magnetic stimulation.

electrical activity of the brain in response to environmental
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stimulation. The brain’s electrical output can be monitored

at different levels of precision. At the most specific, research-

ers can insert ultrasensitive microelectrodes into the brain to

record the electrical activity of a single brain cell. Such record-

ings can illuminate changes in the activity of individual cells in

response to stimuli in the environment.

For human subjects, researchers often place a number of

electrodes on the surface of the scalp to record larger, inte-

grated patterns of electrical activity. These electrodes provide

the data for an electroencephalogram (EEG)
 , or an ampli-

fied tracing of the brain activity. EEGs can be used to study

the relationship between psychological activities and brain

response. For example, in one experiment, researchers used

EEGs to demonstrate that people’s brains respond differently

when they view emotionally charged images (Hajcak & Olvet,

2008). While their brain activity was being recorded, partici-

pants viewed a series of pleasant (e.g., smiling faces), neutral

(e.g., household objects), and unpleasant (e.g., violent images)

pictures on a computer screen. The EEGs revealed distinct pat-

terns for the neutral versus emotional pictures: Participants ap-

peared to devote more attention to the pleasant and unpleasant

pictures, and that greater attention lingered even after the pic-

tures left the computer screen.

Some of the most exciting technological innovations for

studying the brain are machines originally developed to help

neurosurgeons detect brain abnormalities, such as damage

caused by strokes or diseases. These devices produce images of

What can psychologists learn by looking at PET scans?

the living brain without invasive procedures that risk damaging

brain tissue.

use CT scans to determine the location and extent of brain

To obtain three-dimensional images of the brain,

damage or brain abnormalities.

researchers may use computerized axial tomography (CT or


In research with positron emission tomography
 , or PET,



CAT)
 . When an individual undergoes a CT scan, his or her

subjects are given different kinds of radioactive (but safe) sub-

head is placed in a doughnut-shaped ring that contains an

stances that eventually travel to the brain, where they are taken

X-ray source and an X-ray detector. During the scan, focused

up by active brain cells. Recording instruments outside the

X-ray beams pass through the individual’s head from several

skull can detect the radioactivity emitted by cells that are active

different angles. The computer assembles those separate X-ray

during different cognitive or behavioral activities. This infor-

images into coherent pictures of the brain. Researchers often

mation is then fed into a computer that constructs a dynamic

portrait of the brain, showing where different types of psycho-

logical activities are actually occurring.


Magnetic resonance imaging
 , or MRI,
 uses magnetic

fields and radio waves to generate pulses of energy within the

brain. As the pulse is tuned to different frequencies, some at-

oms line up with the magnetic field. When the magnetic pulse

is turned off, the atoms vibrate (resonate) as they return to

their original positions. Special radio receivers detect this reso-

nance and channel information to a computer, which generates

images of the locations of different atoms in areas of the brain.

By looking at the image, researchers can link brain structures to

psychological processes.


electroencephalogram (EEG)
 A recording of the electrical activity of

the brain.


computerized axial tomography (CT or CAT)
 A technique that uses

narrow beams of X-rays passed through the brain at several angles

to assemble complete brain images.


positron emission tomography (PET) scan
 Brain image produced by a

device that obtains detailed pictures of activity in the living brain by

recording the radioactivity emitted by cells during different cognitive

or behavioral activities.

How have new imaging techniques expanded the range of


magnetic resonance imaging (MRI)
 A technique for brain imaging that

questions researchers can ask?

scans the brain using magnetic fields and radio waves.
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of your brain’s most important secrets. The remainder of this

chapter describes some of those secrets.


The Nervous System


The nervous system is composed of billions of highly specialized

nerve cells, or neurons,
 that constitute the brain and the nerve

fibers found throughout the body. The nervous system is sub-

divided into two major divisions: the central nervous system



(CNS)
 and the peripheral nervous system (PNS)
 . The CNS is

composed of all the neurons in the brain and spinal cord; the

PNS is made up of all the neurons forming the nerve fibers that

connect the CNS to the body. Figures 3.11
 (on page 66) and


3.12
 (on page 67) show the relationship of the CNS to the PNS.

The job of the CNS is to integrate and coordinate all bodily

functions, process all incoming neural messages, and send out

commands to different parts of the body. The CNS sends and

receives neural messages through the spinal cord,
 a trunk line of

neurons that connects the brain to the PNS. The trunk line itself

is housed in a hollow portion of the vertebral column called the

spinal column. Spinal nerves branch out from the spinal cord

between each pair of vertebrae in the spinal column, eventually

connecting with sensory receptors throughout the body and with

muscles and glands. The spinal cord coordinates the activity of

the left and right sides of the body and is responsible for simple

fast-action reflexes that do not involve the brain. For example,

Magnetic resonance imaging (MRI) produces this color-

an organism whose spinal cord has been severed from its brain

enhanced profile of a normal brain. What is the purpose of

can still withdraw its limb from a painful stimulus. Although

trying to identify brain regions that underlie particular functions?

an intact brain would normally be notified of such action, the

organism can complete the action without directions from above.

Damage to the nerves of the spinal cord can result in paralysis of

MRI is most useful for providing clear images of anatomi-

the legs or trunk, as seen in paraplegic individuals. The extent of

cal details; PET scans provide better information about func-

paralysis depends on how high up on the spinal cord the damage

tion. A newer technique called functional MRI
 , or fMRI,


occurred; higher damage produces greater paralysis.

combines some of the benefits of both techniques by detecting

Despite its commanding position, the CNS is isolated from

magnetic changes in the flow of blood to cells in the brain; fMRI

any direct contact with the outside world. It is the role of the PNS

allows more precise claims about both structure and function.

to provide the CNS with information from sensory receptors,

Researchers have begun to use fMRI to discover the distribu-

such as those found in the eyes and ears, and to relay commands

tions of brain regions responsible for many of your most impor-

from the brain to the body’s organs and muscles. The PNS is

tant cognitive abilities, such as attention, perception, language

actually composed of two sets of nerve fibers (see Figure 3.12).

processing, and memory (Spiers & Maguire, 2007).

The somatic nervous system
 regulates the actions of the body’s

As you’ve just learned, cultural evolution has provided

skeletal muscles. For example, imagine you are typing an e-mail.

neuroscientists with the technology necessary to reveal some

The movement of your fingers over the keyboard is managed by

your somatic nervous system. As you decide what to say, your

brain sends commands to your fingers to press certain keys.

Simultaneously, the fingers send feedback about their position


functional MRI (fMRI)
 A brain-imaging technique that combines benefits

and movement to the brain. If you strike the wrong key (thw
 ),

of both MRI and PET scans by detecting magnetic changes in the

the somatic nervous system informs the brain, which then issues

flow of blood to cells in the brain.

the necessary correction, and, in a fraction of a second, you


central nervous system (CNS)
 The part of the nervous system

delete the mistake and hit the right key (the
 ).

consisting of the brain and spinal cord.

The other branch of the PNS is the autonomic nervous



peripheral nervous system (PNS)
 The part of the nervous system


system (ANS)
 , which sustains basic life processes. This system

composed of the spinal and cranial nerves that connect the

body’s sensory receptors to the CNS and the CNS to the muscles

is on the job 24 hours a day, regulating bodily functions that

and glands.

you usually don’t consciously control, such as respiration,


somatic nervous system
 The subdivision of the peripheral nervous

digestion, and arousal. The ANS must work even when you

system that connects the central nervous system to the skeletal

are asleep, and it sustains life processes during anesthesia and

muscles and skin.

prolonged coma states.


autonomic nervous system (ANS)
 The subdivision of the peripheral

The autonomic nervous system deals with survival matters

nervous system that controls the body’s involuntary motor

of two kinds: those involving threats to the organism and

responses by connecting the sensory receptors to the central

nervous system (CNS) and the CNS to the smooth muscle, cardiac

those involving bodily maintenance. To carry out these func-

muscle, and glands.

tions, the autonomic nervous system is further subdivided into
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FIGURE 3.11
 Divisions of

the Central and Peripheral

Nervous Systems

The sensory and motor nerve

Central nervous system

fibers that constitute the

peripheral nervous system are

linked to the brain by the spinal

cord.

Reprinted by permission of Richard

McAnulty.

Peripheral nervous system

the sympathetic and parasympathetic nervous systems (see


Brain Structures and Their Functions


Figure 3.12). These divisions work in opposition to accom-

The brain is the most important component of your central

plish their tasks. The sympathetic division
 governs responses

nervous system. The brains of human beings have three

to emergency situations; the parasympathetic division
 moni-

interconnected layers. In the deepest recesses of the brain, in a re-

tors the routine operation of the body’s internal functions. The

gion called the brain stem,
 are structures involved primarily with

sympathetic division can be regarded as a troubleshooter. In an

autonomic processes such as heart rate, breathing, swallowing,

emergency or stressful situation, it arouses the brain structures

and digestion. Enveloping this central core is the limbic system,


that prepare the organism either to fight the threat or flee from

which is involved with motivation, emotion, and memory proc-

it—a pattern of activity called the fight-or-flight response
 . Diges-

esses. Wrapped around these two regions is the cerebrum
 . The

tion stops, blood flows away from internal organs to the mus-

universe of the human mind exists in this region. The cerebrum,

cles, oxygen transfer increases, and heart rate increases. After

and its surface layer, the cerebral cortex,
 integrates sensory in-

the danger is over, the parasympathetic division takes charge,

formation, coordinates your movements, and facilitates abstract

and the individual begins to calm down. Digestion resumes,

thinking and reasoning (see Figure 3.14
 on page 67). Let’s look

heartbeat slows, and breathing is relaxed. The parasympathetic

division carries out the body’s nonemergency housekeeping

chores, such as elimination of bodily wastes, protection of the


sympathetic division
 The subdivision of the autonomic nervous system

visual system (through tears and pupil constriction), and long-

that deals with emergency response and the mobilization of energy.

term conservation of body energy. The separate duties of the


parasympathetic division
 The subdivision of the autonomic nervous

sympathetic and parasympathetic nervous systems are illus-

system that monitors the routine operation of the body’s internal

trated in Figure 3.13
 on page 66.

functions and conserves and restores body energy.
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FIGURE 3.12
 Hierarchical

Nervous system

Organization of the Human

Nervous System

The central nervous system is

composed of the brain and the

Peripheral nervous system

spinal cord. The peripheral nervous

Central nervous system

(neural tissue outside brain

system is divided according to

(brain and spinal cord)

and spinal cord)

function: The somatic nervous system

controls voluntary actions, and the

autonomic nervous system regulates

internal processes. The autonomic

nervous system is subdivided into

Somatic nervous system

Autonomic nervous system

two systems: The sympathetic

(sensory and motor

(internal systems, involuntary)

nervous system governs behavior

nerves, voluntary)

in emergency situations, and the

parasympathetic nervous system

regulates behavior and internal

processes in routine circumstances.

Sympathetic

Parasympathetic

division

division

(“troubleshooter”)

(“housekeeping”)


FIGURE 3.13
 The Autonomic Nervous System

The parasympathetic nervous system, which regulates day-to-day internal processes and behavior, is shown on the left. The sympathetic nervous system, which regulates internal processes and behavior in stressful situations, is shown on the right. Note that on their way to and from the spinal cord, the nerve fibers of the sympathetic nervous system innervate, or make connections with, ganglia, which are specialized clusters of neuron chains.
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Limbic system:



Cerebral cortex:


involved in complex

regulates emotions

mental processes

and motivated behavior

Limbic

system


Hypothalamus:
 manages

Thalamus

the body's internal state


Cerebellum:


regulates coordinated

movement

Brain


Brain stem:
 sets brain’s general

stem and

alertness level and warning

cerebellum

system


Spinal cord:
 pathway for


Thalamus:
 relays

neural fibers traveling

sensory information

to and from brain


FIGURE 3.14
 Brain Structures

The brain contains several major components, including the brain stem, cerebellum, limbic system, and cerebral cortex, all of which fit together in an intricate design.

more closely at the functions of the three major brain regions,

beginning with the brain stem, thalamus, and cerebellum.


The Brain Stem, Thalamus, and Cerebellum


The brain



stem
 is found in all vertebrate species. It contains structures

that collectively regulate the internal state of the body (see

Thalamus


Figure 3.15
 ). The medulla
 , located at the very top of the spi-

nal cord, is the center for breathing, blood pressure, and the

beating of the heart. Because these processes are essential for

life, damage to the medulla can be fatal. Nerve fibers ascending

from the body and descending from the brain cross over at the

medulla, which means that the left side of the body is linked to

the right side of the brain and the right side of the body is con-

nected to the left side of the brain.

Directly above the medulla is the pons
 , which provides in-

puts to other structures in the brain stem and to the cerebellum

( pons
 is the Latin word for bridge
 ). The reticular formation
 is

a dense network of nerve cells that serves as the brain’s sentinel.

It arouses the cerebral cortex to attend to new stimulation and

keeps the brain alert even during sleep. Massive damage to this

area often results in a coma.

Pons

Cerebellum


Watch
 the Video
 The Basics: How the Brain Works Part 2
 on


MyPsychLab


Medulla


brain stem
 The brain structure that regulates the body’s basic life

Reticular formation

processes.


medulla
 The region of the brain stem that regulates breathing, waking,

and heartbeat.


FIGURE 3.15
 The Brain Stem, Thalamus,


pons
 The region of the brain stem that connects the spinal cord with the

and Cerebellum

brain and links parts of the brain to one another.

These structures are primarily involved in basic life processes:


reticular formation
 The region of the brain stem that alerts the

cerebral cortex to incoming sensory signals and is responsible for

breathing, pulse, arousal, movement, balance, and simple

maintaining consciousness and awakening from sleep.

processing of sensory information.

Biology and Behavior


67



The reticular formation has long tracts of fibers that run to

research. When he passed away in 2008, he left a remarkable

the thalamus
 , which channels incoming sensory information

legacy of critical information about brain function.

to the appropriate area of the cerebral cortex, where that infor-

Let’s consider aspects of H.M.’s experience. Long after his

mation is processed. For example, the thalamus relays informa-

surgery, he continued to believe he was living in 1953, which

tion from the eyes to cortical areas for vision.

was the year the operation was performed. If H.M. had encoun-

Neuroscientists have long known that the cerebellum
 ,

tered information frequently before the surgery, he was able to

attached to the brain stem at the base of the skull, coordinates

recall that information. However, after the surgery, he was able

bodily movements, controls posture, and maintains equilib-

to acquire new information only if it was “massively repeated”

rium. Damage to the cerebellum interrupts the flow of other-

(MacKay et al., 2007, p. 388). H.M. was able to acquire new skills

wise smooth movement, causing it to appear uncoordinated

(such as drawing figures from their mirror images) but he did not

and jerky. However, more recent research suggests a more

recall having participated in the training sessions. The damage to

diverse range of functions for the cerebellum. For example, the

H.M.’s hippocampus also had consequences for his ability to pro-

cerebellum plays an important role in the ability to learn and

duce and understand language (MacKay et al., 2011). Thus, re-

perform sequences of body movements (Bellebaum & Daum,

search with H.M. provided extensive evidence about the broader

2011; Timmann et al., 2010). Evidence is also accumulating

function of the hippocampus beyond its role in the acquisition of

that the cerebellum is involved in some higher cognitive func-

particular types of memories. In Chapter 7, we will return to the

tions such as language processing and the experience of pain

functions of the hippocampus for memory acquisition.

(Moulton et al., 2010; Murdoch, 2010).

The amygdala
 plays a role in emotional control. Because

of this control function, damage to areas of the amygdala may


The Limbic System


The limbic system
 mediates motivated

have a calming effect on otherwise mean-spirited individuals.

behaviors, emotional states, and memory processes. It also reg-

(Chapter 15 discusses psychosurgery
 .) However, damage to

ulates body temperature, blood pressure, and blood-sugar level

some areas of the amygdala also impairs the ability to recog-

and performs other housekeeping activities. The limbic system

nize when facial expressions communicate negative emotions

comprises three structures: the hippocampus, amygdala, and

such as sadness and fear (Adolphs & Tranel, 2004). The amy-

hypothalamus (see Figure 3.16
 ).

gdala also plays a critical role in the formation and retrieval

The hippocampus
 , which is the largest of the limbic

of memories with emotional content (Murty et al. 2011). For

system structures, plays an important role in the acquisition

that reason, people with amygdala damage often have difficulty

of memories (Wang & Morris, 2010). Considerable clinical

making correct decisions in situations that have an emotional

evidence supports this conclusion, including the notable studies

component—such as responses to winning or losing money

of a patient, H.M., perhaps psychology’s most famous subject.

(Gupta et al., 2011).

When he was 27, H.M. underwent surgery in an attempt to

The hypothalamus
 is one of the smallest structures in the

reduce the frequency and severity of his epileptic seizures.

brain, yet it plays a vital role in many of your most important

During the operation, parts of his hippocampus were removed.

daily actions. It is actually composed of several nuclei, small

As a result, H.M.’s memory performance was completely

bundles of neurons that regulate physiological processes

altered. H.M. served as a gracious participant for 50 years of

involved in motivated behavior (including eating, drinking,

temperature regulation, and sexual arousal). The hypothalamus

maintains the body’s internal equilibrium, or homeostasis
 .


thalamus
 The brain structure that relays sensory impulses to the

When the body’s energy reserves are low, the hypothalamus

cerebral cortex.

is involved in stimulating the organism to find food and to


cerebellum
 The region of the brain attached to the brain stem that

eat. When body temperature drops, the hypothalamus causes

controls motor coordination, posture, and balance as well as the

ability to learn control of body movements.

blood vessel constriction, or minute involuntary movements

you commonly refer to as “shivering.” The hypothalamus also


limbic system
 The region of the brain that regulates emotional

behavior, basic motivational urges, and memory, as well as major

regulates the activities of the endocrine system.

physiological functions.


The Cerebrum



hippocampus
 The part of the limbic system that is involved in the

In humans, the cerebrum
 dwarfs the rest

acquisition of explicit memory.

of the brain, occupying two thirds of its total mass. Its role


amygdala
 The part of the limbic system that controls emotion,

is to regulate the brain’s higher cognitive and emotional

aggression, and the formation of emotional memory.

functions. The outer surface of the cerebrum, made up of


hypothalamus
 The brain structure that regulates motivated behavior

billions of cells in a layer about a tenth of an inch thick,

(such as eating and drinking) and homeostasis.

is called the cerebral cortex
 . The cerebrum is also divided


homeostasis
 Constancy or equilibrium of the internal conditions

into two almost symmetrical halves, the cerebral hemispheres


of the body.

(a later section of the chapter discusses the two hemispheres


cerebrum
 The region of the brain that regulates higher cognitive

at length). The two hemispheres are connected by a thick

and emotional functions.

mass of nerve fibers, collectively referred to as the corpus



cerebral cortex
 The outer surface of the cerebrum.


callosum
 . This pathway sends messages back and forth


cerebral hemispheres
 The two halves of the cerebrum, connected

between the hemispheres.

by the corpus callosum.

Neuroscientists have mapped the brain to define four


corpus callosum
 The mass of nerve fibers connecting the two

areas, or lobes, for each hemisphere (see Figure 3.17
 ). The

hemispheres of the cerebrum.


frontal lobe
 , involved in motor control and cognitive activities,


frontal lobe
 Region of the brain located above the lateral fissure

and in front of the central sulcus; involved in motor control and

such as planning, making decisions, and setting goals, is located

cognitive activities.

above the lateral fissure and in front of the central sulcus.
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FIGURE 3.16
 The Limbic System

The structures of the limbic system, which are present only

in mammals, are involved in motivated behavior, emotional

states, and memory processes.

Hypothalamus

Amygdala

Hippocampus

Accidents that damage the frontal lobes can have devastating

hearing, language, and memory. When they are damaged, their

effects on human action and personality. This was the location

functions are disrupted or lost entirely.

of the injury that brought about such a dramatic change in Phi-

The actions of the body’s voluntary muscles, of which there

neas Gage (Macmillan, 2008). The frontal lobe also includes

are more than 600, are controlled by the motor cortex
 , located


Broca’s area,
 the region of the brain that Paul Broca identified

just in front of the central sulcus in the frontal lobes. Recall that

from his research on patients with language disorders.

commands from one side of the brain are directed to muscles

The parietal lobe
 , responsible for sensations of touch,

pain, and temperature, is located directly behind the central

sulcus. The occipital lobe
 , the final destination for visual in-

formation, is located at the back of the head. The temporal



lobe
 , responsible for the processes of hearing, is found below

the lateral fissure, on the sides of each cerebral hemisphere.

The temporal lobe includes a region called Wernicke’s area
 .

In 1874, Carl Wernicke
 (1848–1905) discovered that patients

who had damage to this region produced speech that was fluent

but meaningless and had disrupted language comprehension.

It would be misleading to say that any lobe alone controls

any one specific function. The structures of the brain perform

their duties in concert, working smoothly as an integrated unit,

similar to a symphony orchestra. Whether you are doing the

dishes, solving a calculus problem, or carrying on a conversa-

tion with a friend, your brain works as a unified whole, each

lobe interacting and cooperating with the others. Nevertheless,

neuroscientists can identify areas of the four lobes of the cer-

ebrum that are necessary for specific functions, such as vision,


parietal lobe
 Region of the brain behind the frontal lobe and above

the lateral fissure; contains somatosensory cortex.


FIGURE 3.17
 The Cerebral Cortex


occipital lobe
 Rearmost region of the brain; contains primary

visual cortex.

Each of the two hemispheres of the cerebral cortex has four


temporal lobe
 Region of the brain found below the lateral fissure;

lobes. Different sensory and motor functions are associated

contains auditory cortex.

with specific parts of each lobe


Wernicke’s area
 A region of the brain that allows fluent speech

Lilienfeld, Scott O.; Lynn, Steven J.; Namy, Laura L.; Woolf, Nancy J,

production and comprehension.


Psychology: From Inquiry to Understanding,
 1st Edition, © 2009. Printed


motor cortex
 The region of the cerebral cortex that controls the action

and electronically reproduced by permission of Pearson Education Inc.,

of the body’s voluntary muscles.

Upper Saddle River, New Jersey.
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A. Primary motor

leg

wrist

shoulder

hand

toes

index finger thumb

swallowing

chewing

Primary
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somatosensory

motor

knee

shoulder

wrist

toes

hand

fingersthumb

face

lips

jaw

Primary

auditory

and auditory

association areas

B. Primary somatosensory

Primary visual

(buried deep in

rear of brain)


FIGURE 3.18
 Motor and Somatosensory Cortex

Different parts of the body are more or less sensitive to environmental stimulation and brain control. Sensitivity in a particular region of the body is related to the amount of space in the cerebral cortex devoted to that region. In this figure, the body is drawn so that the size of body parts is relative to the cortical space devoted to them. The larger the body part in the drawing, the greater its sensitivity to environmental stimulation and the greater the brain’s control over its movement.

on the opposite side of the body. Also, muscles in the lower part

brain area reflects the importance in human activity of manipu-

of the body—for example, the toes—are controlled by neurons

lating objects, using tools, eating, and talking.

in the top part of the motor cortex. Muscles in the upper part

The somatosensory cortex
 is located just behind the cen-

of the body, such as the throat, are controlled by neurons in the

tral sulcus in the left and right parietal lobes. This part of the

lower part of the motor cortex. As you can see in Figure 3.18
 ,

cortex processes information about temperature, touch, body

the upper parts of the body receive far more detailed motor in-

position, and pain. Similar to the motor cortex, the upper part

structions than the lower parts. In fact, the two largest areas

of the sensory cortex relates to the lower parts of the body,

of the motor cortex are devoted to the fingers—especially the

and the lower part to the upper parts of the body. Most of the

thumb—and to the muscles involved in speech. Their greater

area of the sensory cortex is devoted to the lips, tongue, thumb,

and index fingers—the parts of the body that provide the most

important sensory input (see Figure 3.18). And like the motor

cortex, the right half of the somatosensory cortex communi-


Watch
 the Video
 The Big Picture: My Brain Made Me Do It
 on

cates with the left side of the body, and the left half communi-


MyPsychLab


cates with the right side of the body.


somatosensory cortex
 The region of the parietal lobes that processes

sensory input from various body areas.

Auditory information is processed in the auditory cortex
 ,

which is in the two temporal lobes. The auditory cortex in each


auditory cortex
 The area of the temporal lobes that receives and

processes auditory information.

hemisphere receives information from both
 ears. Visual input


visual cortex
 The region of the occipital lobes in which visual

is processed at the back of the brain in the visual cortex
 , located

information is processed.

in the occipital lobes. Here the greatest area is devoted to input
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from the center part of the retina, at the back of the eye, the

area that transmits the most detailed visual information.

Not all of the cerebral cortex is devoted to processing sen-

sory information and commanding the muscles to action. In

fact, the majority of it is involved in interpreting
 and integrat-



ing
 information. Processes such as planning and decision mak-

ing are believed to occur in the association cortex
 . Association

areas are distributed to several areas of the cortex—one region

is labeled in Figure 3.18. The association cortex allows you to

combine information from various sensory modalities to plan

Left

Right

appropriate responses to stimuli in the environment.

eye

eye

We have now considered the many important structures

Retinal image

in your nervous system. Recall that the discussion of the

cerebrum noted that each cerebral structure is represented in

both hemispheres of your brain. Let’s turn now to differences

Optic nerve

between your brain’s two hemispheres.


Hemispheric Lateralization


What types of information originally led researchers to suspect

that the functions of the brain’s two hemispheres differed?

Neural pathways

Recall that when Paul Broca carried out his autopsy on Tan,

he discovered damage in the left hemisphere. As he followed

Visual

up this original discovery, Broca found that other patients who

association

cortex

showed similar disruption of their language abilities—a pattern

now known as Broca’s aphasia
 —also had damage on the left
 side

Visual cortex

of their brains. Damage to the same areas on the right
 side of the


FIGURE 3.20
 The Neural Pathways for Visual

brain did not have the same effect. What should one conclude?

Information

The chance to investigate hemispheric differences first

arose in the context of a treatment for severe epilepsy in which

The neural pathways for visual information coming from the

inside portions of each eye cross from one side of the brain

to the other at the corpus callosum. The pathways carrying

information from the outside portions of each eye do not

Corpus callosum

cross over. Severing the corpus callosum prevents information

selectively displayed in the right visual field from entering the

right hemisphere, and left visual field information cannot enter

Left hemisphere

Right hemisphere

the left hemisphere.

surgeons sever the corpus callosum—the bundle of about

200 million nerve fibers that transfers information back and

forth between the two hemispheres (see Figure 3.19
 ). The goal

of this surgery is to prevent the violent electrical activity that

accompanies epileptic seizures from crossing between the hem-

ispheres. The operation is usually successful, and a patient’s

subsequent behavior in most circumstances appears normal.

Patients who undergo this type of surgery are often referred to

as split-brain
 patients.

To test the capabilities of the separated hemispheres of epi-

leptic patients, Roger Sperry
 (1968) and Michael Gazzaniga


(1970) devised situations that could allow visual information to be

presented separately to each hemisphere. Sperry and Gazzaniga’s

methodology relies on the anatomy of the visual system (see


Figure 3.20
 ). For each eye, information from the right visual



field
 goes to the left hemisphere, and information from the left



visual field
 goes to the right hemisphere. Ordinarily, information


FIGURE 3.19
 The Corpus Callosum

The corpus callosum is a massive network of nerve fibers that

channels information between the two hemispheres. Severing


association cortex
 The parts of the cerebral cortex in which many high-

the corpus callosum impairs this communication process.

level brain processes occur.
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FIGURE 3.21
 Testing a Split-Brain

Patient

When the split-brain patient uses his left hand

to find a match to an object flashed briefly in

the left visual field, he is successful because

L

R

L

R

Fixation

Fixation

both the visual and tactile (touch) information

point

point

are registered in the right hemisphere, as

shown in A. Nevertheless, the patient cannot

name the object, because speech is mainly a

left-hemisphere function. Now consider the

same patient asked to perform the same task

?

with the right hand, as shown in B. In this case,

“glass”

he is unsuccessful in picking out the object by

touch, because the visual information and the

tactile information are processed in different

A

B

hemispheres. In this test, however, the patient

is able to name the object in his hand!

Zimbardo, Philip G.; Johnson, Robert L.; McCann, Vivian,


Psychology: Core Concepts,
 6th Edition, © 2009. Printed

and electronically reproduced by permission of Pearson

Education Inc., Upper Saddle River, New Jersey.

plays the primary role in accomplishing that function. Speech—

arriving from both hemispheres is shared very quickly across the

the ability to produce coherent spoken language—is perhaps

corpus callosum. But because these pathways have been severed

the most highly lateralized of all functions. Neuroscientists have

in split-brain patients, information presented to the right or left

found that only about 5 percent of right-handers and 15 percent

visual field may remain only in the left or right hemisphere (see

of left-handers have speech controlled by the right hemisphere; an-


Figure 3.21
 ).

other 15 percent of left-handers have speech processes occur-

Because for most people speech is controlled by the left

ring in both sides of the brain (Rasmussen & Milner, 1977).

hemisphere, the left hemisphere could “talk back” to the

researchers, whereas the right hemisphere could not.

Communication with the right hemisphere was achieved

by confronting it with manual tasks involving identification,

matching, or assembly of objects—tasks that did not require

the use of words. Consider the following demonstration of a

split-brain subject using his left half brain to account for the

activity of his left hand, which was being guided by his right

half brain.


Fea



A snow scene was presented to the right hemisphere



tured



and a picture of a chicken claw was simultaneously pre-



Stud



sented to the left hemisphere (Gazzaniga, 1985). The subject



selected, from an array of objects, those that “went with”



y



each of the two scenes. With his right hand, the patient



pointed to a chicken head; with his left hand, he pointed to



a shovel. The patient reported that the shovel was needed



to clean out the chicken shed (rather than to shovel snow).



Because the left brain was not privy to what the right brain



“saw” due to the severed corpus callosum, it needed to



explain why the left hand was pointing at a shovel when the



only picture the left hemisphere was aware of seeing was



a chicken claw. The left brain’s cognitive system provided



a theory to make sense of the behavior of different parts of



its body.



Simulate
 the Experiment
 Hemispheric Specialization
 on MyPsychLab


From a variety of research methods in addition to split-brain

studies, we now know that, for most people, many language-

How have studies with individuals who use sign language

related functions are lateralized
 to the left hemisphere. A func-

influenced researchers’ beliefs about the lateralization of brain

tion is considered lateralized when one cerebral hemisphere

function?
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Thyroids and

parathyroids

Thyroids and

parathyroids

Adrenals

Adrenals

Pancreas

Pancreas

Ovaries

Testes

Pituitary


FIGURE 3.22
 Endocrine Glands in Males and Females

The pituitary gland is shown at the far right; it is the master gland that regulates the glands shown at the left. The pituitary gland is under the control of the hypothalamus, an important structure in the limbic system.

For most people, therefore, speech is a left-hemisphere func-


The Endocrine System


tion. As a consequence, damage to the left side of most peo-

The human genotype specifies a second highly complex regu-

ple’s brains can cause speech disorders. What is interesting

latory system, the endocrine system
 , to supplement the work

is that for users of languages like American Sign Language—

of the nervous system. The endocrine system is a network of

which use systems of intricate hand positions and movements

glands that manufacture and secrete chemical messengers

to convey meaning—left-brain damage is similarly disruptive

called hormones
 into the bloodstream (see Figure 3.22
 ). Hor-

(MacSweeney et al., 2008). What is lateralized, therefore, is not

mones are important in everyday functioning, although they

speech as such, but rather, the ability to produce the sequences

are more vital at some stages of life and in some situations than

of gestures—either vocal or manual—that encode communica-

others. Hormones influence body growth. They initiate, main-

tive meaning.

tain, and stop development of primary and secondary sexual

You should not conclude that the left hemisphere is some-

characteristics; influence levels of arousal and awareness; serve

how better than the right hemisphere. Although the left hemi-

as the basis for mood changes; and regulate metabolism, the

sphere plays a dominant role for speech, the right hemisphere

rate at which the body uses its energy stores. The endocrine

plays a dominant role for other tasks. For example, most peo-

system promotes the survival of an organism
 by helping fight

ple show greater right-hemisphere activity when they make

infections and disease. It advances the survival of the species


judgments about spatial relationships and facial expressions

through regulation of sexual arousal, production of reproduc-

(Badzakova-Trajkov et al., 2010). Still, it is the combined action

tive cells, and production of milk in nursing mothers. Thus you

of the right and left hemispheres that gives fullness to your

could not survive without an effective endocrine system.

experiences. For example, you might not be surprised to learn

Endocrine glands respond to the levels of chemicals in

that the left hemisphere, with its greater endowment for lan-

the bloodstream or are stimulated by other hormones or by

guage use, plays a key role in most forms of problem solving.

nerve impulses from the brain. Hormones are then secreted

However, the function of the right hemisphere becomes more

into the blood and travel to distant target cells that have

apparent when problems require bursts of insight. Those indi-

viduals who show relatively greater activity in their right hemi-

spheres are more likely to have those bursts of insight (Kounios

et al., 2008).


endocrine system
 The network of glands that manufacture and secrete

This section reviewed the many important structures of

hormones into the bloodstream.

your nervous system. Now we will consider the endocrine sys-


hormone
 One of the chemical messengers, manufactured and secreted

tem, a bodily system that functions in close cooperation with

by the endocrine glands, that regulate metabolism and influence

the nervous system to regulate bodily functions.

body growth, mood, and sexual characteristics.
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specific receptors; hormones exert their influence on the body’s

well as a hormone that influences growth. The absence of this

program of chemical regulation only at the places that are

growth hormone results in dwarfism; its excess results in gigantic

genetically predetermined to respond to them. In influencing

growth. In males, pituitary secretions activate the testes to secrete

diverse, but specific, target organs or tissue, hormones regulate


testosterone
 , which stimulates production of sperm. The pitui-

an enormous range of biochemical processes. This multiple-

tary gland is also involved in the development of male second-

action communication system allows for control of slow con-

ary sexual characteristics, such as facial hair, voice change, and

tinuous processes such as maintenance of blood-sugar levels

physical maturation. Testosterone may even increase aggression

and calcium levels, metabolism of carbohydrates, and general

and sexual desire. In females, a pituitary hormone stimulates

body growth. But what happens during crises? The endocrine

production of estrogen
 , which is essential to the hormonal chain

system also releases the hormone adrenaline into the blood-

reaction that triggers the release of ova from a woman’s ovaries,

stream; adrenaline energizes your body so that you can respond

making her fertile. Certain birth control pills work by blocking

quickly to challenges.

the mechanism in the pituitary gland that controls this hormone

As you saw earlier, the brain structure known as the

flow, thus preventing the ova from being released.


hypothalamus
 serves as a relay station between the endocrine

system and the central nervous system. Specialized cells in

the hypothalamus receive messages from other brain cells,


Plasticity and Neurogenesis:


commanding it to release a number of different hormones to


Our Changing Brains


the pituitary gland, where they either stimulate or inhibit the

You now have a good basic idea of your nervous system at

release of other hormones. Hormones are produced in several

work: At all times, millions of neurons are communicating to

different regions of the body. These “factories” make a variety

do the essential work of your body and mind. What makes the

of hormones, each of which regulates different bodily proc-

brain even more interesting, however, is one consequence of all

esses, as outlined in Table 3.1
 . Let’s examine the most signifi-

that neural communication: The brain itself changes over time.

cant of these processes.

Do you want to take a moment to change your brain? Go back

The pituitary gland
 is often called the master gland,

a few pages and memorize the definition of action potential
 . If

because it produces about 10 different kinds of hormones that

you are successful at learning that definition—or any other new

influence the secretions of all the other endocrine glands, as

information—you will have brought about a modification of

your brain. Researchers refer to changes in the performance of


Table 3.1 t
 Major Endocrine Glands and the

the brain as plasticity
 . A good deal of research in neuroscience

Functions of the Hormones They Produce

focuses on the physical bases for plasticity. For example, re-


These Glands:



Produce Hormones That Regulate:


searchers examine how learning arises from the formation of

new synapses or from changes in communication across exist-

Hypothalamus

Release of pituitary hormones

ing synapses (Miyashita et al., 2008).

Anterior pituitary

Testes and ovaries

Because brain plasticity depends on life experiences, you

won’t be surprised to learn that brains show the impact of dif-

Breast milk production

ferent environments and activities. One line of research, pio-

Metabolism

neered by Mark Rosenzweig,
 demonstrated the consequences

for rats of being raised in impoverished or enriched environ-

Reactions to stress

ments (for reviews, see Rosenzweig, 1996, 1999). Early research

Posterior pituitary

Water conservation

demonstrated an advantage for young animals: The average

cortex of rats reared in the enriched environments was heavier

Breast milk excretion

and thicker—positive attributes—than that of their impover-

Uterus contraction

ished littermates. Researchers have now demonstrated that en-

vironmental enrichment continues to have an impact on the

Thyroid

Metabolism

brains of adult animals.

Growth and development

Parathyroid

Calcium levels

Gut

Digestion

Pancreas

Glucose metabolism


Watch
 the Video
 Brain
 on MyPsychLab


Adrenals

Fight-or-flight responses


pituitary gland
 Located in the brain, the gland that secretes growth

hormone and influences the secretion of hormones by other

Metabolism

endocrine glands.

Sexual desire in women


testosterone
 The male sex hormone, secreted by the testes, that

stimulates production of sperm and is also responsible for the

Ovaries

Development of female sexual traits

development of male secondary sex characteristics.

Ova production


estrogen
 The female sex hormone, produced by the ovaries, that is

responsible for the release of eggs from the ovaries as well as for

Testes

Development of male sexual traits

the development and maintenance of female reproductive structures

and secondary sex characteristics.

Sperm production


plasticity
 Changes in the performance of the brain; may involve the

Sexual desire in men

creation of new synapses or changes in the function of existing

synapses.
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F


has been subject to political controversy. Still, researchers be-


ea



At the age of one month, Long-Evans female rats were



tured


lieve that stem cell research could lead to cures for paralysis and


placed in either standard laboratory cages or an enriched en-


other serious malfunctions in the nervous system. For that rea-


Stud



vironment (filled with a variety of objects, including tunnels,


son, the scientific community is highly motivated to discover


toys, and chains) (Harati et al., 2011). At 24 months (which



y


ways to continue research within accepted societal norms.


counts as old age for rats), the rats underwent tests of spa-


Research on brain repair has accelerated in recent years in


tial memory and attention. The rats that had been raised


the face of important new data suggesting that neurogenesis
 —


in enriched environments outperformed the rats from the


the production of new brain cells from naturally occurring stem


standard environments on both types of tasks. The research-


cells—occurs in the brains of adult mammals, including humans


ers also carried out analyses on the rats’ brains. They dis-


(Leuner & Gould, 2010). For nearly 100 years, neuroscientists


covered that the rats that had been raised in the enriched


believed that the adult brains of mammals had their full supply


environments had more neurons in parts of the brain that


of neurons—all that could happen over the adult years was that


were relevant to the tasks. Those brain results suggested


neurons could die out. However, the new data have challenged


that experience in the enriched environments had allowed


that view. Recall, for example, that the hippocampus is an


for preservation or reduced loss of brain neurons.


important structure for the formation of certain types of memo-

ries. Now that researchers have documented neurogenesis in the

With brain-imaging techniques, it is possible to measure very

adult hippocampus, they are trying to understand how newly

specific brain differences related to individuals’ life experi-

born neurons provide a resource for the acquisition of new

ences. Consider those musicians who play the violin. They are

memories across the life span (Kempermann, 2008).

required to control the fingers of their left hands with an ex-

In this chapter, we have taken a brief peek at the mar-

tremely delicate touch. If you refer back to Figure 3.18, you’ll

velous 3-pound universe that is your brain. It is one thing to

see that a good deal of sensory cortex is devoted to the fingers.

recognize that the brain controls behavior and your mental

Brain scans reveal that the representation of fingers of the left

processes but quite another to understand how the brain serves

hand is even more enhanced for violin players, as compared to

all those functions. Neuroscientists are engaged in the fascinat-

nonplayers (Elbert et al., 1995). No such increase is found for

ing quest to understand the interplay among brain, behavior,

fingers of the right hand, which do not have as great a sensory

and environment. You now have the type of background that

role in violin playing. The extra representation of the left

will allow you to appreciate new knowledge as it unfolds.

fingers was greatest for violinists who took up the instrument

before age 12. The Critical Thinking in Your Life
 box on page 76

explains how your cultural experience modifies your brain.


Stop
 and
 Review


One important aspect of research on plasticity concerns

circumstances in which humans or animals have sustained

What are the advantages of fMRI over other brain-

injuries to the brain or spinal cord, through strokes, degenerative

imaging techniques?

diseases, or accidents. A good deal of clinical evidence confirms

What are the two major divisions of the autonomic

that the brain is sometimes able to heal itself. For example,

nervous system?

patients who suffer from strokes that cause disruptions in

language often recover over time. In some instances, the dam-

What are some of the major functions of the amygdala?

aged brain areas themselves have enough lingering function that

For what activities do most people show more activity

recovery is possible; in other cases other brain areas take over the

in the right hemisphere?

functions of those that were damaged (Turkeltaub et al., 2011).

Why is the pituitary gland often called the master gland?

Researchers have also begun to develop techniques to help the

What is neurogenesis?

brain along in the healing process. In recent years, attention has


Study
 and Review
 on MyPsychLab


focused on stem cells
 —unspecialized cells that, under appropri-

ate conditions, can be prompted to function as new neurons (Li

et al., 2008). Researchers hope that stem cells may ultimately

provide a means to replace damaged tissue in the nervous sys-


Explore
 the Concept
 Virtual Brain: Brain Damage and Neuroplasticity
 on

tem with new neural growth. Because the most flexible stem


MyPsychLab


cells come from embryos and aborted fetuses, stem cell research


neurogenesis
 The creation of new neurons.
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Critical Thinking in Your Life



HOW DOES CULTURE BECOME “EMBRAINED”?


As Psychology and Life
 unfolds, you will have several oppor-

To obtain a measure of how much individuals valued

tunities to appreciate the impact of culture on people’s behavior.

a coffee mug, the researchers gave some experimental

Those cultural differences, of course, emerge from the activity of

participants mugs as gifts and asked them how much someone

each individual’s brain. In fact, researchers have suggested that,

would need to offer them before they would sell it. Other

over the course of development, an individual’s culture becomes

participants were shown the mugs and simply asked how

“embrained” (Kitayama & Uskul, 2011). Let’s explore that idea.

much they would pay for them. Sellers from Western cultures

The process of embrainment begins as individuals are

wanted $3.24 more than what buyers thought the mug was

raised in an environment in which a particular set of values

worth. Sellers from Eastern cultures wanted just $1.60 more.

is transmitted. Those values have an impact on how people

This difference illustrates the way in which Western

respond to a wide range of situations. For example, a good

participants more highly value their possessions.

deal of cross-cultural research has demonstrated that people

Think about all the moments in your life in which you came

from Western cultures (such as the United States) most often

to acquire or give up possessions. In each case, cultural values

conceptualize themselves as independent actors whereas

prompt you to think about those possessions in a particular

people from Eastern cultures (such as Japan, China, and

way. As those cases accumulate over time, your brain

India) most often conceptualize themselves as being part of a

engages in repeated patterns of neural activity to execute your

larger group. (We’ll explore this difference at greater length in

responses. When you read about brain plasticity, you probably

Chapter 13.) This difference in conceptualization has a number

weren’t surprised that extensive experience with the violin

of consequences for behavior.

changes players’ brains (Elbert et al., 1995). The violinists’

Suppose, for example, you are given an ordinary coffee mug

brains grow more efficient at carrying out the highly practiced

with your school logo. How painful would it be for you to part

activities. Violin playing becomes embrained. Similarly, as

with it? Research suggests that the answer will depend on

people repeat the behavioral responses that a culture makes

the culture in which you were nurtured (Maddux et al., 2010).

available, the brain grows more efficient at producing those

For people from Western cultures, possessions become, in a

responses. Culture has become embrained.

sense, part of the self. Therefore, giving them up is like giving

t How might brain imaging techniques help you demonstrate

part of the self away. People from Eastern cultures don’t have

that culture has become embrained?

that relationship with their possessions. As such, they should

experience less distress when they think about giving up a

t What might happen when someone grows up in a

possession.

multicultural family?



Recapping Main Points




Heredity and Behavior


t Sensory neurons receive messages from specialized

receptor cells and send them toward the CNS. Motor

t Species originate and change over time because of natural

neurons direct messages from the CNS to muscles and

selection.

glands. Interneurons relay information from sensory

t In the evolution of humans, bipedalism and encephalization

neurons to other interneurons or to motor neurons. Mirror

were responsible for subsequent advances, including

neurons respond when an individual observes another

language and culture.

individual performing a motor action.

t The basic unit of heredity is the gene. Genes interact with

t Once the summation of inputs to a neuron exceeds a

environments to yield phenotypic traits.

specific threshold, an action potential is sent along the

axon to the terminal buttons.


The Nervous System in Action


t All-or-none action potentials are created when the opening

t The neuron, the basic unit of the nervous system, receives,

of ion channels allows an exchange of ions across the cell

processes, and relays information to other cells, glands,

membrane.

and muscles.

t Neurotransmitters are released into the synaptic gap

t Neurons relay information from the dendrites through the

between neurons. Once they diffuse across the gap,

cell body (soma) to the axon to the terminal buttons.
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they lodge in the receptor molecules of the postsynaptic

t The brain consists of three integrated layers: the brain

membrane.

stem, limbic system, and cerebrum.

t Whether these neurotransmitters excite or inhibit

t The brain stem is responsible for breathing, digestion,

the membrane depends on the nature of the

and heart rate.

receptor molecule.

t The limbic system is involved in long-term memory,

aggression, eating, drinking, and sexual behavior.


Biology and Behavior


t The cerebrum controls higher mental functions.

t Neuroscientists use several methods to research the

t Some functions are lateralized to one hemisphere of the

relation between brain and behavior: studying brain-

brain. For example, most individuals have speech localized

damaged patients, producing lesions at specific brain sites,

in the left hemisphere.

electrically stimulating the brain, recording brain activity,

t Although the two hemispheres of the brain work smoothly

and imaging the brain with computerized devices.

in concert, they play relatively greater roles for different

t The brain and the spinal cord make up the central nervous

tasks.

system (CNS).

t The endocrine system produces and secretes hormones

t The peripheral nervous system (PNS) is composed of

into the bloodstream.

all neurons connecting the CNS to the body. The PNS

t Hormones help regulate growth, primary and secondary

consists of the somatic nervous system, which regulates

sexual characteristics, metabolism, digestion, and arousal.

the body’s skeletal muscles, and the autonomic nervous

t New cell growth and life experiences reshape the brain

system (ANS), which regulates life-support processes.

after birth.



KEY TERMS



action potential (p. 56)

genotype (p. 49)

peripheral nervous system (PNS) (p. 64)

all-or-none law (p. 57)

glia (p. 56)

phenotype (p. 49)

amygdala (p. 68)

heredity (p. 51)

pituitary gland (p. 74)

association cortex (p. 71)

heritability (p. 52)

plasticity (p. 74)

auditory cortex (p. 70)

hippocampus (p. 68)

polygenic trait (p. 52)

autonomic nervous system (ANS) (p. 64)

homeostasis (p. 68)

pons (p. 67)

axon (p. 54)

hormone (p. 73)

positron emission tomography

brain stem (p. 67)

human behavior genetics (p. 51)

(PET) scan (p. 63)

Broca’s area (p. 62)

hypothalamus (p. 68)

refractory period (p. 58)

central nervous system (CNS) (p. 64)

inhibitory input (p. 56)

repetitive transcranial magnetic

cerebellum (p. 68)

interneuron (p. 54)

stimulation (rTMS) (p. 62)

cerebral cortex (p. 68)

ion channel (p. 57)

resting potential (p. 57)

cerebral hemispheres (p. 68)

lesion (p. 62)

reticular formation (p. 67)

cerebrum (p. 68)

limbic system (p. 68)

sensory neuron (p. 54)

computerized axial tomography

magnetic resonance imaging (MRI) (p. 63)

sex chromosome (p. 51)

(CT or CAT) (p. 63)

medulla (p. 67)

sociobiology (p. 51)

corpus callosum (p. 68)

mirror neuron (p. 56)

soma (p. 54)

dendrite (p. 54)

motor cortex (p. 69)

somatic nervous system (p. 64)

DNA (deoxyribonucleic acid) (p. 51)

motor neuron (p. 54)

somatosensory cortex (p. 70)

electroencephalogram (EEG) (p. 63)

myelin sheath (p. 56)

sympathetic division (p. 65)

endocrine system (p. 73)

natural selection (p. 48)

synapse (p. 58)

estrogen (p. 74)

neurogenesis (p. 75)

synaptic transmission (p. 58)

evolutionary psychology (p. 51)

neuromodulator (p. 60)

temporal lobe (p. 69)

excitatory input (p. 56)

neuron (p. 54)

terminal button (p. 54)

frontal lobe (p. 68)

neuroscience (p. 54)

testosterone (p. 74)

functional MRI (fMRI) (p. 64)

neurotransmitter (p. 59)

thalamus (p. 68)

gene (p. 51)

occipital lobe (p. 69)

visual cortex (p. 70)

genetics (p. 51)

parasympathetic division (p. 65)

Wernicke’s area (p. 69)

genome (p. 52)

parietal lobe (p. 69)
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1.
 When Peter and Rosemary Grant studied several species


9.
 Which technique allows researchers to create reversible

of Darwin’s finches, they discovered that major climate

“lesions”?

changes affected which populations of finches survived.

a. fMRI

c. PET scans

This is an example of

b. rTMS

d. EEG

a. heritability.

c. natural selection.


10.
 The ______________ nervous system processes incoming

b. the all-or-none law.

d. nature versus nurture.

neural messages and sends commands to different parts


2.
 Sharon is involved in a project in which she observes the

of the body.

behaviors of young children. She is most able to directly

a. central

c. somatic

observe their

b. autonomic

d. peripheral

a. genotypes.

c. chromosomes.


11.
 After he experienced damage to his ______________,

b. phenotypes.

d. DNA.

H.M. had difficulties acquiring new information.


3.
 Suppose you carried out a study to assess whether there

a. reticular formation

c. hippocampus

is a genetic component to “sense of humor.” To conclude

b. thalamus

d. Broca’s area

that genetics plays a role, you would want to find that


12.
 After Jeff inhales oxytocin through a nasal spray, you

a. DZ twins are more similar in their sense of humor

expect him to display ______________ trust toward Mona

than MZ twins.

due, in part, to ______________ activity in his amygdala.

b. DZ twins always have better senses of humor than

a. more; reduced

c. less; reduced

MZ twins.

b. more; increased

d. less; increased

c. MZ twins always have better senses of humor than

DZ twins.


13.
 As you are chatting with Tejus, you noticed that she is

d. MZ twins are more similar in their sense of humor than

right-handed. You think that it’s most likely that her ability

DZ twins.

to produce speech is controlled by

a. her left hemisphere.


4.
 One of the jobs of ______________ is to receive stimulation

b. her right hemisphere.

from other neurons.

c. both the left and right hemispheres.

a. axons

c. synapses

d. neither the left nor the right hemisphere.

b. terminal buttons

d. dendrites


14.
 Which brain structure serves as a relay station between the


5.
 After Jonas withdraws money from the bank, he has to

brain and the endocrine system?

wait two minutes before his card will work again. This

a. the hippocampus

c. the pons

sounds a lot like the ______________ in neural transmission.

b. the hypothalamus

d. the amygdala

a. all-or-none law

c. refractory period

b. action potential

d. ion channels


15.
 Brain-imaging techniques reveal that the brain

representation of the fingers of the left hand is enhanced


6.
 Wilma is creating an illustration of neural transmission.

for people who play the violin versus nonplayers. This

She leaves a small gap between a terminal button on one

result provides an example of

neuron and the dendrite of the next. She should label that

a. neurogenesis.

c. lateralization.

gap the

b. heritability.

d. brain plasticity.

a. ion channel.

c. node of Ranvier.

b. glia.

d. synapse.


ESSAY QUESTIONS



7.
 Bea has decided to undergo an acupuncture treatment to

help her with her back pain. You explain that researchers


1.
 What important contrasts exist between research in human

believe that acupuncture leads to the release of

behavior genetics and research in evolutionary psychology?

______________ in the brain.


2.
 Why does a neuron’s behavior depend on the balance of

a. GABA

c. endorphins

excitatory and inhibitory inputs it receives?

b. acetylcholine

d. dopamine


3.
 What does research on enriched environments suggest


8.
 Researchers suggest that culture becomes embrained

about brain plasticity?

because

a. people in different cultures do not face the same

problems.

b. people’s cultural values lead them to repeat the same

patterns of neural responses.

c. people from different cultures cannot produce the same

neural responses.

d. people’s behavioral responses can only be predicted

from cultural values.
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distance, and orientation. These mental activities most often

occur swiftly and efficiently, without conscious awareness.

The processes of identification and recognition
 assign

Have you ever wondered how your brain—locked in

the dark, silent chamber of the skull—experiences

the blaze of color in a van Gogh painting, the

driving melodies and rhythms of rock ’n’ roll, the

meaning to percepts. With respect to vision, earlier stages

refreshing taste of watermelon on a hot day, the soft touch of a

of perception answer the question “What does the object

child’s kiss, or the fragrance of wildflowers in the springtime?

look like?” At this stage, the questions become those of

The task for this chapter is to explain how your body and brain

identification—“What is this object?”—and recognition—

make sense of the buzz of stimulation—sights, sounds, and so

“What is the object’s function?” You identify circular objects

on—constantly around you. You will see how evolution has

as baseballs, coins, clocks, oranges, and moons; you identify

equipped you with the capability to detect many different

people as male or female, friend or foe, relative or rock star.

dimensions of experience.

In everyday life, perception seems to be entirely effortless.

In this chapter, you will learn how your experience of the

You have very little awareness that you require these different

world relies on processes of perception
 . The term perception,


stages of processing to arrive at a meaningful understanding

in its broad usage, refers to the overall process of apprehending

of the world. This chapter should convince you that you actu-

objects and events in the environment—to sense them, under-

ally do quite a bit of sophisticated processing, a lot of mental

stand them, recognize and label them, and prepare to react to

work, to arrive at this “illusion of ease.”

them. A percept
 is what is perceived—the phenomenological,

or experienced, outcome of the process of perception. Your

perceptual processes serve the dual functions of survival
 and


sensuality
 . These processes help you survive by sounding

alarms of danger, priming you to take swift action to ward


SENSORY KNOWLEDGE


off hazards, and directing you toward agreeable experiences.


OF THE WORLD


These processes also provide you with sensuality. Sensuality is

the quality of being devoted to the gratification of the senses;

Your experience of external reality must be relatively accurate

it entails enjoying the experiences that appeal to your various

and error free. If not, you couldn’t survive. You need food to

senses of sight, sound, touch, taste, and smell.

sustain you, shelter to protect you, interactions with other

The process of perception is best understood divided into

people to fulfill social needs, and awareness of danger to keep

three stages: sensation, perceptual organization, and identifica-

out of harm’s way. To meet these needs, you must get reliable

tion (or recognition) of objects. Sensation
 is the process by

information about the world. This section provides an overview

which stimulation of sensory receptors
 —the structures in your

of how your sensory processes address these goals.

eyes, ears, and so on—produces neural impulses that represent

experiences inside or outside the body. For example, sensation

provides the basic facts of the visual field. Nerve cells in your


The Proximity and Distal Stimuli


eyes pass information along to cells in your brain.


Perceptual organization
 refers to the stage in which your

Imagine you are the person in Figure 4.1A
 , surveying a room

brain integrates evidence from your senses with prior knowl-

from an easy chair. Some of the light reflected from the

edge of the world to form an internal representation of an ex-

objects in the room enters your eyes and forms images on

ternal stimulus. With respect to vision, organizational processes

your retinas. Figure 4.1B
 shows what would appear to your

provide estimates of an object’s likely size, shape, movement,

left eye as you sit in the room. (The bump on the right is your

nose, and the hand and knee at the bottom are your own.)

How does this retinal simage compare with the environment

that produced it?

One very important difference is that the retinal image

is two dimensional,
 whereas the environment is three dimen-



sional
 . This difference has many consequences. For instance,

compare the shapes of the physical objects in Figure 4.1A with

the shapes of their corresponding retinal images (Figure 4.1C
 ).


Explore
 the Concept
 Virtual Brain: Mechanisms of Perception
 on


MyPsychLab



perception
 The processes that organize information in the sensory

image and interpret it as having been produced by properties of

objects or events in the external, three-dimensional world.


sensation
 The process by which stimulation of a sensory receptor gives

rise to neutral impulses that result in an experience, or awareness,

of conditions inside or outside the body.


perceptual organization
 The processes that put sensory information

together to give the perception of a coherent scene over the whole

visual field.

What senses are involved in the enjoyment of a slice


identification and recognition
 Two ways of attaching meaning

of watermelon?

to percepts.
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The table, rug, window, and picture in the real-world scene

are all rectangular, but only the image of the window actually

produces a rectangle in your retinal image. The image of the

picture is a trapezoid, the image of the tabletop is an irregular

four-sided figure, and the image of the rug is actually three

separate regions with more than 20 different sides! Here’s our

first perceptual puzzle: How do you manage to perceive all of

these objects as simple standard rectangles?

The situation, however, is even a bit more complicated.

You can also notice that many parts of what you perceive in

the room are not actually present in your retinal image. For

instance, you perceive the vertical edge between the two walls

as going all the way to the floor, but your retinal image of that

edge stops at the tabletop. Similarly, in your retinal image parts

A.

of the rug are hidden behind the table; yet this does not keep

you from correctly perceiving the rug as a single unbroken

rectangle. In fact, when you consider all the differences

between the environmental objects and the images of them on

your retina, you may be surprised that you perceive the scene

as well as you do.

The differences between a physical object in the world

and its optical image on your retina are so profound and

important that psychologists distinguish carefully between

them as two different stimuli for perception. The physi-

cal object in the world is called the distal stimulus
 (dis-

tant from the observer) and the optical image on the retina

(View from

is called the proximal stimulus
 (proximate, or near, to the

left eye)

observer).

The critical point of this discussion can now be restated

more concisely: What you wish to perceive
 is the distal



stimulus
 —the “real” object in the environment—whereas the

stimulus from which you must derive your information is the

B.


proximal stimulus
 —the image on the retina. You can think of

the major computational task of perception as the process of

determining the distal stimulus from information contained in

the proximal stimulus. This is true across perceptual domains.

For hearing, touch, taste, and so on, perception involves proc-

esses that use information in the proximal stimulus to tell you

about properties of the distal stimulus.

To show you how the distal stimulus and proximal

stimulus fit with the three stages in perceiving, let’s examine

(Picture)

(Window)

one of the objects in the scene from Figure 4.1: the picture hang-

ing on the wall. In the sensory stage, this picture corresponds to

a two-dimensional trapezoid in your retinal image; the top and

bottom sides converge toward the right, and the left and right

(Tabletop)

sides are different in length. This is the proximal stimulus. In

the perceptual organization stage, you see this trapezoid as a

rectangle turned away from you in three-dimensional space.

You perceive the top and bottom sides as parallel but receding

(Rug)

into the distance toward the right; you perceive the left and

C.

right sides as equal in length. Your perceptual processes have

developed a strong hypothesis
 about the physical properties


FIGURE 4.1
 Interpreting Retinal Images

of the distal stimulus; now it needs an identity. In the recog-

Suppose you are sitting in an easy chair, looking around a

nition stage, you identify this rectangular object as a picture.

room (A). The light reflected from objects in the room forms


Figure 4.2
 on page 82 is a flowchart illustrating this sequence

images on your retina. Consider the information that arrives at

your left eye (B). When you see that information out of context

(C), you can appreciate the task that faces your visual system:

Your visual perception must interpret or identify distal stimulus,


distal stimulus
 In the processes of perception, the physical object in the

the actual object in the environment, using the information

world, as contrasted with the proximal stimulus, the optical image

on the retina.

from the proximal stimulus, the retinal image produced by

the object.


proximal stimulus
 The optical image on the retina; contrasted with the

distal stimulus, the physical object in the world.

Sensory Knowledge of the World
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FIGURE 4.2
 Sensation, Perceptual

Mental processes

Organization, and Identification/

Recognition Stages

en)

Expectation,

Knowledge,

The diagram outlines the processes that

beliefs

memory,

give rise to the transformation of incoming

Examples

language

information at the stages of sensation,

eptually driv

perceptual organization, and identification/

conc

recognition. Bottom-up processing occurs

Recognized as member

Identification/recognition

"Picture"

when the perceptual representation is

of picture category

esses (

derived from the information available in the

oc

sensory input. Top-down processing occurs

wn pr

Organization

Depth

Constancy

when the perceptual representation is

affected by an individual’s prior knowledge,

Top-do

Figure seen as rectangle

motivations, expectations, and other

Perceptual organization

turned away from you

aspects of higher mental functioning.

en)

ata drivd

esses (oc

Retinal image

Sensation

(only sensory fragments

of angles and lines)

Bottom-up pr

Sensory processes

Environmental stimulation

of events. The processes that take information from one stage

sound, taste, odor, or touch: Researchers determine thresholds

to the next are shown as arrows between the boxes. By the end

and construct psychophysical scales relating strength of sensa-

of this chapter, you will learn about the interactions repre-

tion to strength of stimuli.

sented in this figure.

The task of perception is to identify the distal stimulus


Absolute Thresholds and Sensory Adaptation


What is

from the proximal stimulus. However, the earliest researchers

the smallest, weakest stimulus energy that an organism

on sensation recognized that people’s experiences of the world

can detect? How soft can a tone be, for instance, and still be

have a psychological component. As you’ll see next, those

heard? These questions refer to the absolute threshold
 for

researchers examined the relationship between events in the en-

stimulation—the minimum amount of physical energy needed

vironment and people’s experience of those events.

to produce a sensory experience. Researchers measure absolute

thresholds by asking vigilant observers to perform detection

tasks, such as trying to see a dim light in a dark room or trying


Psychophysics


to hear a soft sound in a quiet room. During a series of many

trials, the stimulus is presented at varying intensities, and on

How loud must a fire alarm at a factory be for workers to hear it

each trial the observers indicate whether they were aware of it.

over the din of the machinery? How bright does a warning light

(If you’ve ever had your hearing evaluated, you participated in

on a pilot’s control panel have to be to appear twice as bright

an absolute threshold test.)

as the other lights? How much sugar do you need to put in a

The results of an absolute threshold study can be sum-

cup of coffee before it begins to taste sweet? To answer these

marized in a psychometric function:
 a graph that shows the

questions, we must be able to measure the intensity of sensory

percentage of detections (plotted on the vertical axis) at each

experiences. This is the central task of psychophysics,
 the study

of the relationship between physical stimuli and the behavior

or mental experiences the stimuli evoke.

The most significant figure in the history of psychophysics


psychophysics
 The study of the correspondence between physical

simulation and psychological experience.

was the German physicist Gustav Fechner
 (1801–1887). Fech-

ner coined the term psychophysics
 and provided a set of proce-


absolute threshold
 The minimum amount of physical energy needed to

produce a reliable sensory experience; operationally defined as the

dures to relate the intensity of a physical stimulus—measured

stimulus level at which a sensory signal is detected half the time.

in physical units—to the magnitude of the sensory experience—


psychometric function
 A graph that plots the percentage of detections

measured in psychological units (Fechner, 1860/1966). Fech-

of a stimulus (on the vertical axis) for each stimulus intensity (on the

ner’s techniques are the same whether the stimuli are for light,

horizon axis).
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responsiveness of sensory systems to prolonged stimulus input.

100

Theoretical

You may have noticed, for example, that sunshine seems less

threshold curve

blinding after a while outdoors. People often have their most


esponses)


Obtained threshold

fortunate experiences of adaptation in the domain of smell:


es r


curve

You walk into a room, and something really has a foul odor;

50

over time, however, as your smell system adapts, the odor fades

out of awareness. Your environment is always full of a great

Absolute threshold

diversity of sensory stimulation. The mechanism of adaptation

(50 percent detection)

allows you to notice and react quickly to the challenges of new

0

sources of information.


Percent detections (y


(Low)

(High)


Stimulus intensity (arbitrary units)



Response Bias and Signal Detection Theory


The discus-


FIGURE 4.3
 Calculation of Absolute Thresholds

sion so far has assumed that all observers are created equal.

Because a stimulus does not suddenly become detectable

However, threshold measurements can also be affected by

at a certain point, absolute threshold is defined as the


response bias,
 the systematic tendency for an observer to favor

intensity at which the stimulus is detected half of the time

responding in a particular way because of factors unrelated to

over many trials.

the sensory features of the stimulus. Suppose, for example, you

are in an experiment in which you must detect a weak light.

In the first phase of the experiment, the researcher gives you

$5 when you are correct in saying, “Yes, a light was there.” In

stimulus intensity (plotted on the horizontal axis). A typical

the second phase, the researcher gives you $5 when you are

psychometric function is shown in Figure 4.3
 . For very dim

correct in saying, “No, there wasn’t any light.” In each phase,

lights, detection is at 0 percent; for bright lights, detection is at

you are penalized $2 any time you are incorrect. Can you see

100 percent. If there were a single, true absolute threshold, you

how this reward structure would create a shift in response bias

would expect the transition from 0 to 100 percent detection to

from phase 1 to phase 2? Wouldn’t you say yes
 more often in

be very sharp, occurring right at the point where the intensity

the first phase—with the same amount of certainty that the

reached the threshold. But this does not happen, for at least two

stimulus was present?

reasons: Viewers themselves change slightly each time they try


Signal detection theory
 (SDT) is a systematic approach

to detect a stimulus (because of changes in attention, fatigue,

to the problem of response bias (Green & Swets, 1966). Instead

and so on), and viewers sometimes respond even in the absence

of focusing strictly on sensory processes, SDT emphasizes the

of a stimulus (the type of false alarm we will consider shortly in

process of making a judgment
 about the presence or absence

the context of signal detection theory). Thus the psychometric

of stimulus events. Whereas classical psychophysics conceptu-

curve is usually a smooth S
 -shaped curve, in which there is a

alized a single absolute threshold, SDT identifies two distinct

region of transition from no detection to occasional detection

processes in sensory detection: (1) an initial sensory process,


to detection all the time.

which reflects the observer’s sensitivity to the strength of the

Because a stimulus does not suddenly become clearly

stimulus; and (2) a subsequent separate decision process,
 which

detectable at all times at a specific intensity, the operational

reflects the observer’s response biases.

definition of absolute threshold is the stimulus level at which



a sensory signal is detected half the time
 . Thresholds for differ-

ent senses can be measured using the same procedure, simply

by changing the stimulus dimension. Table 4.1
 shows absolute


sensory adaptation
 A phenomenon in which receptor cells lose their

threshold levels for several familiar natural stimuli.

power to respond after a period of unchanged stimulation; allows a

more rapid reaction to new sources of information.

Although it is possible to identify absolute thresholds for

detection, it is also important to note that your sensory sys-


response bias
 The systematic tendency as a result of nonsensory

factors for an observer to favor responding in a particular way.

tems are more sensitive to changes
 in the sensory environment


signal detection theory
 A systematic approach to the problem of

than to steady states. The systems have evolved so that they

response bias that allows an experimenter to identify and separate

favor new environmental inputs over old through a proc-

the roles of sensory stimuli and the individual’s criterion level in

ess called adaptation. Sensory adaptation
 is the diminishing

producing the final response.


Table 4.1 t
 Approximate Thresholds of Familiar Events


Sense Modality



Detection Threshold


Light

A candle flame seen at 30 miles on a dark clear night

Sound

The tick of a watch under quiet conditions at 20 feet

Taste

One teaspoon of sugar in 2 gallons of water

Smell

One drop of perfume diffused into the entire volume of a three-room apartment

Touch

The wing of a bee falling on your cheek from a distance of 1 centimeter

Sensory Knowledge of the World
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Response given


measures of observers’ sensitivity and response biases. This

procedure makes it possible to find out whether two observers

Yes

No

have the same sensitivity despite large differences in response

criterion. By providing a way of separating sensory process

On

Hit

Miss

from response bias, the theory of signal detection allows an

experimenter to identify and separate the roles of the sensory

stimulus and the individual’s criterion level in producing the

final response.

False

Correct


Stimulus signal
 Off

alarm

rejection


Difference Thresholds


Imagine you have been employed

by a beverage company that wants to produce a cola product


FIGURE 4.4
 The Theory of Signal Detection

that tastes noticeably sweeter than existing colas, but (to save

The matrix shows the possible outcomes when a subject is

money) the firm wants to put as little extra sugar in the cola

asked if a target stimulus occurred on a given trial.

as possible. You are being asked to measure a difference



threshold,
 the smallest physical difference between two

SDT offers a procedure for evaluating both the sensory

stimuli that can still be recognized as a difference. To meas-

process and the decision processes at once. The basic design

ure a difference threshold, you use pairs of stimuli and ask

is given in Figure 4.4
 . A weak stimulus is presented in half the

your observers whether they believe the two stimuli to be the

trials; no stimulus is presented in the other half. In each trial,

same or different.

observers respond by saying yes
 if they think the signal was

For the beverage problem, you would give your observers

present and no
 if they think it wasn’t. As shown in the figure,

two colas on each trial, one of some standard recipe and one

each response is scored in one of four ways:

just a bit sweeter. For each pair, the individual would say same


or different
 . After many such trials, you would plot a psycho-

t A response is a hit
 when the signal is present and the

metric function by graphing the percent of different
 responses

observer says “yes.”

on the vertical axis as a function of the actual differences, plot-

t A response is a miss
 when the signal is present and the

ted on the horizontal axis. The difference threshold is opera-

observer says “no.”

tionally defined as the point at which the stimuli are recognized


t A response is a false alarm
 when the signal is absent and


as different half of the time
 . This difference threshold value is

the observer says “yes.”

known as a just noticeable difference,
 or JND.
 The JND is a

t A response is a correct rejection
 when the signal is absent

quantitative unit for measuring the magnitude of the psycho-

and the observer says “no.”

logical difference between any two sensations.

In 1834, Ernst Weber
 (1795–1878) pioneered the study of

How can we see the impact of the perceivers’ decision

JNDs. He discovered the important relationship that is known

processes? If Carol is a yea-sayer (she chronically answers yes
 ) ,


as Weber’s law:
 The JND between stimuli is a constant fraction


she will almost inevitably say yes
 when the stimulus was present,


of the intensity of the standard stimulus
 . Thus, the bigger or

so she’ll have a large number of hits. However, she’ll also have

more intense the standard stimulus, the larger the increment

a high number of false alarms because she’ll also say yes
 quite

needed to get a just noticeable difference. Suppose, for exam-

often when the stimulus was absent. If Bob is a naysayer (he

ple, you were trying to lift a suitcase that weighed 25 pounds.

chronically answers no
 ), he will give a lower number of hits but

Research on the psychophysics of “lifted weight” suggests

also a lower number of false alarms.

that the suitcase would only feel heavier—you would notice

Working with the percentages of hits and false alarms,

a difference—if you added another half-pound of clothes.

researchers use mathematical procedures to calculate separate

However, if the suitcase already weighed 50 pounds, you’d need

to add a pound to feel the difference. Note that the fraction

remains the same (0.5/25 1/50 0.02). Weber’s constant

has different values for different sensory dimensions. You can

differentiate two sound frequencies more precisely than light

intensities, which, in turn, are detectable with a smaller JND

than odor or taste differences are. Your beverage company

would need a relatively large amount of extra sugar to produce

a noticeably sweeter cola!


Simulate
 the Experiment
 Weber’s Law
 on MyPsychLab



difference threshold
 The smallest physical difference between two

stimuli that can still be recognized as a difference; operationally

defined as the point at which the stimuli are recognized as different

half of the time.


just noticeable difference (JND)
 The smallest difference between two

If you decline a dinner invitation, will you be avoiding a dull

sensations that allows them to be discriminated.

evening (a correct rejection) or sacrificing the chance for a


Weber’s law
 An assertion that the size of a difference threshold is

lifetime of love (a miss)?

proportional to the intensity of the standard stimulus.


84



Chapter 4
 Sensation and Perception






From Physical Events to Mental Events



THE VISUAL SYSTEM


This review of psychophysics has made you aware of the cen-

Vision is the most complex, highly developed, and important

tral mystery of sensation: How do physical energies give rise to

sense for humans and most other mobile creatures. Animals

particular psychological experiences? How, for example, do the

with good vision have an enormous evolutionary advantage.

various physical wavelengths of light give rise to your experi-

Good vision helps animals detect their prey or predators from

ence of viewing a rainbow? Before we consider specific sensory

a distance. Vision enables humans to be aware of changing

domains, let’s start with an overview of the flow of informa-

features in the physical environment and to adapt their

tion from physical events—waves of light and sound, complex

behavior accordingly. Vision is also the most studied of all

chemicals, and so on—to mental events—your experiences of

the senses.

sights, sounds, tastes, and smells.

The conversion of one form of physical energy, such

as light, to another form, such as neural impulses, is called


The Human Eye



transduction.
 Because all sensory information is trans-

duced, or converted, into identical types of neural impulses,

The eye is the camera for the brain’s motion pictures of the

your brain differentiates sensory experiences by devoting

world (see Figure 4.5
 ). A camera views the world through a

special areas of cortex to each sensory domain. For each

lens that gathers and focuses light. The eye also gathers and

domain, researchers try to discover how the transduction

focuses light—light enters the cornea,
 a transparent bulge

of physical energy into the electrochemical activity of the

on the front of the eye. Next it passes through the anterior


nervous system gives rise to sensations of different quality


chamber,
 which is filled with a clear liquid called the aqueous


(red rather than green) and different quantity (loud rather


humor
 . The light then passes through the pupil,
 an opening in

than soft).

the opaque iris
 . To focus a camera, you move its lens closer to

Sensory systems share the same basic flow of informa-

or farther from the object viewed. To focus light in the eye,

tion. The trigger for any sensing system is the detection of

a bean-shaped crystalline lens
 changes its shape, thinning to

an environmental event, or stimulus
 . Environmental stimuli

focus on distant objects and thickening to focus on near ones.

are detected by specialized sensory receptors.
 Sensory recep-

To control the amount of light coming into a camera, you

tors convert the physical form of the sensory signal into cel-

vary the opening of the lens. In the eye, the muscular disk

lular signals that can be processed by the nervous system.

of the iris changes the size of the pupil, the opening through

These cellular signals contribute information to higher-level

which light passes into the eyeball. At the back of a tradi-

neurons that integrate information across different detec-

tional camera body is the photosensitive film that records the

tor units. At this stage, neurons extract information about

variations in light that have come through the lens. Similarly,

the basic qualities of the stimulus, such as its size, intensity,

in the eye, light travels through the vitreous humor,
 finally

shape, and distance. Deeper into the sensory systems, infor-

striking the retina,
 a thin sheet that lines the rear wall of the

mation is combined into even more complex codes that are

eyeball.

passed on to specific areas of the sensory and association cor-

As you can see, the features of a camera and the eye are

tex of the brain.

very similar. Now let’s examine the components of the vision

Let’s move now to specific sensory domains.

process in more detail.


Stop
 and
 Review


Aqueous humor

Ciliary

Vitreous humor

muscle

What is the proximal stimulus?

What is the subject matter of psychophysics?

What is the operational definition of an absolute

Cornea

Retina

threshold?

In signal detection theory, what two processes

contribute to observers’ judgments?

Fovea

What is a difference threshold?

Pupil

What is transduction?

Optic nerve


Study
 and Review
 on MyPsychLab


Iris

Lens

Blind spot


Watch
 the Video
 The Big Picture: The Role of Sensation and Perception


Blood vessels


in Psychology
 on MyPsychLab



FIGURE 4.5
 Structure of the Human Eye


transduction
 Transformation of one form of energy into another; for

example, light is transformed into neutral impulses.

The cornea, pupil, and lens focus light onto the retina.


sensory receptor
 Specialized cell that converts physical signals into

Nerve signals from the retina are carried to the brain by the

cellular signals that are processed by the nervous system.

optic nerve.
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Nearsightedness


FIGURE 4.6
 Nearsightedness

and Farsightedness

People experience nearsightedness when

Normal eye shape

light from distant objects focuses in front of

Retina

the retina. They experience farsightedness

when light from near objects focuses

behind the retina. The photos suggest how

the world might appear to nearsighted and

Focus point

farsighted people if their vision remained

falls in front

uncorrected by glasses or contact lenses.

of retina

Farsightedness

Normal eye shape

Retina

Focus point

falls behind

retina


The Pupil and The Lens


that they cannot focus well on distant objects; those who are

farsighted have their range of accommodation shifted farther

The pupil
 is the opening in the iris through which light passes.

away from them so that they cannot focus normally on nearby

The iris makes the pupil dilate or constrict to control the

objects (see Figure 4.6
 ). Aging also leads to problems in accom-

amount of light entering the eyeball. Light passing through

modation. The lens starts off as clear, transparent, and convex.

the pupil is focused by the lens
 on the retina; the lens reverses

As people age, however, the lens becomes more amber tinted,

and inverts the light pattern as it does so. The lens is particu-

opaque, and flattened, and it loses its elasticity. The effect of

larly important because of its variable focusing ability for near

some of these changes is that the lens cannot become thick

and far objects. The ciliary muscles can change the thickness

enough for close vision. When people age past the 45-year

of the lens and hence its optical properties in a process called

mark, the near point
 —the closest point at which they can focus


accommodation.


clearly—gets progressively farther away.

People with normal accommodation have a range of focus

from about 3 inches in front of their nose to as far as they can see.

However, many people suffer from accommodation problems.


The Retina


For example, people who are nearsighted have their range of

You look with your eyes but see with your brain. The eye gath-

accommodation shifted closer to them with the consequence

ers light, focuses it, and starts a neural signal on its way toward

the brain. The eye’s critical function, therefore, is to convert

information about the world from light waves into neural sig-

nals. This happens in the retina,
 at the back of the eye. Under


pupil
 The opening at the front of the eye through which light passes.

the microscope, you can see that the retina has several highly


lens
 The flexible tissue that focuses light on the retina.

organized layers of different types of neurons.


accommodation
 The process by which the ciliary muscles change the

The basic conversion from light energy to neural responses

thickness of the lens of the eye to permit variable focusing on near

is performed in your retina by rods
 and cones
 —receptor cells

and distant objects.

sensitive to light. These photoreceptors
 are uniquely placed


retina
 The layer at the back of the eye that contains photoreceptors and

converts light energy to neutral responses.

in the visual system between the outer world, ablaze with

light, and the inner world of neural processing. Because you


photoreceptor
 Receptor cell in the retina that is sensitive to light.

sometimes operate in near darkness and sometimes in bright


rod
 One of the photoreceptors concentrated in the periphery of the

retina that are most active in dim illumination; rods do not produce

light, nature has provided two ways of processing light, rods

sensation of color.

and cones (see Figure 4.7
 ). The 120 million thin rods
 operate
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FIGURE 4.7
 Retinal Pathways

This is a stylized and greatly simplified

Incoming

diagram showing the pathways that connect

ontal

light stimulus

three of the layers of nerve cells in the retina.

Horizcell

Incoming light passes through all these

layers to reach the receptors, at the back of

the eyeball, which are pointed away from

Amacrine

the source of light. Note that the bipolar

cell

cells gather impulses from more than one

receptor cell and send the results to ganglion

cells. Nerve impulses (blue arrow) from the

ganglion cells leave the eye via the optic

nerve and travel to the next relay point.

Ganglion

cells

Bipolar

etina

cells

Back of r

Photoreceptors

Eyeball

Optic nerve

Rod and cone cells

Area enlarged

Outgoing nerve

impulse to cortex

best in near darkness. The 7 million fat cones
 are specialized for

the brain, horizontal cells connect receptors to each other,

the bright, color-filled day.

and amacrine cells link bipolar cells to other bipolar cells and

You experience differences between the functions of your

ganglion cells to other ganglion cells.

rods and cones each time you turn off the lights to go to sleep

An interesting curiosity in the anatomical design of the

at night. You have noticed many times that at first it seems

retina exists where the optic nerve leaves each eye. This region,

as though you can’t see much of anything in the dim light

called the optic disk, or blind spot,
 contains no receptor cells at

that remains, but over time your visual sensitivity improves

all. You do not experience blindness there, except under very

again. You are undergoing the process of dark adaptation
 —

special circumstances, for two reasons: First, the blind spots of

the gradual improvement of the eyes’ sensitivity after a shift

in illumination from light to near darkness. Dark adaptation

occurs because, as time passes in the dark, your rods become

more sensitive than your cones; over time, your rods are able to


cone
 One of the photoreceptors concentrated in the center of the retina

respond to less light from the environment than your cones are.

that are responsible for visual experience under normal viewing

Near the center of the retina is a small region called the

conditions for all experiences of color.


fovea,
 which contains nothing but densely packed cones—it


dark adaptation
 The gradual improvement of the eyes’ sensitivity after

is rod free. The fovea is the area of your sharpest vision—both

a shift in illumination from light to near darkness.

color and spatial detail are most accurately detected there.


fovea
 Area of the retina that contains densely packed cones and forms

Other cells in your retina are responsible for integrating infor-

the point of sharpest vision.

mation across regions of rods and cones. The bipolar cells
 are


bipolar cell
 Nerve cell in the visual system that combines impulses from

nerve cells that combine impulses from many receptors and

many receptors and transmits the results to ganglion cells.

send the results to ganglion cells. Each ganglion cell
 then inte-


ganglion cell
 Cell in the visual system that integrates impulses from

grates the impulses from one or more bipolar cells into a single

many bipolar cells in a single firing rate.

firing rate. The cones in the central fovea send their impulses


horizontal cell
 One of the cells that integrates information across the

to the ganglion cells in that region while, farther out on the

retina; rather than sending signals toward the brain, horizontal cells

connect receptors to each other.

periphery of the retina, rods and cones converge on the same

bipolar and ganglion cells. The axons of the ganglion cells make


amacrine cell
 One of the cells that integrates information across the

retina; rather than sending signals toward the brain, amacrine cells

up the optic nerve, which carries this visual information out of

link bipolar cells to other bipolar cells and ganglion cells to other

the eye and back toward the brain.

ganglion cells.

Your horizontal cells
 and amacrine cells
 integrate in-


blind spot
 The region of the retina where the optic nerve leaves the

formation across the retina. Rather than send signals toward

back of the eye; no receptor cells are present in this region.
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half of each eye cross over the midline as they continue their

journey toward the back of the brain (see Figure 4.9
 ).

These two bundles of fibers, which now contain axons

from both eyes, are renamed optic tracts
 . Visual information

next flows through the lateral geniculate nucleus (a structure

within the thalamus), which relays information to cortical

areas for vision (see Figure 4.10
 ). Once information from the

eyes arrives at the cortex, research supports the theory that

visual analysis is largely separated into pathways for pattern



recognition
 —what things are—and place recognition
 —where

things are (Konen & Kastner, 2008). The division into pat-


FIGURE 4.8
 Find Your Blind Spot

tern and place recognition gives you an example of the way in

To find your blind spot, hold this book at arm’s length, close

which your visual system consists of several separate subsys-

your right eye, and fixate on the bank figure with your left eye

tems that analyze different aspects of the same retinal image.

as you bring the book slowly closer. When the dollar sign is

Although your final perception is of a unified visual scene, your

in your blind spot, it will disappear, but you will experience no

vision of it is accomplished through a host of pathways in your

gaping hole in your visual field. Similarly, if you use the same

visual system that, under normal conditions, are exquisitely

procedure to focus on the plus sign, the line will appear whole

coordinated.

when the gap is in your blind spot. In both cases, your visual

(Before we move on, take another look at Figure 4.10

system fills in the background whiteness of the surrounding

which shows the location of the thalamus. Chapter 3 noted that

area so you “see” the whiteness, which isn’t there.

thalamus channels incoming sensory information to the appro-

priate area of the cerebral cortex. In fact, information for others

senses such as hearing, taste, and touch also passes through

the two eyes are positioned so that receptors in each eye register

what is missed in the other; second, the brain fills in this region

with appropriate sensory information from the surrounding area.

To find your blind spot, you will have to look at Figure 4.8


under special viewing conditions. Hold this book at arm’s length,

close your right eye, and fixate on the bank figure with your left

eye as you bring the book slowly closer. When the dollar sign is

in your blind spot, it will disappear, but you will experience no

gaping hole in your visual field. Instead, your visual system fills

in this area with the background whiteness of the surrounding

area so you “see” the whiteness, which isn’t there, while fail-

ing to see your money, which you should have put in the bank

before you lost it!

For a second demonstration of your blind spot, use the

Left eye

Right eye

same procedure to focus on the plus sign in Figure 4.8. As you

pull the book closer to you, do you see the gap disappear and

Retinal

the line become whole?

image

Optic nerve


Processes in the Brain


Optic

The ultimate destination of much visual information is the part

chiasma

of the occipital lobe of the brain known as primary visual cortex
 .

Optic tract

However, most information leaving the retinas passes through

other brain regions before it arrives at the visual cortex. Let’s

trace the pathways visual information takes.

The million axons of the ganglion cells that form each


optic nerve
 come together in the optic chiasma,
 which resem-

bles the Greek letter χ ( chi,
 pronounced kye
 ). The axons in each

Visual

optic nerve are divided into two bundles at the optic chiasma.

association

Half of the fibers from each retina remain on the side of the

cortex

body from which they originated. The axons from the inner

Visual cortex


FIGURE 4.9
 Pathways in the Human Visual System

The diagram shows the way light from the visual field projects


Explore
 the Concept
 Virtual Brain: The Visual System
 on MyPsychLab


onto the two retinas and the routes by which neural messages


optic nerve
 The axons of the ganglion cells that carry information from

from the retina are sent to the two visual centers of each

the eye toward the brain.

hemisphere.
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Lateral Geniculate Necleus

the specific condition known as simultanagnosia
 (Coslett & Lie,

2008). People with this disorder have difficulty experiencing

Where it is

more than one feature of the visual world simultaneously. For

Thalamus

example, K.E. was asked to view color words (e.g., the word red
 )

written in different color inks (e.g., red
 would be printed in blue

ink). When the researchers asked K.E. to name the color word,

he was correct on 47 out of 48 trials. However, when they asked

him to name the color of the ink, K.E. was always wrong. In

fact, he “explicitly stated that he did not see a color” (p. 41).

Note that K.E.’s color vision was perfectly normal. When he was

Eye

asked to identify the color of color patches, he was 100 percent

correct. What K.E., apparently, couldn’t do was to experience

Optic nerve

What it is

two attributes of the same perceptual object (e.g., the meaning

of a word and the color in which it was written) simultaneously

in the same spatial location.


FIGURE 4.10
 Visual Pathways to the Cortex

Sensory information from the visual world ultimately

Visual information collected by the eye passses through

arrives at the brain’s visual cortex. The sensory physiologists

the lateral geniculate nucleus—a structure within the


David Hubel
 and Torsten Wiesel
 won a Nobel Prize in 1981

thalamus—on its way to the cortex. The signals arrive at

for their pioneering studies of receptive fields
 of cells in the

different areas in the cortex that process the “what” and

visual cortex. The receptive field
 of a cell is the area in the

“where” of the visual world.

visual field from which it receives stimulation. As shown in


Figure 4.11
 , Hubel and Wiesel discovered that cells at different

levels of the visual system responded most strongly to differ-

ent patterns of stimulation. For example, one type of cortical

structures within the thalamus. Now that you have that extra

cell, simple
 cells, responded most strongly to bars of light in

appreciation for your thalamus, let’s return to vision.)

their “favorite” orientation (see Figure 4.11). Complex
 cells also

Researchers obtain valuable information about visual

each have a “favorite” orientation, but they require as well that

processing when the exquisite coordination among different

the bar be moving. Hypercomplex
 cells require moving bars

cortical areas breaks down. Brain damage can affect either

of a particular length or moving corners or angles. The cells

the pattern or place pathways—or communication between

the pathways—to yield several different disorders known as


agnosias
 . People who experience an agnosia generally have

difficulty recognizing or identifying objects or people. For


receptive field
 The area of the visual field to which a neuron in the

example, a patient known as K.E. suffered a stroke that produced

visual system responds.

A.

C.

E.

B.

D.

F.


FIGURE 4.11
 Receptive Fields of Ganglion and Cortical Cells

The receptive field of a cell in the visual pathway is the area in the visual field from which it receives stimulation. The receptive fields of the ganglion cells in the retina are circular (A, B); those of the simplest cells in the visual cortex are elongated in a particular orientation (C, D, E, F). In both cases, the cell responding to the receptive field is excited by light in the regions marked with plus signs and inhibited by light in the regions marked with minus signs. In addition, the stimulus that most excites the cell is the one in which areas where light is excitatory (marked with plus signs) are illuminated, but areas where light is inhibitory (marked by minus signs) are in darkness.
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FIGURE 4.12
 Brain Regions That Respond

to Images of Bodies

The extrastriate body area
 (EBA) and the fusiform body area


(FBA) in women’s right hemispheres showed more

activity when they were looking at photographs of

their own bodies versus those of other women.

Source: Vocks, S., Busch, M., Gronemeyer, D., Schulte, D.,

Herpertz, S., & Suchan, B. (2010). Different neuronal responses

to the self and others in the extrastriate body area (EBA) and

the fusiform body area. Cognitive, Affective, and Behavioral



Neuroscience, 10,
 422-429.

provide types of information to higher visual centers in the

Researchers have begun to undertake projects to sort out the

brain that ultimately allow the brain to recognize objects in the

balance of nature and nurture that leads to these brain re-

visual world.

sponses (Cantlon et al., 2011).

The advances in imaging techniques you saw in Chapter 3

You have now learned the basics of how visual informa-

have enabled researchers to discover regions of the cortex that

tion is distributed from the eyes to various parts of the brain.

are specially responsive to even more complex environmental

Researchers still have more to learn: There are roughly 30 an-

images. These studies have identified cortical regions that “pref-

atomical subdivisions of primate visual cortex, and theories

erentially respond to images of faces, animals, tools, places, writ-

vary about the pattern of communication among those areas

ten words and body parts” (Mahon & Caramazza, 2011, p. 97).

(Orban et al., 2004). For now, let’s turn to particular aspects

Let’s consider one study that examined the brain’s responses to

of the visual world. One of the most remarkable features of the

images of bodies.

human visual system is that your experiences of form, color,

position, and depth are based on processing the same sensory


F


information in different ways. How do the transformations


ea



You have two brain regions that are particularly active



t


occur that enable you to see these different features of the vis-


ured



when you view images of human bodies. These brain


ual world?


Stud



regions are known as the
 extrastriate body area (EBA)



and the
 fusiform body area (FBA). A team of researchers



y



wondered whether these areas respond differently when



Seeing Color



people view their own bodies versus the bodies of others


Physical objects seem to have the marvelous property of being


(Vocks et al., 2010). To answer that question, the research-


painted with color. You most often have the impression of


ers recruited 31 women, ages 18 to 50. The stimuli for the


brightly colored objects—red valentines, green fir trees, or blue


experiments were photographs of each woman dressed in


robins’ eggs—but your vivid experience of color relies on the


a bikini, from the neck down (so just the body, and not the


rays of light these objects reflect onto your sensory receptors.


face, was visible). As shown in
 Figure 4.12
 , the EBA and


Color is created when your brain processes the information


FBA in the women’s right hemispheres showed greater


coded in the light source.


activity when the women were viewing photographs of



their own bodies. The researchers suggested that this



Wavelengths and Hues


The light you see is just a small


greater activity may arise, in part, from the women’s dif-


portion of a physical dimension called the electromag-



ferent emotional responses to the photographs of their



netic spectrum
 (see Figure 4.13
 ). Your visual system is not


own bodies.


equipped to detect other types of waves in this spectrum, such

as X-rays, microwaves, and radio waves. The physical property

Given that different brain areas have special responsibilities

that distinguishes types of electromagnetic energy, including

for particular environmental experiences, you might won-

light, is wavelength,
 the distance between the crests of two

der whether these regions have special functions at birth or

adjacent waves. Wavelengths of visible light are measured in

if those functions are the product of a lifetime of experience.


nanometers
 (billionths of a meter). What you see as light is
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FIGURE 4.13
 The Electromagnetic Spectrum

Your visual system can sense only a small range of wavelengths in the electromagnetic spectrum. You experience that range of wavelengths, which is enlarged in the figure, as the colors violet through red.

From Wade, Carole; Tavris, Carol, Psychology
 , 10th Edition, © 2011. Reprinted and electronically reproduced by permission of Pearson Education, Inc., Upper Saddle River, New Jersey.

the range of wavelengths from 400 to about 700 nanometers.

have repeated Sir Isaac Newton’s discovery that sunlight com-

Light rays of particular physical wavelengths give rise to

bines all wavelengths of light: You repeated Newton’s proof

experiences of particular colors—for example, violet–blue at

by using a prism to separate sunlight into the full rainbow of

the lower end and red–orange at the higher end. Thus light

colors. The prism shows that the right combination of wave-

is described physically in terms of wavelengths, not colors;

lengths yields white light. The combination of wavelengths is

colors exist only in your sensory system’s interpretation of the

called additive color mixture
 . Take another look at Figure 4.14.

wavelengths.

Wavelengths of light that appear directly across from each

All experiences of color can be described in terms of three

other on the color circle—called complementary colors
 —will

basic dimensions: hue, saturation, and brightness. Hue
 is the

create the sensation of white light when mixed. Do you want

dimension that captures the color of a light: red, blue, green,

to prove to yourself the existence of complementary colors?

and so on. Hue is largely determined by the wavelength of the

light. As shown in Figure 4.14
 , hues can be arranged in a circle.

The hues people perceive to be most similar are in adjacent

positions. Saturation
 is the dimension that captures the purity

Yellow

of color sensations. Undiluted colors have the most saturation;

Yellow–green

Yellow–orange

muted, muddy, and pastel colors have intermediate amounts

of saturation; and grays have zero saturation. Brightness
 is the

dimension that captures the intensity of a color. White has the

Green

Orange

most brightness; black has the least. When colors are analyzed

along these three dimensions, a remarkable finding emerges:

Humans are capable of visually discriminating about 7 million

Blue–green

Reddish–orange

different colors! However, most people can label only a small

number of those colors.

Let’s explain some facts about your everyday experience

of color. At some point in your science education, you may

Blue

Red

Blue–violet

Reddish–violet


hue
 The dimension of color space that captures the qualitative

Violet

experience of the color of light.


FIGURE 4.14
 The Color Circle


saturation
 The dimension of color space that captures the purity

and vividness of color sensations.

Colors are arranged based on similarity. Complementary colors


brightness
 The dimension of color space that captures the intensity

are placed directly opposite each other. Mixing complementary

of light.

color lights yields a white light.


complementary colors
 Colors opposite each other on the color circle;

Reprinted from Color workbook
 , 3rd Edition by Becky Koenig. Prentice-Hall,

when additively mixed, they create the sensation of white light.

2003–2009. Reprinted by permission of the author.
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FIGURE 4.15
 Color Afterimages

Stare at the dot in the center of the green, black, and

yellow flag for at least 30 seconds. Then fixate on the

center of a sheet of white paper or a blank wall. Try

this aftereffect illusion on your friends.

Consider Figure 4.15
 . The green–yellow–black flag should

of all are those who see no color at all, only variations in

give you the experience of a negative afterimage
 (the afterim-

brightness. Figure 4.16
 provides an example of the figures

age is called “negative” because it is the opposite of the original

researchers use to test for color blindness. Individuals who

color). For reasons that will become clear when we consider

have appropriate deficiencies in their red–green system

theories of color vision, when you stare at any color long

will not see the number. Let’s see next how scientists have

enough to partially fatigue your photoreceptors, looking at a

explained facts about color vision such as complementary

white surface will allow you to experience the complement of

colors and color blindness.

the original color.

You have probably noticed afterimages from time to time


Theories of Color Vision


The first scientific theory of

in your everyday exposure to colors. Most of your experience

color vision was proposed by Sir Thomas Young
 (1773–

with colors, however, does not come from complementary

1829) around 1800. He suggested that there were three types

lights. Instead, you have probably spent your time at play

of color receptors in the normal human eye that produced

with colors by combining crayons or paints of different hues.

The colors you see when you look at a crayon mark, or any

other colored surface, are the wavelengths of light that are

not absorbed by the surface. Although yellow crayon looks

mostly yellow, it lets some wavelengths escape that give rise to

the sensation of green. Similarly, blue crayon lets wavelengths

escape that give rise to the sensations of blue and some green.

When yellow and blue crayon are combined, yellow absorbs

blue and blue absorbs yellow—the only wavelengths that are

not absorbed look green! This phenomenon is called subtrac-



tive color mixture
 . The remaining wavelengths that are not

absorbed—the wavelengths that are reflected—give the crayon

mixture the color you perceive.

Some of these rules about the experience of color do

not apply to those people born with a color deficiency. Color



blindness
 is the partial or total inability to distinguish colors.

The negative afterimage effect of viewing the green, yellow, and

black flag will not work if you are color blind. Color blindness

is usually a sex-linked hereditary defect associated with a gene

on the X chromosome (Neitz & Neitz, 2011). Because males

have a single X chromosome, they are more likely than females

to show this recessive trait. Females would need to have a

defective gene on both X chromosomes to be color blind. An

estimate for color blindness among white males is about 8

percent, but less than 0.5 percent among females (Coren et al.,

1999).

Most color blindness involves difficulty distinguishing


FIGURE 4.16
 A Color Blindness Test

red from green, especially at weak saturations. Color blind-

Individuals who cannot see a number in this display are unable

ness of those who confuse yellows and blues is rarer. Rarest

to discriminate red and green.
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psychologically primary sensations: red, green, and blue. All

ganglion cells make up the blue/yellow opponent system. The

other colors, he believed, were additive or subtractive com-

black/white system contributes to your perception of color

binations of these three primaries. Young’s theory was later re-

saturation and brightness.

fined and extended by Hermann von Helmholtz
 (1821–1894)

We turn now from the world of sight to the world of sound.

and came to be known as the Young-Helmholtz trichromatic



theory.


The trichromatic theory provided a plausible explanation


Stop


for people’s color sensations and for color blindness (according


and
 Review


to the theory, color-blind people had only one or two kinds of

In the visual system, what is meant by accommodation?

receptors). However, other facts and observations were not as

What percentages of rods and cones are found in the

well explained by the theory. Why did adaptation to one color

fovea?

produce color afterimages that had the complementary hue?

Why did color-blind people always fail to distinguish pairs of

What patterns of stimulation cause complex cells

colors: red and green or blue and yellow?

to respond?

Answers to these questions became the cornerstones for

Which theory of color vision explains why you

a second theory of color vision proposed by Ewald Hering


experience a blue afterimage after staring at a patch

(1834–1918) in the late 1800s. According to his opponent-


of yellow?


process theory,
 all color experiences arise from three underly-

ing systems, each of which includes two opponent elements:


CRITICAL THINKING


Recall the study that contrasted

red versus green, blue versus yellow, or black (no color) ver-

women’s brain responses to photographs of their own and

sus white (all colors). Hering theorized that colors produced

other women’s bodies. Why would the researchers have

complementary afterimages because one element of the system

used photographs of the women in bikinis?

became fatigued (from overstimulation) and thus increased the

relative contribution of its opponent element. Acccording to


Study
 and Review
 on MyPsychLab


Hering’s theory, types of color blindness came in pairs because

the color system was actually built from pairs of opposites, not

from single primary colors.

For many years, scientists debated the merits of the the-

ories. Eventually, scientists recognized that the theories were


HEARING


not really in conflict; they simply described two different

stages of processing that corresponded to successive physi-

Hearing and vision play complementary functions in your

ological structures in the visual system (Hurvich & Jameson,

experience of the world. You often hear stimuli before you see

1974). We now know, for example, that there are, indeed,

them, particularly if they take place behind you or on the other

three types of cones. Although the three types each respond

side of opaque objects such as walls. Although vision is better

to a range of wavelengths, they are each most
 sensitive to

than hearing for identifying an object once it is in the field of

light at a particular wavelength. The responses of these cone

view, you often see the object only because you have used your

types confirm Young and Helmholtz’s prediction that color

ears to point your eyes in the right direction. To begin this

vision relies on three types of color receptors. People who

discussion of hearing, we consider the types of physical energy

are color blind lack one or more of these types of receptor

that arrive at your ears.

cones.

We also now know that the retinal ganglion cells com-

bine the outputs of these three cone types in accordance with


The Physics of Sound


Hering’s opponent-process theory (De Valois & Jacobs, 1968).

Clap your hands. Whistle. Tap your pencil on the table. Why

According to the contemporary version of opponent-process

do these actions create sounds? The reason is that they cause

theory the two members of each color pair work in opposition

objects to vibrate. The vibrational energy is transmitted to the

(are opponents) by means of neural inhibition (Conway et al.,

surrounding medium—usually air—as the vibrating objects

2010; Shapley & Hawken, 2011). Some ganglion cells receive

push molecules of the medium back and forth. The resulting

excitatory input from lights that appear red and inhibitory

slight changes in pressure spread outward from the vibrating

input from lights that appear green. Other cells in the system

objects in the form of a combination of sine waves
 traveling

have the opposite arrangement of excitation and inhibition.

at a rate of about 1,100 feet per second (see Figure 4.17
 on

Together, these two types of ganglion cells form the physio-

page 94). Sound cannot be created in a true vacuum (such as

logical basis of the red/green opponent-process system. Other

outer space) because there are no air molecules in a vacuum for

vibrating objects to move.

A sine wave has two basic physical properties that


trichromatic theory
 The theory that there are three types of color

determine how it sounds to you: frequency and amplitude.

receptors that produce the primary color sensations of red, green,


Frequency
 measures the number of cycles the wave com-

and blue.

pletes in a given amount of time. A cycle, as indicated in


opponent-process theory
 The theory that all color experiences arise

Figure 4.17, is the left-to-right distance from the peak in one

from three systems, each of which includes two “opponent”

elements (red versus green, blue versus yellow, and black

wave to the peak in the next wave. Sound frequency is usu-

versus white).

ally expressed in hertz
 (Hz), which measures cycles per second.
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Air: compression

Expansion

below 20 Hz may be experienced through touch as vibrations

rather than as sound.) You can get a sense of how big this range

is by noting that the 88 keys on a piano cover only the range

from about 30 to 4,000 Hz.

As you might expect from the earlier discussion of psy-

chophysics, the relationship between frequency (the physi-

cal reality) and pitch (the psychological effect) is not a linear

one. At the low end of the frequency scale, increasing the

frequency by just a few hertz raises the pitch quite notice-

ably. At the high end of frequency, you require a much big-

ger increase in order to hear the difference in pitch. For

example, the two lowest notes on a piano differ by only

Amplitude

1.6 Hz, whereas the two highest ones differ by 235 Hz. This

is another example of the psychophysics of just noticeable

differences.

One cycle


Loudness


The loudness,
 or physical intensity, of a sound

is determined by its amplitude; sound waves with large

amplitudes are experienced as loud and those with small

Time

amplitudes as soft. The human auditory system is sensitive to

an enormous range of physical intensities. At one limit, you


FIGURE 4.17
 An Idealized Sine Wave

can hear the tick of a wristwatch at 20 feet. This is the system’s

The two basic properties of sine waves are their frequency—

absolute threshold—if it were more sensitive, you would hear

the number of cycles in a fixed unit of time—and their

the blood flowing in your ears. At the other extreme, a jetliner

amplitude—the vertical range of their cycles.

taking off 100 yards away is so loud that the sound is painful.

In terms of physical units of sound pressure, the jet produces

a sound wave with more than a billion times the energy of the


Amplitude
 measures the physical property of strength of the

ticking watch.

sound wave, as shown in its peak-to-valley height. Amplitude is

Because the range of hearing is so great, physical intensi-

defined in units of sound pressure or energy.

ties of sound are usually expressed in ratios rather than abso-

lute amounts; sound pressure—the index of amplitude level

that gives rise to the experience of loudness—is measured


Psychological Dimensions of Sound


in units called decibels (dB). Figure 4.18
 shows the decibel

The physical properties of frequency and amplitude give rise to

measures of some representative natural sounds. It also shows

the three psychological dimensions of sound: pitch, loudness,

the corresponding sound pressures for comparison. You can

and timbre. Let’s see how these phenomena work.

see that two sounds differing by 20 dB have sound pressures

in a ratio of 10 to 1. Note that sounds louder than about 90 dB


Pitch



Pitch
 is the highness or lowness of a sound determined

can produce hearing loss, depending on how long a person is

by the sound’s frequency; high frequencies produce high pitch,

exposed to them.

and low frequencies produce low pitch. The full range of hu-

man sensitivity to pure tones extends from frequencies as low


Timbre


The timbre
 of a sound reflects the components of its

as 20 Hz to frequencies as high as 20,000 Hz. (Frequencies

complex sound wave. Timbre is what sets apart, for example,

the sound of a piano from the sound of a flute. A small number

of physical stimuli, such as a tuning fork, produce pure tones

consisting of a single sine wave. A pure tone
 has only one fre-

quency and one amplitude. Most sounds in the real world are

not pure tones. They are complex waves, containing a combi-

nation of frequencies and amplitudes.

The sounds that you call noise
 do not have the clear sim-

ple structures of frequencies. Noise contains many frequencies

that are not systematically related. For instance, the static noise

you hear between radio stations contains energy at all audible


pitch
 Sound quality of highness or lowness; primarily dependent on the

frequency of the sound wave.


loudness
 A perceptual dimension of sound influenced by the amplitude

of a sound wave; sound waves in large amplitudes are generally

experienced as loud and those with small amplitudes as soft.

What physical properties of sounds allow you to pick out the


timbre
 The dimension of auditory sensation that reflects the complexity

timbres of individual instruments from a musical ensemble?

of a sound wave.
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Decibel level (dB)


variations set the eardrum into motion. The eardrum trans-

180

Rocket launch

mits the vibrations from the outer ear into the middle ear, a

(from 150 ft)

chamber that contains the three smallest bones in the human

body: the hammer,
 the anvil,
 and the stirrup
 . These bones form

160

a mechanical chain that transmits and concentrates the vibra-

tions from the eardrum to the primary organ of hearing, the


2 )
 2000. 140

Jet plane (takeoff from 80 ft)


cochlea,
 which is located in the inner ear
 .


cm


Threshold of pain

In the second transformation, which occurs in the

200.

120

Loud thunder; rock band

cochlea ,
 the airborne sound wave becomes “seaborne.” The


dynes/


Twin-engine airplane


cochlea
 is a fluid-filled coiled tube that has a membrane,


vel (


20. 100

Inside subway train

known as the basilar membrane,
 running down its middle


e le


Hearing loss with prolonged exposure

along its length. When the stirrup vibrates against the oval


essur


2.

80

Inside noisy car

window at the base of the cochlea, the fluid in the cochlea

Inside quiet car

causes the basilar membrane to move in a wavelike motion

(hence “seaborne”). Researchers speculate that the cochlea’s


Sound pr


.2

60

Normal conversation

distinctive spiral shape provides greater sensitivity to low-

Normal office

frequency sounds than would be possible without the spiral

.02

40

Quiet office

(Manoussaki et al., 2008).

Quiet room

In the third transformation, the wavelike motion of the

.002

20

Soft whisper (5 ft)

basilar membrane bends the tiny hair cells connected to the

membrane. The hair cells are the receptor cells for the auditory

.0002

0

Absolute hearing threshold

system. As the hair cells bend, they stimulate nerve endings,

(for 1,000-Hz tone)

transforming the mechanical vibrations of the basilar mem-

brane into neural activity.


FIGURE 4.18
 Decibel Levels of Familiar Sounds

Finally, in the fourth transformation, nerve impulses leave

This figure shows the range in decibels of the sounds to which

the cochlea in a bundle of fibers called the auditory nerve.
 These

you respond from the absolute threshold for hearing to the

fibers meet in the cochlear nucleus
 of the brain stem. Similar

noise of a rocket launch. Decibels are calculated from sound

to the crossing over of nerves in the visual system, stimulation

pressure, which is a measure of a sound wave’s amplitude

from one ear goes to both sides of the brain. Auditory signals

level and generally corresponds to what you experience

pass through a series of other nuclei on their way to the audi-


as loudness.


tory cortex,
 in the temporal lobes of the cerebral hemispheres.

Higher-order processing of these signals begins in the auditory

cortex. (As you will learn shortly, other parts of the ear labeled

frequencies; you perceive it as having no pitch because it has no

in Figure 4.19 play roles in your other senses.)

fundamental frequency.

The four transformations occur in fully functioning au-

ditory systems. However, millions of people suffer from some

form of hearing impairment. The two general types of hearing


The Physiology of Hearing


impairment are each caused by a defect in one or more of the

Now that you know something about the physical bases of your

components of the auditory system. The less serious type of im-

psychological experiences of sound, let’s see how those experi-

pairment is conduction deafness,
 a problem in the conduction

ences arise from physiological activity in the auditory system.

of the air vibrations to the cochlea. Often in this type of impair-

First, we look at the way the ear works. Then we consider some

ment, the bones in the middle ear are not functioning properly,

theories about how pitch experiences are coded in the auditory

a problem that may be corrected in microsurgery by insertion

system and how sounds are localized.

of an artificial anvil or stirrup. The more serious type of im-

pairment is nerve deafness,
 a defect in the neural mechanisms


The Auditory System


You have already learned that

that create nerve impulses in the ear or relay them to the audi-

sensory processes transform forms of external energy into

tory cortex. Damage to the auditory cortex can also create nerve

forms of energy within your brain. For you to hear, as shown

deafness.

in Figure 4.19
 on page 96, four basic energy transformations

must take place: (1) Airborne sound waves must get trans-


Theories of Pitch Perception


To explain how the auditory

lated into fluid
 waves within the cochlea
 of the ear ,
 (2) the fluid

system converts sound waves into sensations of pitch, research-

waves must then stimulate mechanical vibrations of the basilar


ers have outlined two distinct theories: place theory and fre-


membrane,
 (3) these vibrations must be converted into electri-

quency theory.

cal impulses, and (4) the impulses must travel to the auditory



cortex
 . Let’s examine each of these transformations in detail.

In the first transformation, vibrating air molecules en-

ter the ears (see Figure 4.19). Some sound enters the external


cochlea
 The primary organ of hearing; a fluid-filled coiled tube located

in the inner ear.

canal of the ear directly, and some enters after having been

reflected off the external ear,
 or pinna
 . The sound wave travels


basilar membrane
 A membrane in the cochlea that, when set into

motion, stimulates hair cells that produce the neural effects of

along the canal through the outer ear until it reaches the end

auditory stimulation.

of the canal. There it encounters a thin membrane called the


auditory nerve
 The nerve that carries impulses form the cochlea to the

eardrum, or tympanic membrane
 . The sound wave’s pressure

cochlear nucleus of the brain.
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FIGURE 4.19
 Structure of the Human Ear

Sound waves are channeled by the external ear, or pinna, through the external canal, causing the tympanic membrane to vibrate.

This vibration activates the tiny bones of the inner ear—the hammer, anvil, and stirrup. Their mechanical vibrations are passed along from the oval window to the cochlea, where they set in motion the fluid in its canal. Tiny hair cells lining the coiled basilar membrane within the cochlea bend as the fluid moves, stimulating nerve endings attached to them. The mechanical energy is then transformed into neural energy and sent to the brain via the auditory nerve.


Place theory
 was initially proposed by Hermann von

one neuron to distinguish sounds above 1,000 Hz—which, of

Helmholtz in the 1800s and was later modified, elaborated on,

course, your auditory system can do quite well. The limitation

and tested by Georg von Békésy
 (1899–1972), who won a Nobel

might be overcome by the volley principle,
 which explains

Prize for this work in 1961. Place theory is based on the fact that

what might happen at such high frequencies. This principle

the basilar membrane moves when sound waves are conducted

suggests that several neurons in a combined action, or volley,

through the inner ear. Different frequencies produce their most

fire at the frequency that matches a stimulus tone of 2,000 Hz,

movement at particular locations along the basilar membrane.

3,000 Hz, and so on (Wever, 1949).

For high-frequency tones, the wave motion is greatest at the base

As with the trichromatic and opponent-process theories

of the cochlea, where the oval and round windows are located.

of color vision, the place and frequency theories each success-

For low-frequency tones, the greatest wave motion of the basilar

fully account for different aspects of your experience of pitch.

membrane is at the opposite end. So place theory suggests that

perception of pitch depends on the specific location on the basi-

lar membrane at which the greatest stimulation occurs.

The second theory, frequency theory,
 explains pitch by the


place theory
 The theory that different frequency tones produce

rate of vibration of the basilar membrane. This theory predicts

maximum activation at different locations along the basilar

that a sound wave with a frequency of 100 Hz will set the basi-

membrane, with the result that pitch can be coded by the place

lar membrane vibrating 100 times per second. The frequency

at which activation occurs.

theory also predicts that the vibrations of the basilar membrane


frequency theory
 The theory that a tone produces a rate of vibration

will cause neurons to fire at the same rate, so that rate of firing

in the basilar membrane equal to its frequency, with the result that

pitch can be coded by the frequency of the neural response.

is the neural code for pitch. One problem with this theory is


volley principle
 An extension of frequency theory, which proposes

that individual neurons cannot fire rapidly enough to represent

that when peaks in a sound wave come too frequently for a single

high-pitched sounds because none of them can fire more than

neuron to fire at each peak, several neurons fire as a group at the

1,000 times per second. This limitation makes it impossible for

frequency of the stimulus tone.
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mechanisms can operate. Thus a complex sensory task is di-

vided between two systems that, together, offer greater sensory

precision than either system alone could provide. We see next

that you also possess two converging neural systems to help

you localize sounds in the environment.


Sound Localization


Suppose you are walking across cam-

pus and you hear someone call your name. In most cases, you

can readily locate the spatial location of the speaker. This ex-

ample suggests how efficiently your auditory system carries

out the task of sound localization
 —you are able to determine

the spatial origins of auditory events. You do so through two

mechanisms: assessments of the relative timing and relative

intensity of the sounds that arrive at each ear (Recanzone &

Sutter, 2008).

The first mechanism involves neurons that compare the

relative times at which incoming sound reaches each ear. A

sound occurring off to your right side, for example, reaches

your right ear before your left (see point B in Figure 4.20
 ).

Neurons in your auditory system are specialized to fire most

actively for specific time delays between the two ears. Your

brain uses this information about disparities in arrival time

to make precise estimates for the likely origins of a sound

in space.

The second mechanism relies on the principle that a

sound has a slightly greater intensity in the first ear at which

it arrives—because your head itself casts a sound shadow
 that

weakens the signal. These intensity differences depend on the

Sustained exposure to loud noise can lead to hearing loss.

relative size of the wavelength of a tone with respect to your

What can people do to avoid such losses?

head. Large-wavelength, low-frequency tones show virtually

no intensity differences, whereas small-wavelength, high-

frequency tones show measurable intensity differences. Your

brain, once again, has specialized cells that detect intensity dif-

Frequency theory accounts well for coding frequencies below

ferences in the signals arriving at your two ears.

about 5,000 Hz. At higher frequencies, neurons cannot fire

But what happens when a sound creates neither a timing

quickly and precisely enough to code a signal adequately, even

nor an intensity difference? In Figure 4.20, a sound originating

in volley. Place theory accounts well for perception of pitch at

at point A would have this property. With your eyes closed, you

frequencies above 1,000 Hz. Below 1,000 Hz, the entire basilar

cannot tell its exact location. So you must move your head—to

membrane vibrates so broadly that it cannot provide a signal

distinctive enough for the neural receptors to use as a means

of distinguishing pitch. Between 1,000 and 5,000 Hz, both

A

B

Why might bats have evolved the ability to use echolocation to

navigate through their environment?


FIGURE 4.20
 Time Disparity and Sound

Localization

The brain uses differences in the time course with which


sound localization
 The auditory processes that allow the spatial origins

sounds arrive at the two ears to localize the sounds in space.

of environmental sounds.
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reposition your ears—to break the symmetry and provide the


Smell


necessary information for sound localization.

You can probably imagine circumstances in which you’d be

It’s interesting to note that porpoises and bats use

just as happy to give up your sense of smell: Did you ever

their auditory systems rather than their visual systems

have a family dog that lost a battle with a skunk? But to avoid

to locate objects in dark waters or dark caves. These spe-

that skunk experience, you’d also have to give up the smells

cies use echolocation
 —they emit high-pitched sounds that

of fresh roses, hot buttered popcorn, and hot chocolate. Each

bounce off objects, giving them feedback about the objects’

of these substances releases odors into the air in the form of

distances, locations, sizes, textures, and movements. In fact,


odorant molecules
 . The process of olfaction
 —the technical

one species of bat is able to use echolocation to differentiate

term for the sense of smell—begins when those molecules

between objects that are just 0.3 millimeters apart (Simmons

interact with receptor proteins on the membranes of olfac-


et al., 1998).


tory cilia
 (see Figure 4.21
 ). It takes only 8 molecules of a sub-

stance to initiate one of these nerve impulses, but at least 40

nerve endings must be stimulated before you can smell the


Stop
 and
 Review


substance. Once initiated, these nerve impulses convey odor

information to the olfactory bulb,
 located just above the re-

What physical property of a sound produces the

ceptors and just below the frontal lobes of the cerebrum. Odor

perception of pitch?

stimuli start the process of smell by stimulating an influx of

What role do hair cells play in the auditory system?

chemical substances into ion channels in olfactory neurons,

Which theory suggests that the perception of pitch

an event that, as you may recall from Chapter 3, triggers an

depends on the location on the basilar membrane at

action potential.

which the greatest stimulation occurs?

The anatomical location of the olfactory nerves and

What timing difference would you expect if a sound

olfactory bulb leaves them vulnerable to damage. For example,

originated off to your right side?

when people suffer from blows to the head, the axons of the

nerve cells that carry impulses to the olfactory bulb may be


Study
 and Review
 on MyPsychLab


damaged. In one sample of 49 patients who had experienced a

mild traumatic brain injury underwent tests of their olfactory

ability (Fortin et al., 2010). On one smell test, 28 experienced


hyposmia
 (a diminished sense of smell), and 11 experienced


YOUR OTHER SENSES



anosmia
 (a total loss of smell). However, there’s some hope

for recovery: The olfactory system generates new cells in both

This chapter has devoted the most attention to vision and

olfactory receptors and the olfactory bulb. For that reason,

hearing because scientists have studied them most thoroughly.

However, your ability both to survive in and to enjoy the

external environment relies on your full repertory of senses. To


olfaction
 The sense of smell.

close the discussion of sensation, let’s briefly consider several of


olfactory bulb
 The center where odor-sensitive receptors send their

your other senses.

signals, located just below the frontal lobes of the cortex.

Olfactory bulb

Frontal lobe of cerebrum

Olfactory tract

Olfactory bulb

Olfactory (I) nerves

Olfactory

Connective tissue

nerves

Axon

Olfactory

Olfactory receptor cell

epithelium

Dendrite

Olfactory hair (cilium)

Mucus layer

Substance being smelled

A. View of skull

B. Enlarged aspect of olfactory receptors


FIGURE 4.21
 Receptors for Smell

The olfactory receptor cells in your nasal cavities are stimulated by chemicals in the environment. They send information to the olfactory bulb in your brain.
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some patients are able to regain some or all of their ability to

smell as time passes after brain injury (London et al., 2008).

The significance of the sense of smell varies greatly across

species. Smell presumably evolved as a system for detecting and

locating food (Moncrieff, 1951). Humans seem to use the sense

of smell primarily in conjunction with taste, to seek and sample

food. However, for many species smell is also used to detect

potential sources of danger. Dogs, rats, insects, and many other

creatures for whom smell is central to survival have a far keener

sense of smell than humans do. Relatively more of their brain is

devoted to smell. Smell serves these species well because organ-

isms do not have to come into direct contact with other organ-

isms to smell them.

In addition, smell can be a powerful form of active com-

munication. Members of many species communicate by se-

creting and detecting chemical signals called pheromones,


chemical substances used within a given species to signal sexual

receptivity, danger, territorial boundaries, and food sources

(Thomas, 2011; Wolf, 2011). For example, females of various

insect species produce sex pheromones to signal that they are

available for mating (Herbst et al., 2011; Yang et al., 2011). We

revisit the topic of pheromones when we consider both human

and nonhuman sexual behaviors in Chapter 11.


Taste


Although food and wine gourmets are capable of making

remarkably subtle and complex taste distinctions, many of

their sensations are really smells, not tastes. Gustation
 —the

technical term for the sense of taste—and smell work together

Why would a man with a cold be ill-advised to take up

closely when you eat. In fact, when you have a cold, food seems

wine tasting?

tasteless because your nasal passages are blocked and you

can’t smell the food. Demonstrate this principle for yourself:

Hold your nose and try to tell the difference between foods of

be separate transduction systems for each of the basic classes of

similar texture but different tastes, such as pieces of apple and

taste (Carleton et al., 2010).

raw potato. Because the sense of smell has such a broad impact

Taste receptors can be damaged by many things you put in

on how food tastes, people who suffer from olfactory disorders

your mouth, such as alcohol, cigarette smoke, and acids. Fortu-

often experience a loss of appetite.

nately, your taste receptors get replaced about every 10 days—

The surface of your tongue is covered with papillae,


even more frequently than smell receptors (Breslin & Spector,

which give it a bumpy appearance. Many of these papillae

2008). Indeed, the taste system is the most resistant to damage

contain clusters of taste receptor cells called the taste buds
 (see

of all your sensory systems; it is extremely rare for anyone to


Figure 4.22
 on page 100). Single-cell recordings of taste re-

suffer a total, permanent taste loss.

ceptors show that individual receptor cells respond best to one

From all the meals you’ve shared with family and friends,

of the four primary taste qualities: sweet, sour, bitter, and sa-

you are probably aware that people have very different

line (salty) (Frank & Nowlis, 1989). In recent years, research-

taste preferences. For example, some people love spicy food

ers have found receptors for a fifth basic taste quality, umami


whereas others shudder at the thought of a hot pepper. Some

(McCabe & Rolls, 2007). Umami is the flavor of monosodium

preferences are explained by differences in the flavors people

glutamate (MSG), the chemical that is often added to Asian

experience quite early in life. In fact, the foods mothers eat

foods and occurs naturally in foods rich in protein, such as

change the flavor of amniotic fluid, so some food preferences

meat, seafood, and aged cheese. Although receptor cells for the

may be shaped in utero (Beauchamp & Mennella, 2011). How-

five qualities may produce small responses to other tastes, the

ever, people also show remarkable differences in the numbers

“best” response most directly encodes quality. There appear to

of taste buds they possess. Figure 4.23
 on page 100 shows

two tongues: The group of individuals who have considerably

more than an average number of taste buds are called super-



tasters
 (Bartoshuk, 1993). As you can see in the figure, super-

tasters form a sharp contrast, in the extremes of their sensory


Watch
 the Video
 The Basics: In Full Appreciation of the Cookie
 on


MyPsychLab


experiences, to nontasters
 . The variations in the density of

taste buds on different people’s tongues appear to be genetic


pheromone
 Chemical signal released by an organism to communicate

with other members of the species; pheromones often serve as long-

(Bartoshuk & Beauchamp, 1994). Women are much more

distance sexual attractors.

likely than men to be supertasters. Supertasters generally have


gustation
 The sense of taste.

more sensitivity to bitter chemicals—a sensory quality shared
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A. Top view of tongue

B. Enlarged side view of papilla

C. Enlarged view of taste bud

Gustatory cell

Taste bud

Papillae


FIGURE 4.22
 Receptors for Taste

Part A shows the distribution of the papillae on the upper side of the tongue. Part B shows a single papilla enlarged so that the individual taste buds are visible. Part C shows one of the taste buds enlarged.

by most poisons. You can imagine that if women generally

something rubs against the skin, and Merkel disks
 are most ac-

were responsible for nurturing and feeding offspring over the

tive when a small object exerts steady pressure against the skin.

course of evolution, the children of women with greater taste

The skin’s sensitivity to pressure varies tremendously over

sensitivity would be more likely to survive.

the body. For example, you are 10 times more accurate in sens-

ing the position of stimulation on your fingertips than on your

back. The variation in sensitivity of different body regions is


Touch and Skin Senses


shown by the greater density of nerve endings in these regions

and also by the greater amount of sensory cortex devoted to

The skin is a remarkably versatile organ. In addition to

them. In Chapter 3, you learned that your sensitivity is great-

protecting you against surface injury, holding in body fluids,

est where you need it most—on your face, tongue, and hands.

and helping regulate body temperature, it contains nerve

Precise sensory feedback from these parts of the body permits

endings that produce sensations of pressure, warmth, and cold.

effective eating, speaking, and grasping.

These sensations are called the cutaneous senses
 (skin senses).

Suppose someone rubs an ice cube along your arm. You

Consider how you become aware that a stimulus is creat-

now have some ideas about how you would feel the pressure

ing pressure
 on your skin. Because you receive so much sensory

of the ice cube. But how would you sense that the temperature


information through your skin, different types of receptor cells

operate close to the surface of the body (McGlone & Reilly,

2010). Each type of receptor responds to somewhat different

patterns of contact with the skin (Lumpkin & Caterina, 2007).


cutaneous senses
 The skin senses that register sensations of pressure,

As two examples, Meissner corpuscles
 respond best when

warmth, and cold.


FIGURE 4.23
 The Tongues of a Supertaster (A) and a Nontaster (B)

Some taste preferences are explained by considerable differences in the number of tastebuds people possess.
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is cold? You may be surprised to learn that you have separate

receptors for warmth and coolness. Rather than having one

type of receptor that works like a thermometer, your brain

integrates separate signals from cold fibers
 and warm fibers
 to

monitor changes in environmental temperature.

One aspect of cutaneous sensitivity plays a central role in

human relationships: touch. Through touch, you communicate

to others your desire to give or receive comfort, support, love,

and passion (Gallace & Spence, 2010). However, where you get

touched or touch someone else makes a difference; those areas

of the skin surface that give rise to erotic, or sexual, sensations

are called erogenous zones
 . Other touch-sensitive erotic areas

vary in their arousal potential for different individuals, depend-

ing on learned associations and the concentration of sensory

receptors in the areas.

What role does the kinesthetic sense play in the performance

of skilled athletes?


The Vestibular and Kinesthetic Senses


The next pair of senses may be entirely new to you because

they do not have receptors you can see directly, like eyes, ears,

muscles and tendons respond to changes in tension that ac-

or noses. Your vestibular sense
 tells you how your body—

company muscle shortening and lengthening.

especially your head—is oriented in the world with respect

The brain often integrates information from your kines-

to gravity. The receptors for this information are tiny hairs

thetic sense with information from touch senses. Your brain,

in fluid-filled sacs and canals in the inner ear. The hairs bend

for example, can’t grasp the full meaning of the signals coming

when the fluid moves and presses on them, which is what hap-

from each of your fingers if it doesn’t know exactly where your

pens when you turn your head quickly. The saccule
 and utricle


fingers are in relation to one another. Imagine that you pick up

(shown in Figure 4.19 on page 96) tell you about acceleration or

an object with your eyes closed. Your sense of touch may al-

deceleration in a straight line. The three canals, called the semi-


low you to guess that the object is a stone, but your kinesthetic


circular canals,
 are at right angles to each other and thus can

sense will enable you to know how large it is.

tell you about motion in any direction. They inform you how

your head is moving when you turn, nod, or tilt it.

People who lose their vestibular sense because of accidents


Pain


or disease are initially quite disoriented and prone to falls and


Pain
 is the body’s response to stimulation from harmful

dizziness. However, most of these people eventually compen-

stimuli—those that are intense enough to cause tissue damage

sate by relying more heavily on visual information. Motion sick-


or threaten to do so. Are you entirely happy that you have such


ness
 can occur when the signals from the visual system conflict

a well-developed pain sense? Your answer probably should be

with those from the vestibular system. People feel nauseated

“yes and no.” On the “yes” side, your pain sense is critical for

when reading in a moving car because the visual signal is of a

survival. People born with congenital insensitivity to pain feel

stationary object while the vestibular signal is of movement.

no hurt, but their bodies often become scarred and their limbs

Drivers rarely get motion sickness because they are both seeing

and feeling motion.

Whether you are standing erect, drawing pictures, or

making love, your brain needs to have accurate information

about the current positions and movement of your body parts

relative to one another. The kinesthetic sense
 (also called


kinesthesis
 ) provides constant sensory feedback about what the

body is doing during motor activities. Without it, you would be

unable to coordinate most voluntary movements.

You have two sources of kinesthetic information: recep-

tors in the joints and receptors in the muscles and tendons.

Receptors that lie in the joints respond to pressures that accom-

pany different positions of the limbs and to pressure changes

that accompany movements of the joints. Receptors in the


vestibular sense
 The sense that tells how one’s own body is oriented

in the world with respect to gravity.


kinesthetic sense
 The sense concerned with bodily position and

movement of the body parts relative to one another.

Why would riding in the front seat of a roller coaster be less


pain
 The body’s response to noxious stimuli that are intense enough

to cause, or threaten to cause, tissue damage.

likely to make you nauseated than riding in the rear?

Your Other Senses
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deformed from injuries that they could have avoided, had their

brains been able to warn them of danger (Cox et al., 2006).

Their experience shows that pain serves as an essential defense

signal—it warns you of potential harm. On the “no” side, there

are certainly times when you would be happy to be able to turn

off your pain sense. In one survey of 4,090 adults, 26 percent

reported that they suffered from chronic pain—“pain that

occurs constantly or flares up frequently” (Toblin et al., 2011,

p. 1250).

Scientists have begun to identify the specific sets of

receptors that respond to pain-producing stimuli. They have

learned that some receptors respond only to temperature,

others to chemicals, others to mechanical stimuli, and still

others to combinations of pain-producing stimuli. This

network of pain fibers is a fine meshwork that covers your

entire body. Peripheral nerve fibers send pain signals to the

Individuals taking part in religious rituals, such as walking on

central nervous system by two pathways: a fast-conducting set

a bed of hot coals, are able to block out pain. What does that

of nerve fibers that are covered with myelin and slower, smaller

tell you about the relationship between the physiology and

nerve fibers without any myelin coating. Starting at the spinal

psychology of pain?

cord, the impulses are relayed to the thalamus and then to the

cerebral cortex, where the location and intensity of the pain are

identified, the significance of the injury is evaluated, and action

plans are formulated.

of the pain stimulus: What you perceive may be different from,

Within your brain, endorphins
 have an impact on your

and even independent of, what you sense. This discussion of

experience of pain. Recall from Chapter 3 that pain-killing

pain prepares you for the rest of the chapter, which discusses

drugs such as morphine bind to the same receptor sites in

the perceptual processes that allow you to organize and label

the brain—the term endorphin
 comes from endogenous
 (self-

your experiences of the world.

produced) morphines
 . The release of endorphins within the

brain controls your experience of pain. Researchers believe

that endorphins are at least partially responsible for the pain-


Stop


reducing effects of acupuncture and placebos (Han, 2011;


and
 Review


Pollo et al., 2011).

What is an important brain structure involved in the

Your emotional responses, context factors, and your

sense of smell?

interpretation of the situation can be as important as actual

To what basic taste qualities do your taste buds

physical stimuli in determining how much pain you experience

respond?

(Gatchel et al., 2007; Hollins, 2010). How are pain sensations

How does your skin sense temperature?

affected by the psychological context? One theory about the

way pain may be modulated is known as the gate-control


What is the purpose of the vestibular sense?


theory,
 developed by Ronald Melzack
 (1973, 1980). This

What is the goal of gate-control theory?

theory suggests that cells in the spinal cord act as neurological


Study
 and Review
 on MyPsychLab


gates, interrupting and blocking some pain signals and letting

others get through to the brain. Receptors in the skin and

the brain send messages to the spinal cord to open or close

those gates. Suppose, for example, you bump your shin on a

table while running to answer the telephone. As you rub the


ORGANIZATIONAL PROCESSES


skin around the bump, you send inhibitory messages to your

spinal cord—closing the gates. Messages descending from the


IN PERCEPTION


brain also can close the gates. If, for example, the phone call

includes urgent news, your brain might close the gates to pre-

Imagine how confusing the world would be if you were unable

vent you from experiencing the distraction of pain. Melzack

to put together and organize the information available from

(2005) has proposed an updated neuromatrix theory
 of pain

the output of your millions of retinal receptors. You would

that incorporates the reality that people often experience pain

experience a kaleidoscope of disconnected bits of color moving

with little or no physical cause: In these cases, the experience of

and swirling before your eyes. The processes that put sensory

pain originates wholly in the brain.

information together to give you the perception of coherence are

We’ve just seen that the way you perceive pain may reveal

referred to collectively as processes of perceptual organization.

more about your psychological state than about the intensity

The discussion of perceptual organization begins with

a description of the processes of attention
 that prompt you

to focus on a subset of stimuli from your kaleidoscope of

experience. We then consider the organizational processes


Watch
 the Video
 In the Real World: Pain Management
 on MyPsychLab


first described by Gestalt
 theorists, who argued that what you


gate-control theory
 A theory about pain modulation that proposes that

certain cells in the spinal cord act as gates to interrupt and block

perceive depends on laws of organization, or simple rules by

some pain signals while sending others to the brain.

which you perceive shapes and forms.
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Psychology in Your Life



DOES A PAINFUL BREAK-UP REALLY
 HURT?


At some point in their life, almost everyone goes through a

between the hot and warm trials allowed the researchers to

romantic break-up. If you are part of that large group, you might

see which brain regions were particularly active when the

have told friends that the break-up was “painful” and that you

participants were experiencing physical pain.

were “hurt” by the rejection. We’ve seen in this chapter that

The study provided a similar contrast for social pain. The

the brain has characteristic responses to physical pain. But

participants arrived at the laboratory with two photographs:

here’s an interesting question: Does the brain respond in the

One of their ex-partners and another of a friend who was the

same way to intense social pain as intense physical pain?

same sex as their ex-. On some trials, participants viewed

To address this question, a team of researchers recruited

the headshots of their ex-partners while thinking about the

40 participants, all of whom had weathered an unwanted

rejection they had felt during the break-up. On other trials,

break-up of a romantic relationship sometime in the six months

participants viewed the headshots of their friends while

before the study (Kross et al., 2011). The researchers made a

thinking about a recent positive experience they had shared.

distinction between the emotional response to pain and the

Again, the researchers examined differences in brain response

actual physical experience. Physical pain causes emotional

to the painful and nonpainful stimuli.

distress, as does social rejection. Earlier research confirmed

For each trial, the participants used a 5-point scale to rate

that people’s brains show similar patterns of emotional

the intensity of their distress. Lower numbers indicated greater

responses to both physical and social pain (MacDonald & Leary,

distress. The researchers wished to equate the intensity of the

2005). However, the researchers wanted to demonstrate that

physical and social pain. The participants’ ratings suggested

intense social pain also brings about the same brain response

that this goal was met: The average reported intensity of

as the actual sensory experience of pain. To provide this

physical pain was 1.88; the average reported intensity of social

demonstration, the researchers asked participants to experience

pain was 1.72.

both physical and social pain while undergoing fMRI scans.

So what did the fMRI scans show? As you’d expect, the

For physical pain, the participants experienced trials on

physical pain produced activity in sensory areas of the brain

which intense heat was applied to their left forearms. The

that respond when the body is undergoing harmful stimulation.

level of heat was determined separately for each participant

In addition, just as the researchers predicted, the same brain

so that it was near the limit of what he or she could personally

regions were active when participants ruminated on their

tolerate. In other trials, the participants experienced a warm

break-ups! The conclusion here is, if you’ve ever claimed that

stimulus that they had agreed was not painful. The contrast

a break-up “hurt,” you were absolutely telling the truth.


Attentional Processes


in chocolate. You are probably already comfortable with the

idea that you can explicitly choose objects for particular scru-

Take a moment now to find 10 things in your environment

tiny. Stimulus-driven attention
 occurs when features of the

that had not been, so far, in your immediate awareness. Had

stimuli—objects in the environment—themselves automati-

you noticed a spot on the wall? Had you noticed the ticking of a

cally capture your attention, independent of your local goals as

clock? If you start to examine your surroundings very carefully,

a perceiver. You’ve experienced stimulus-driven attention, for

you will discover that there are literally thousands of things

example, if you’ve ever been day-dreaming at a stoplight while

on which you could focus. The processes of attention
 enable

out for a drive. The stoplight’s abrupt change from red to green

you to direct your awareness to a subset of all the information

available to you. Generally, the more closely you attend to some

object or event in the environment, the more you can perceive

and learn about it.

What forces determine the objects that become the focus


attention
 A state of focused awareness on a subset of the available

of your attention? The answer to this question has two compo-

perceptual information.

nents, which are called goal-directed attention and stimulus-


goal-directed attention
 A determinant of why people select some parts

driven attention (Chun et al., 2011). Goal-directed attention


of sensory input for further processing; it reflects the choices made

as a function of one’s own goals.

reflects the choices that you make about the objects to which


stimulus-driven attention
 A determinant of why people select some

you’d like to attend, as a function of your own goals. If, for

parts of sensory input for further processing; occurs when features

example, you are contemplating a case full of pastries, you

of stimuli—objects in the environment—automatically capture

might direct your attention to only those desserts covered

attention, independent of the local goals of a perceiver.
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FIGURE 4.24
 Processes

That Select Attention

Participants viewed displays of

six objects. They attempted to

respond as quickly as possible

whether each display included

a butterfly. The objects were

presented in grayscale so that

participants couldn’t use color

to help them find the butterflies.

When displays included a

human face (Part A) participants’

responses were slower than

when no face was present

(Part B).

will often capture your attention even if you were not particu-


Principles of Perceptual Grouping


larly focused on it.

Consider the image on the left in Figure 4.25
 . If you’re like most

You might wonder what the relationship is between these

people, you’ll see a vase as figure
 against a black ground
 . A figure

two processes: Research suggests that, at least under some

is seen as an objectlike region in the forefront, and ground is seen

circumstances, stimulus-driven attention wins out over goal-

as the backdrop against which the figures stand out. As you can

directed attention.

see on the right of Figure 4.25, it’s possible to change the relation-


F


ship between figure and ground—to see two faces rather than one


ea



The researchers began with the hypothesis that “because



t


vase. One of the first tasks your perceptual processes carry out is


ured



of their biological and social significance,” human faces are


to decide what in a scene counts as figure and what as ground.


Stud



likely to capture attention (Langton et al., 2008, p. 331). To


How do your perceptual processes determine what should


test that hypothesis, the researchers asked participants



y


be gathered together into the figure? The principles of per-


to view the types of displays shown in Parts A and B of


ceptual grouping were studied extensively by proponents of


Figure 4.24
 . The participants’ task, in each case, was to



Gestalt psychology,
 such as Kurt Koffka
 (1935), Wolfgang



answer as quickly as possible whether a butterfly was



Köhler
 (1947), and Max Wertheimer
 (1923). Members of this


present in the display. For both parts of the figure, the


group maintained that psychological phenomena could be


answer is “yes.” (There were, of course, other displays


understood only when viewed as organized, structured wholes



for which the answer was “no”!) Note that in Part A the



the display also includes a human face. The researchers



predicted that participants’ attention would be captured by



such faces. As a consequence, the researchers expected



participants to take longer to find the butterflies than when



no faces were present (as in Part B of the figure). That predic-



tion was confirmed: The presence of the faces made it more



difficult for participants to find the butterflies. To rule out the



possibility that the faces were just more visually interesting,



the researchers replicated the experiment except that they



turned all the stimulus pictures upside down. Under those



circumstances, the faces no longer looked facelike. As such,



they no longer interfered with the participants’ ability to find



the butterflies.


You can recognize this phenomenon as stimulus-driven

attention because it works in the opposite direction of the


FIGURE 4.25
 Figure and Ground

perceiver’s goals. If participants could ignore the faces, they

An initial step in perceptual grouping is for your perceptual

would perform the task better. Because participants almost

processes to interpret part of a scene as a figure standing out

always prefer to perform as well as possible on experimental

against a ground.

tasks, we can conclude that the faces captured their attention

despite their goal-directed desire to attend to the butterflies as

efficiently as possible.


Gestalt psychology
 A school of psychology that maintains that

Let’s suppose that you have focused your attention on

psychological phenomena can be understood only when viewed as

some stimulus in the environment. It’s time for your processes

organized, structured wholes, not when broken down into primitive

of perceptual organization to go to work.

perceptual elements.
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and not when broken down into primitive perceptual elements.


Spatial and Temporal Integration


The term gestalt
 roughly means “form,” “whole,” “configura-

All the gestalt laws you have seen so far should have convinced

tion,” or “essence.” In their experiments, the Gestalt psycholo-

you that a lot of perception consists of putting the pieces of your

gists studied how perceptual arrays give rise to gestalts: They

world together in the “right way.” Often, however, you can’t

demonstrated that the whole is often quite different from the

perceive an entire scene in one glance, or fixation
 (recall the dis-

sum of its parts. By varying a single factor and observing how

cussion of attention). What you perceive at a given time is often

it affected the way people perceived the structure of the array,

a restricted glimpse of a large visual world extending in all direc-

they were able to formulate a set of laws:

tions to unseen areas of the environment. To get a complete idea


1.
 The law of proximity.
 People group together the nearest

of what is around you, you must combine information from

(most proximal) elements. That’s why you see this display

fixations of different spatial locations— spatial integration
 —at

as five columns of objects instead of four rows.

different moments in time— temporal integration
 .

What may surprise you is that your visual system does not

work very hard to create a moment-by-moment, integrated

picture of the environment. Research suggests that your visual

memory for each fixation on the world does not preserve

precise details.


F



Consider the two photos in
 Figure 4.26
 on page 106: They
 eat



2.
 The law of similarity.
 People group together the most


ured



show the same scene but one in close-up and the other


similar elements. That’s why you see a square of Os
 against


in wide-angle. Suppose you viewed just one of these two
 Stud


a field of Xs
 rather than columns of mixed Xs
 and Os
 .


photos and, after a brief delay, you had to say which one
 y



it had been. You might think you’d do quite well at this


X

X

X

X

X


memory test. However, researchers have demonstrated that


X

O

O

O

X


participants make systematic errors after a delay of less than



1/20th of a second (Dickinson & Intraub, 2008). In a series


X

O

O

O

X


of studies, participants viewed three photographs—either


X

O

O

O

X


close-up or wide-angle—in quick succession. Then, after



brief delays, the participants saw either a close-up or wide-


X

X

X

X

X


angle version of one of the three photos. The participants



had to respond whether the view was the one they had seen



3.
 The law of good continuation.
 People experience lines as


before on a 5-point scale that ranged from –2 (“much closer


continuous even when they are interrupted. That’s why


up”) to 0 (“the same”) to


you interpret this display as an arrow piercing the heart


2 (“much farther away”). Partici-



pants made a very consistent error in their judgments: They


rather than as a design with three separate pieces.


rated identical views as being too close up. The research-



ers called this error boundary extension because participants



regularly believed that the original photos included informa-



tion beyond the boundaries of the original photo.


Why might boundary extension happen and happen so quickly?

Consider what it’s like to look out a window. You don’t believe


4.
 The law of closure.
 People tend to fill in small gaps to

that the world stops at the window’s edges. Instead, you use

experience objects as wholes. That’s why you fill in the

your world knowledge to extend the view beyond what you can

missing piece to perceive a whole circle.

see. In many respects, looking at a photograph is the same as

looking out a window. Because you complete the scene around

the edges of the photo, you are quite likely to recall that the

photo included more than was actually present. This expla-


O


nation of boundary extension should suggest to you why this

“error” makes sense: It’s not a bad thing for you to complete

the larger scene from the sample of a single glimpse.


5.
 The law of common fate.
 People tend to group together

Researchers have identified a number of instances in

objects that appear to be moving in the same direction.

which people have difficulty noticing changes from one view

That’s why you experience this figure as alternating rows

of a scene to the next (Simons & Ambinder, 2005). Some in-

moving apart.

stances of what is often called change blindness
 can be quite

dramatic. For example, in one study, participants failed to

notice that the person with whom they were having a conversa-

tion had changed (Simons & Levin, 1998)! The study unfolded

somewhat like a magic trick—the two experimenters changed

places as a door passed through the middle of the conversation.

In fact, stage magicians have long taken advantage of change
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FIGURE 4.26
 Boundary Extension

When people view photographs they are quite likely to use memory processes to extend the boundaries of the scene. For that reason, they often recall seeing a wide-angle view when, in fact, they originally experienced a close-up.

blindness to accomplish a variety of their tricks. (For examples

dimensions is absolutely vital for you to approach what you

of the perceptual basis of several famous illusions, see Macknik

want, such as interesting people and good food, and avoid what

et al., 2008.) How is it possible for people to be blind to such

is dangerous, such as speeding cars and falling pianos. This

large changes in their visual world? Recall the earlier discus-

perception requires accurate information about depth
 (the dis-

sion of attention. To notice a change, it is important that you

tance from you to an object) as well as about its direction
 from

have attended to both the original and changed features of the

you. Your ears can help in determining direction, but they are

world. Even then, you often need to expend mental resources

not much help in determining depth. Your interpretation of

to try to detect a change.


Motion Perception


One type of perception that does require you to make compari-

sons across different glimpses of the world is motion perception.

Suppose you see a friend across a classroom. If he stands still, the

size of his image on your retina will expand as you walk toward

him. The rate at which this image has expanded gives you a sense

of how quickly you have been approaching (Gibson, 1979).

You can appreciate the consequences of how your

perceptual processes combine those glimpses of the world

when you experience the phi phenomenon.
 This phenomenon

occurs when two stationary spots of light in different positions

in the visual field are turned on and off alternately at a rate of

about four to five times per second. This effect occurs on out-

door advertising signs and in strobe light displays. Even at this

relatively slow rate of alternation, it appears that a single light is

moving back and forth between the two spots.

Motion perception also helps you piece together the

elements of the visual world. Imagine that you are viewing a

rabbit bounding through tall grass. You probably cannot see the

whole of the rabbit at any one time. However, your brain finds

the common motion among the different pieces to conclude

What makes you aware that the “protagonist” in this photo

that they all belong to one coherent object (Schwarzkopf et al.,

is moving—and in what direction is the motion?

2011).


Depth Perception



Watch
 the Video
 What’s In It For Me?: Perceptual Magic in Art and



Movies
 on MyPsychLab


Until now, we have considered only two-dimensional pat-


phi phenomenon
 The simplest form of apparent motion, the movement

terns on flat surfaces. Everyday perceiving, however, involves

illusion in which one or more stationary lights going on and off in

objects in three-dimensional space. Perceiving all three spatial

succession are perceived as a single moving light.
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FIGURE 4.27
 Retinal Disparity

Daffodil

Retinal disparity increases with the

distance in depth between two objects.

Daffodil

Tulip

Tulip

Left-eye

Right-eye

Left-eye

Right-eye

Observer

view

view

Observer

view

view

depth relies on many different information sources about dis-

unitary perception of a single object in depth. In effect, the

tance (often called depth cues
 )—among them binocular cues,

visual system interprets horizontal displacement between the

motion cues, and pictorial cues.

two images as depth in the three-dimensional world.

Other binocular information about depth comes from


Binocular and Motion Cues


Have you ever wondered


convergence.
 Your eyes turn inward to some extent whenever

why you have two eyes instead of just one? The second eye

they are fixated on an object (see Figure 4.28
 ). When the object

is more than just a spare. Your two eyes together provide you

with compelling information about depth. Cues to depth that

involve comparisons of the visual information that arrives

at your two eyes are called binocular depth cues.
 The two

sources of binocular depth information are retinal disparity


and convergence
 .

Because the eyes are about 2 to 3 inches apart horizontally,

they receive slightly different views of the world. To convince

yourself of this, try the following experiment. First, close your

left eye and use the right one to line up your two index fingers

with some small object in the distance, holding one finger at

arm’s length and the other about a foot in front of your face.

Now, keeping your fingers stationary, close your right eye and

open the left one while continuing to fixate on the distant ob-

ject. What happened to the position of your two fingers? The

second eye does not see them lined up with the distant object

because it gets a slightly different view.

This displacement between the horizontal positions of cor-

responding images in your two eyes is called retinal disparity.



FIGURE 4.28
 Convergence Cues to Depth

It provides depth information because the amount of disparity,

or difference, depends on the relative distance of objects from

When an object is close to you, your eyes must converge more

you (see Figure 4.27
 ). For instance, when you switched eyes,

than when an object is at a greater distance. Your brain uses

the closer finger was displaced farther to the side than was the

information from your eye muscles to use convergence as a

distant finger.

cue to depth.

When you look at the world with both eyes open, most

From Ciccarelli, Saundra K; White, J. Noland, Psychology
 , 3rd Edition,

© 2012. Reprinted and electronically reproduced by permission of

objects that you see stimulate different positions on your two

Pearson Education, Inc., Upper Saddle River, New Jersey.

retinas. If the disparity between corresponding images in the

two retinas is small enough, the visual system is able to fuse

them into a perception of a single object in depth. (However,

if the images are too far apart, you actually see the double im-


binocular depth cue
 Depth cue that uses information from both eyes.

ages, as when you cross your eyes.) When you stop to think


retinal disparity
 The displacement between the horizontal positions of

about it, what your visual system does is pretty amazing: It

corresponding images in the two eyes.

takes two different retinal images, compares them for hori-


convergence
 The degree to which the eyes turn inward to fixate on

zontal displacement of corresponding parts, and produces a

an object.
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is very close—a few inches in front of your face—the eyes must

turn toward each other quite a bit for the same image to fall on

both foveae. You can actually see the eyes converge if you watch

a friend focus first on a distant object and then on one a foot or

so away. Your brain uses information from your eye muscles to

make judgments about depth. However, convergence informa-

tion from the eye muscles is useful for depth perception only

up to about 10 feet. At greater distances, the angular differences

are too small to detect because the eyes are nearly parallel when

you fixate on a distant object.

To see how motion
 is another source for depth infor-

mation, try the following demonstration. As you did before,

close one eye and line up your two index fingers with some

distant object. Then move your head to the side while fix-

ating on the distant object and keeping your fingers still.

As you move your head, you see both your fingers move,

but the close finger seems to move farther and faster than

the more distant one. The fixated object does not move at

all. This source of information about depth is called motion



parallax.
 Motion parallax provides information about depth

because, as you move, the relative distances of objects in the

world determine the amount and direction of their relative

motion in your retinal image of the scene. Next time you

sit in the passenger seat of a car, keep a watch out the win-

dow for motion parallax at work. Objects at a distance from

the moving car will appear much more stationary than those

closer to you.


Monocular Cues


But suppose you had vision in only one

eye. Would you not be able to perceive depth? In fact, further

information about depth is available from just one eye. These

sources are called monocular depth cues
 because they require

information just from one or the other eye. Artists who cre-


FIGURE 4.29
 Interposition Cues to Depth

ate images in what appear to be three dimensions (on the two

What visual cues tell you whether this woman is behind

dimensions of a piece of paper or canvas) make skilled use of

the bars?

monocular depth cues.


Interposition,
 or occlusion,
 arises when an opaque object

blocks out part of a second object (see Figure 4.29
 ). Interposi-

tion gives you depth information indicating that the occluded

separated along their lengths by the same distance) recede

object is farther away than the occluding one. Occluding sur-

into the distance, they converge toward a point on the horizon

faces also block out light, creating shadows that can be used as

in your retinal image (see Figure 4.31
 ). Your visual system’s

an additional source of depth information.

interpretation of converging lines gives rise to the Ponzo

Three more sources of pictorial information are all re-

illusion. The upper line looks longer because you interpret

lated to the way light projects from a three-dimensional world

onto a two-dimensional surface such as the retina: relative

size, linear perspective, and texture gradients. Relative size


involves a basic rule of light projection: Objects of the same

size at different distances project images of different sizes on

the retina. The closest one projects the largest image and the

farthest one the smallest image. This rule is called the size/



distance relation
 . As you can see in Figure 4.30
 , if you look at

an array with identical objects, you interpret the smaller ones

to be farther away.


Linear perspective
 is a depth cue that also depends on

the size/distance relation. When parallel lines (by definition


motion parallax
 A source of information about depth in which the


FIGURE 4.30
 Relative Size as a Depth Cue

relative distances of objects from a viewer determine the amount

and direction of their relative motion in the retinal image.

Objects that are closer project larger images on the retina. As a


monocular depth cue
 Depth cue that uses information from only

consequence, when you look at an array with identical objects,

one eye.

you interpret the smaller ones to be at a greater distance.
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relative size automatically, without your conscious awareness,

to make the complex computations that give you a perception

of depth in the three-dimensional environment.


Perceptual Constancies


To help you discover another important property of visual per-

ception, I’d like you to play a bit with your textbook. Put your

book down on a table, then move your head closer to it so

that it’s just a few inches away. Then move your head back

to a normal reading distance. Although the book stimulated a

much larger part of your retina when it was up close than when

it was far away, didn’t you perceive the book’s size to remain

the same? Now set the book upright and try tilting your head

clockwise. When you do this, the image of the book rotates

counterclockwise on your retina, but didn’t you still perceive

the book to be upright?

In general, you see the world as invariant, constant,
 and


stable
 despite changes in the stimulation of your sensory re-

ceptors. Psychologists refer to this phenomenon as perceptual



constancy.
 Roughly speaking, it means that you perceive the

properties of the distal stimuli, which are usually constant,

rather than the properties of proximal stimuli, which change

every time you move your eyes or head. For survival, it is criti-

cal that you perceive constant and stable properties of objects

in the world despite the enormous variations in the proper-

ties of the light patterns that stimulate your eyes. The critical

task of perception is to discover invariant
 properties of your

environment despite the variations in your retinal impres-

sions of them. We see next how this works for size, shape, and

orientation.


Size and Shape Constancy


What determines your percep-

tion of the size of an object? In part, you perceive an object’s


FIGURE 4.31
 The Ponzo Illusion

actual size on the basis of the size of its retinal image. However,

The converging lines add a dimension of depth, and therefore

the demonstration with your book shows that the size of the

the distance cue makes the top line appear larger than the

bottom line, even though they are actually the same length.

the converging sides according to linear perspective as parallel

lines receding into the distance. In this context, you interpret

the upper line as though it were farther away, so you see it as

longer—a farther object would have to be longer than a nearer

one for both to produce retinal images of the same size.

Texture gradients provide depth cues because the den-

sity of a texture becomes greater as a surface recedes in depth.

The wheat field in Figure 4.32
 is an example of the way tex-

ture is used as a depth cue. You can think of this as another

consequence of the size/distance relation. In this case, the

units that make up the texture become smaller as they recede

into the distance, and your visual system interprets this

diminishing grain as greater distance in three-dimensional

space.

By now, it should be clear that there are many sources


FIGURE 4.32
 Examples of Texture as a Depth Cue

of depth information. Under normal viewing conditions, how-

The wheat field is a natural example of the way texture can be

ever, information from these sources comes together in a single,

used as a depth cue. Notice the way the wheat slants.

coherent three-dimensional interpretation of the environment.

You experience depth, not the different cues to depth that ex-

isted in the proximal stimulus. In other words, your visual sys-


perceptual constancy
 The ability to retain an unchanging percept of an

tem uses cues such as differential motion, interposition, and

object despite variations in the retinal image.
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FIGURE 4.33
 The Ames Room

The Ames room is designed to be viewed through a peephole with one eye—that is the vantage point from which these photographs were taken. The Ames room is constructed from nonrectangular surfaces at odd angles in depth and height. However, with only the view from the peephole, your visual system interprets it as an ordinary room and makes some unusual guesses about the relative heights of the occupants.

retinal image depends on both the actual size of the book and

photographs in Figure 4.33. If you could move around while

its distance from the eye. As you now know, information about

viewing the room, your visual system would acquire informa-

distance is available from a variety of depth cues. Your visual

tion about the unusual structure of the room.)

system combines that information with retinal information

Another way that the perceptual system can infer objective

about image size to yield a perception of an object size that usu-

size is by using prior knowledge about the characteristic size of

ally corresponds to the actual size of the distal stimulus. Size


similarly shaped objects. For instance, once you recognize the


constancy
 refers to your ability to perceive the true size of an

shape of a house, a tree, or a dog, you have a good idea of how

object despite variations in the size of its retinal image.

big each is, even without knowing its distance from you. When

If the size of an object is perceived by taking distance cues

past experience does not give you knowledge of what familiar

into account, then you should be fooled about size whenever

objects look like at extreme distances, size constancy may break

you are fooled about distance. One such illusion occurs in the

down. You have experienced this problem if you have looked

Ames room shown in Figure 4.33
 . In comparison to the child,

down at people from the top of a skyscraper and thought that

the adult looks quite short in the left corner of this room, but

they resembled ants.

he looks enormous in the right corner. The reason for this illu-


Shape constancy
 is closely related to size constancy.

sion is that you perceive the room to be rectangular, with the

You perceive an object’s actual shape correctly even when the

two back corners equally distant from you. Thus you perceive

object is slanted away from you, making the shape of the

the child’s actual size as being consistent with the size of the

retinal image substantially different from that of the object

images on your retina in both cases. In fact, the child is not

itself. For instance, a rectangle tipped away projects a trap-

at the same distance because the Ames room creates a clever

ezoidal image onto your retina; a circle tipped away from you

illusion. While it appears to be a rectangular room, it is actu-

projects an elliptical image (see Figure 4.34
 ). Yet you usu-

ally made from nonrectangular surfaces at odd angles in depth

ally perceive the shapes accurately as a circle and a rectangle

and height, as you can see in the drawings that accompany the

slanted away in space. When there is good depth information

photos. Any person on the right will make a larger retinal im-

available, your visual system can determine an object’s true

age, because he or she is twice as close to the observer. (By

shape simply by taking into account your distance from its

the way, to get the illusion you must view the display with a

different parts.

single eye through a peephole—that’s the vantage point of the


Lightness Constancy


Consider the photograph in


Figure 4.35
 . When you look at the brick wall in this picture,

you don’t perceive some of the bricks to be light red and some


size constancy
 The ability to perceive the true size of an object despite

of them to be dark red—instead, you perceive this as a wall

variations in the size of its retinal image.

in which all the bricks are equally light or dark but some of


shape constancy
 The ability to perceive the true shape of an object

them are in shadow (Kingdom, 2011). This is an example of

despite variations in the shape of the retinal image.

lightness constancy: Lightness constancy
 is your tendency


lightness constancy
 The tendency to perceive the whiteness, grayness,

or blackness of objects as constant across changing levels of

to perceive the whiteness, grayness, or blackness of objects as

illumination.

constant across changing levels of illumination.
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FIGURE 4.34
 Shape Constancy

As a coin is rotated, its image becomes an ellipse that grows narrower and narrower until it becomes a thin rectangle, an ellipse again, and then a circle. At each orientation, however, it is still perceived as a circular coin.

As with the other constancies, you experience lightness

let’s consider the identification and recognition processes that

constancy quite frequently in everyday life. Suppose, for exam-

give meaning to objects and events in the environment.

ple, you are wearing a white T-shirt and walk from a dimly lit

room outside into a bright sunny day. In bright sunshine, the

T-shirt reflects far more light into your eyes than it does in the


Illusions


dim room, yet it looks about equally light to you in both con-

You have just reviewed a number of processes that your

texts. In fact, lightness constancy works because the percentage


perceptual system uses to provide you with accurate

of light an object reflects remains about the same even as the

perception of the world. Even so, occasions remain on which


absolute
 amount of light changes. Your bright white T-shirt is

your perceptual systems deceive you: When you experience a

going to reflect 80 to 90 percent of whatever light is available;

stimulus pattern in a manner that is demonstrably incorrect,

your black jeans are going to reflect only about 5 percent of

you are experiencing an illusion.
 The word illusion
 shares the

the available light. That’s why—when you see them in the same

same root as ludicrous
 —both stem from the Latin illudere,


context—the T-shirt will always look lighter than the jeans.

which means “to mock at.” Illusions are shared by most people

In this section, you have encountered a number of organiza-

in the same perceptual situation because of shared physiology

tional processes in perception. In the final section of the chapter,

in sensory systems and overlapping experiences of the world.

(As you will learn in Chapter 5, this sets illusions apart from

hallucinations. Hallucinations are nonshared perceptual

distortions that individuals experience as a result of unusual

physical or mental states.) Examine the classic visual illusions

in Figure 4.36
 on page 112. Although it is most convenient to

present you with visual illusions, illusions also exist in other

sensory modalities such as hearing (Deutsch et al., 2011; Zheng

et al., 2011), taste (Todrank & Bartoshuk, 1991), and touch

(Tsakiris et al., 2010).

Researchers often invent new illusions or reconceive old

ones to investigate important features of perceptual processes.

Consider the first example in Figure 4.36, the Müller-Lyer

illusion, which was first given as an illustrating by Franz

Müller-Lyer in an 1889 work on optical illusions. Figure 4.36

shows a prominent explanation for this illusion. Richard



Gregory
 (1966) suggested that people experience the stand-

ard arrow as the exterior corner of a building bulging toward

them; people experience the open arrow as an interior corner,

farther away. Because of the relationship between size and dis-

tance, people experience the arrow that looks like an interior

corner as farther away. On this explanation, the Müller-Lyer

illusion provides an example of ordinary processes of depth

perception leading to an incorrect percept. However, the mat-

ter is far from settled. Contemporary researchers continue

to provide evidence that sometimes supports and sometimes

contradicts this explanation (Howe & Purves, 2005; Weidner

& Fink, 2007)! Fortunately, ongoing investigations of the classic


FIGURE 4.35
 Lightness Constancy


illusion
 An experience of a stimulus pattern in a manner that is

Lightness constancy helps explain why you perceive all the

demonstrably incorrect but shared by others in the same perceptual

bricks in the wall to be made of the same material.

environment.
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Which vertical line is longer?

Müller-Lyer illusion

Is the diagonal line broken?

Are the vertical lines parallel?

Which is larger: the brim

or the top of the hat?

Poggendorf illusion

Zöllner illusion

Top hat illusion


FIGURE 4.36
 Four Illusions to Tease Your Brain

Each of these illusions represents circumstances in which perception is demonstrably incorrect. Researchers often use illusions to test their theories. These theories explain why perceptual systems that generally function quite accurately yield illusions in special circumstances.

illusions in Figure 4.36 continue to provide researchers with

perception in order to design space capsules that have pleas-

novel insights into perceptual processes.

ant sensory qualities. Set and lighting directors of movies and

Illusions are also a basic part of your everyday life. Con-

theatrical productions purposely create illusions on film and

sider your day-to-day experience of your home planet, Earth.

on stage.

You’ve seen the sun “rise” and “set” even though you know

Despite all of these illusions, you generally do pretty well

that the sun is sitting out there in the center of the solar system

getting around the environment. That is why researchers typi-

as decisively as ever. You can appreciate why it was such an

cally study illusions to help explain how perception ordinarily

extraordinary feat of courage for Christopher Columbus and

works so well. The study of illusions supplements other strands

other voyagers to deny the obvious illusion that Earth was flat

of research on organizational processes in perception.

and sail off toward one of its apparent edges. Similarly, when a

full moon is overhead, it seems to follow you wherever you go


Stop
 and
 Review


even though you know the moon isn’t chasing you. What you

are experiencing is an illusion created by the great distance of

What is meant by stimulus-driven attention?

the moon from your eye. When they reach Earth, the moon’s

What is the law of closure?

light rays are essentially parallel and perpendicular to your

What visual information allows you to understand that

direction of travel, no matter where you go.

a man is walking toward you?

People can control illusions to achieve desired effects.

How does convergence provide cues to depth?

Architects and interior designers use principles of perception

to create objects in space that seem larger or smaller than they

What is shape constancy?

really are. A small apartment becomes more spacious when it is


CRITICAL THINKING


In the experiment on boundary

painted with light colors and sparsely furnished with low small

extension, do you think the results would change if

couches, chairs, and tables in the center of the room instead of

participants were warned about the error?

against the walls. Psychologists working with NASA in the U.S.

space program have researched the effects of environment on


Study
 and Review
 on MyPsychLab
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Critical Thinking in Your Life



ARE DRIVERS DISTRACTED WHEN THEY USE THEIR CELL PHONES?


Depending on where you live, it might already be illegal for you

hypothesis, look up from your textbook at the room around

to use some types of cell phones while you drive. You probably

you. As you gaze in a particular direction, you can see many

also have strong opinions about whether such restrictions are

objects but to acquire detailed information you must focus your

necessary. Researchers have provided data to inform public

attention directly on an object.

policy debates on this issue. Much of that research has focused

In the driving experiment, the researchers obtained

on drivers’ ability to focus their attention both on their phone

measures of participants’ eye movements allowing for precise

calls and on the driving environment (Strayer et al., 2011).

determination of where they looked. In fact, participants were

Consider a study in which participants drove through a

equally likely to look at each billboard with and without the

suburban environment in a high-fidelity driving simulator (Strayer

simultaneous conversation—and they even looked for the

et al., 2003). The simulation required participants to display

same amount of time. What seemed to impair participants’

the full range of ordinary driving skills (including accelerating,

memory was that they looked at the billboards without actually

maintaining speed, and braking). Each participant had two

focusing attention on them. Researchers have conducted

different driving experiences. Half the time, participants

similar experiments with participants driving real cars out

performed only the single task of navigating the route. At the

on the road (Harbluk et al., 2007). This work has generated

other times, participants engaged in a second task: As they

the same strong conclusion that cell phone conversations

drove along, they had hands-free cell phone calls about a variety

divert drivers’ attention from the environment. In addition,

of ordinary topics. At all times, participants drove routes that

this research documented the behavioral consequences of

included several billboards. At the end of the experiment, they

diversions of attention: The most distracted drivers also had

were given a surprise memory test. Participants recognized

to engage in the most “hard braking.”

6.9 (out of 15) billboards from times when they were just

Do these studies convince you that people should be

driving; they recognized just 3.9 billboards from times when

disallowed from using even hands-free cell phones while

they were also having a cell phone conversation.

driving? What other data would you want to see?

Let’s try to establish the role that attention plays in

t Why might the researchers have chosen research designs

this result. There are two reasonable explanations for why

in which every participant carried out both the single and

participants’ memory would be less good when they were

dual tasks?

having their conversations: They might never have looked at

the billboards at all or they might have looked
 at the billboards

t How do ethical considerations constrain the types of studies

but not have attended
 to them. To understand this latter

researchers can carry out on this issue?

environment and sending it toward the brain for extraction and


IDENTIFICATION AND


analysis of relevant information is called bottom-up process-

ing. Bottom-up processing
 is anchored in empirical reality and


RECOGNITION PROCESSES


deals with bits of information and the transformation of con-

crete, physical features of stimuli into abstract representations

You can think of all the perceptual processes described so

(look back to Figure 4.2 on page 82). This type of processing is

far as providing knowledge about physical properties of the

also called data-driven processing
 because your starting point

distal stimulus—the position, size, shape, texture, and color

for identification is the sensory evidence you obtain from the

of objects in a three-dimensional environment. However, you

environment—the data.

would not know what the objects were or whether you had

In many cases, however, you can use information you

seen them before. Your experience would resemble a visit to

already have about the environment to help you make a per-

an alien planet where everything was new to you; you wouldn’t

ceptual identification. If you visit a zoo, for example, you

know what to eat, what to put on your head, what to run away

might be better prepared to recognize some types of animals

from, or what to date. Your environment appears nonalien

than you otherwise would be. You are more likely to hy-

because you are able to recognize and identify most objects as

pothesize that you are seeing a tiger there than you would

things you have seen before and as members of the meaningful

be in your own backyard. When your expectations affect

categories that you know about from experience. Identification

perception, the phenomenon is called top-down processing.

and recognition attach meaning to what you perceive.


Bottom-Up and Top-Down Processes



bottom-up processing
 Perceptual analyses based on the sensory data

When you identify an object, you must match what you see

available in the environment; results of analysis are passed upward

to your stored knowledge. Taking sensory data in from the

toward more abstract representations.

Identification and Recognition Processes
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A


FIGURE 4.37
 Phonemic Restoration

(A) Listeners are challenged to say whether

The soldier’s thoughts of the dangerous

noise has been added on top of a syllable or

bat tle

(Noise added to signal; subject hears both “tle” and noise)

used to replace a syllable. Because of phonemic

or

restoration, they often can’t tell. They “hear”

bat

(Noise replaces signal; subject hears only noise)

the missing information even when the sound

is replaced by noise. (B) In this example, noise

made him very nervous.

obscured the /d/ when your friend said “dog.”

Based only on the environmental input, your

perceptual system can come up with several

B

Context

hypotheses: dog, log, fog, and so on. However,

top-down information from the context—“I have

to go home and walk my . . .”—supports the

hypothesis that your friend said “dog.”

Words

DOG

LOG

FOG

Reprinted with permission from Irwin Rock, The Logic of



Perception,
 Cambridge, MA: The MIT Press. Copyright

© 1983.

Sounds

L

D

F

A

O

I

G

T

B

Environmental input


Top-down processing
 involves your past experiences,

restoration. Suppose part of what your friend says at a noisy

knowledge, motivations, and cultural background in per-

party is obscured so the signal that arrives at your ears is

ceiving the world. With top-down processing, higher men-

“I have to go home to walk my (noise)og.” If noise covers

tal functioning influences how you understand objects and

the /d/, you are likely to think that you actually heard the

events. Top-down processing is also known as conceptually

full word dog
 . But why? In Figure 4.37, you see two of the

driven (or hypothesis-driven) processing because the con-

types of information relevant to speech perception. We have

cepts you have stored in memory affect interpretation of the

the individual sounds that make up words and the words

sensory data.

themselves. When the sounds /o/ and /g/ arrive in this sys-

For a more detailed example of top-down versus bottom-

tem, they provide information—in a bottom-up fashion—to

up processing, we turn to the domain of speech perception.

the word level (the figure gives only a subset of the words in

You have undoubtedly had the experience of trying to carry

English that end with /og/). This provides you with a range

on a conversation at a very loud party. Under those circum-

of candidates for what your friend might have said. Now

stances, it’s probably true that not all of the physical signal

top-down processes go to work—the context helps you select

you are producing arrives unambiguously at your acquaint-


dog
 as the most likely word to appear in this utterance. When

ance’s ears: Some of what you had to say was almost certainly

all of this happens swiftly enough—bottom-up identification

obscured by coughs, thumping music, or peals of laughter.

of a set of candidate words and top-down selection of the

Even so, people rarely realize that there are gaps in the physi-

likely correct candidate—you’ll never know that the /d/ was

cal signal they are experiencing. This phenomenon is known

missing. Your perceptual processes believe that the word was

as phonemic restoration
 (Warren, 1970). As you’ll see more

intact (Samuel, 1997). The next time you’re in a noisy envi-

fully in Chapter 10, phonemes
 are the minimal, meaningful

ronment, you’ll be glad your perceptual processes fill sounds

units of sound in a language; phonemic restoration occurs

in so efficiently!

when people use top-down processes to fill in missing pho-

nemes. Listeners often find it difficult to tell whether they are

hearing a word that has a noise replacing part of the origi-


The Influence of Contexts


nal speech signal or whether they are hearing a word with a


and Expectations


noise just superimposed on the intact signal (see part A of


Figure 4.37
 ) (Samuel, 2011).

A primary goal of perception is to get an accurate “fix” on the

Part B of Figure 4.37 shows how bottom-up and

world. Survival depends on accurate perceptions of objects and

top-down processes could interact to produce phonemic

events in your environment: Is that motion in the bushes a

tiger? However, there are many occasions on which bottom-up

perceptual processes leave you with more than one hypothesis

about the identity of the stimuli in the world—or in some cases,


top-down processing
 Perceptual processes in which information

no particularly good hypotheses at all. In those cases, your top-

from an individual’s past experience, knowledge, expectations,

motivations, and background influence the way a perceived object

down processes make use of contexts and expectations to help

is interpreted and classified.

you get a clear sense of what’s out in the world.
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FIGURE 4.38
 Perceptual Ambiguities

Each example allows two interpretations, but you cannot experience both at the same time. Do you notice your perception flipping back and forth between each pair of possibilities?

Consider Figure 4.38
 , which provides two examples in


H
 highly likely and an A
 unlikely, whereas the reverse is true of

which the same sensory information permits two interpreta-

the context of C_T (Selfridge, 1955).

tions. The two examples are ambiguous figures
 . Ambiguity
 is

In some cases, you need context to work even a bit harder.

an important concept in understanding perception because it

Consider Figure 4.40
 on page 116. What do you make of it?

shows that a single image can result in multiple interpretations
 .

Suppose I tell you that it’s a view into a neighbor’s backyard,

Look at each image until you can see the two alternative inter-

showing a tree around which his Dalmatian routinely sniffs?

pretations. Notice that once you have seen both of them, your

Now can you see a dog? (The dog’s nose is roughly in the mid-

perception flips back and forth between them as you look at the

dle of the figure.) To perceive the Dalmatian requires the top-

ambiguous figure.

down use of information from memory. If you didn’t have any

Many prominent artists have used perceptual ambiguity as

prior experiences of sniffing dogs, you’d likely never be able to

a central creative device in their works. Figure 4.39
 presents

have an unambiguous percept of this scene.


Slave Market with the Disappearing Bust of Voltaire
 by Salvador

Contexts and expectations play an important background

Dali. This work reveals a complex ambiguity in which a whole

role throughout your everyday life. Have you ever had the ex-

section of the picture must be radically reorganized and reinter-

perience of seeing people you knew in places where you didn’t

preted to allow perception of the “hidden” bust of the French

expect to see them, such as in a different city or a different

philosopher-writer Voltaire. The white sky under the lower arch

social group? It takes much longer to recognize them in such

is Voltaire’s forehead and hair; the white portions of the two

situations, and sometimes you aren’t even sure that you really

ladies’ dresses are his cheeks, nose, and chin. (If you have trou-

know them. The problem is not that they look any different but

ble seeing him, try blurring your vision or holding the book at

that the context
 is wrong; you didn’t expect
 them to be there.

arm’s length.) Once you have seen the bust of Voltaire in this

picture, however, you will never be able to look at it without

knowing where this Frenchman is hiding.

When the environment provides ambiguous information,

you use contextual information as well as prior expectations

to help you settle on particular interpretations. Depending on

what you already know, where you are, and what else you see

around you, your identification may vary. Read the following

words:

They say THE CAT, right? Now look again at the middle letter

of each word. Physically, these two letters are exactly the same,

yet you perceived the first as an H
 and the second as an A
 .

Why? Clearly, your perception was affected by what you know

about words in English. The context provided by T_E makes an


FIGURE 4.39
 Ambiguity in Art

This painting by Salvador Dali is called Slave Market with the



Simulate
 the Experiment
 Ambiguous Figures
 on MyPsychLab



Disappearing Bust of Voltaire. Can you find Voltaire?
 Dali is one of a

large number of modern and contemporary artists who have


ambiguity
 Property of perceptual object that may have more than one

interpretation.

exploited ambiguity in their work.
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because the list of words created a set that directed your search

of memory in a particular way.

All the effects of context on perception clearly require that

your memory be organized in such a fashion that informa-

tion relevant to particular situations becomes available at the

right times. In other words, to generate appropriate (or inap-

propriate) expectations, you must be able to make use of prior

knowledge stored in memory. Sometimes you “see” with your

memory as much as you see with your eyes. In Chapter 7, you’ll

meet the properties of memory that make context effects on

perception possible.


Final Lessons


To solidify all that you have learned in this chapter, take a look

back at Figure 4.2—you now have the knowledge necessary to


FIGURE 4.40
 An Ambiguous Picture

understand the whole flowchart. Examination of Figure 4.2 will

also confirm that the important lesson to be learned from the

What do you see in this picture?

study of perception is that a perceptual experience in response

Reprinted by permission of Sylvia Rock.

to a stimulus event is a response of the whole person. In addi-

tion to the information provided when your sensory receptors

are stimulated, your final perception depends on who you are,

whom you are with, and what you expect, want, and value. A

The spatial and temporal context in which objects are recog-

perceiver often plays two different roles that you might com-

nized provides an important source of information because

pare to gambling and interior design. As a gambler, a perceiver

from the context you generate expectations about what objects

is willing to bet that the present input can be understood in

you are and are not likely to see nearby.

terms of past knowledge and personal theories. As a compul-

Researchers have often documented the effects of context

sive interior decorator, a perceiver is constantly rearranging the

and expectation on perception (and response) by studying set.

stimuli so that they fit better and are more coherent. Incongru-


Set
 is a temporary readiness to perceive or react to a stimulus

ity and messy perceptions are rejected in favor of those with

in a particular way. There are three types of set: motor, mental,

clear, clean, consistent lines.

and perceptual. A motor set
 is a readiness to make a quick, pre-

If perceiving were completely bottom-up, you would

pared response. A runner trains by perfecting a motor set to come

be bound to the same mundane, concrete reality of the here

out of the blocks as fast as possible at the sound of the starting

and now. You could register experience but not profit from

gun. A mental set is a readiness to deal with a situation, such as a

it on later occasions, nor would you see the world differently

problem-solving task or a game, in a way determined by learned

under different circumstances. If perceptual processing were

rules, instructions, expectations, or habitual tendencies. A mental


completely top-down, however, you could become lost in your


set
 can actually prevent you from solving a problem when the

own fantasy world of what you expect and hope to perceive. A

old rules don’t seem to fit the new situation, as we’ll see when we

proper balance between the two extremes achieves the basic

study problem solving in Chapter 9. A perceptual set
 is a readiness

goal of perception: to experience what is out there in a way

to detect a particular stimulus in a given context. A new mother,

that optimally serves your needs as a biological and social be-

for example, is perceptually set to hear the cries of her child.

ing, moving about and adapting to your physical and social

Often a set leads you to change your interpretation of an

environment.

ambiguous stimulus. Consider these two series of words:


FOX; OWL; SNAKE; TURKEY; SWAN; D?VE



BOB; RAY; TONY; BILL; HENRY; D?VE



Stop
 and
 Review


Did you read through the lists? What word came to mind for

D?VE in each case? If you thought DOVE and DAVE, it’s

Why is phonemic restoration an example of top-down

processing?

What makes a stimulus ambiguous?

What is a set?


set
 A temporary readiness to perceive or react to a stimulus in

a particular way.


Study
 and Review
 on MyPsychLab
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Chapter 4
 Sensation and Perception




Recapping Main Points




Sensory Knowledge of the World



Your Other Senses


t The task of perception is to determine what the distal

t Smell and taste respond to the chemical properties of

(external) stimulus is from the information contained in the

substances and work together when people are seeking

proximal (sensory) stimulus.

and sampling food.

t Psychophysics investigates psychological responses to

t Olfaction is accomplished by odor-sensitive cells deep in

physical stimuli. Researchers measure absolute thresholds

the nasal passages.

and just noticeable differences between stimuli.

t Taste receptors are taste buds embedded in papillae,

t Signal detection allows researchers to separate sensory

mostly in the tongue.

acuity from response biases.

t The cutaneous (skin) senses give sensations of pressure

t Researchers in psychophysics have captured

and temperature.

the relationship between physical intensity and

t The vestibular sense gives information about the direction

psychological effect.

and rate of body motion.

t Sensation translates the physical energy of stimuli into

t The kinesthetic sense gives information about the position

neural codes via transduction.

of body parts and helps coordinate motion.

t Pain is the body’s response to potentially harmful stimuli.


The Visual System


t The physiological response to pain involves sensory

t Photoreceptors in the retina, called rods and cones,

response at the site of the pain stimulus and nerve

convert light energy into neural impulses.

impulses moving between the brain and the spinal cord.

t Ganglion cells in the retina integrate input from receptors


Organizational Processes in Perception


and bipolar cells. Their axons form the optic nerves that

meet at the optic chiasma.

t Perceptual processes organize sensations into coherent

t Visual information is distributed to several different

images and give you perception of objects and patterns.

areas of the brain that process different aspects of the

t Both your personal goals and the properties of the objects

visual environment, such as how things look and where

in the world determine where you will focus your attention.

they are.

t The Gestalt psychologists provided several laws of

t The wavelength of light is the stimulus for color.

perceptual grouping, including proximity, similarity, good

t Color sensations differ in hue, saturation,

continuation, closure, and common fate.

and brightness.

t Perceptual processes integrate over both time and space

t Color vision theory combines the trichromatic

to provide an interpretation of the environment.

theory of three color receptors with the opponent-

t Binocular, motion, and pictorial cues all contribute to the

process theory of color systems composed of opponent

perception of depth.

elements.

t You tend to perceive objects as having stable size, shape,

and lightness.


Hearing


t Knowledge about perceptual illusions can provide

constraints on ordinary perceptual processes.

t Hearing is produced by sound waves that vary in

frequency, amplitude, and complexity.


Identification and Recognition Processes


t In the cochlea, sound waves are transformed into fluid

waves that move the basilar membrane. Hairs on the

t During the final stage of perceptual processing—

basilar membrane stimulate neural impulses that are sent

identification and recognition of objects—percepts are

to the auditory cortex.

given meaning through processes that combine bottom-up

t Place theory best explains the coding of high frequencies,

and top-down influences.

and frequency theory best explains the coding of low

t Ambiguity may arise when the same sensory information

frequencies.

can be organized into different percepts.

t To compute the direction from which the sound is arriving,

t Context, expectations, and perceptual sets may guide

two types of neural mechanisms compute the relative

recognition of incomplete or ambiguous data in one

intensity and timing of sounds coming to each ear.

direction rather than another equally possible one.



KEY TERMS



absolute threshold (p. 82)

binocular depth cue (p. 107)

cone (p. 87)

accommodation (p. 86)

bipolar cell (p. 87)

convergence (p. 107)

amacrine cell (p. 87)

blind spot (p. 87)

cutaneous sense (p. 100)

ambiguity (p. 115)

bottom-up processing (p. 113)

dark adaptation (p. 87)

attention (p. 103)

brightness (p. 91)

difference threshold (p. 84)

auditory nerve (p. 95)

cochlea (p. 95)

distal stimulus (p. 81)

basilar membrane (p. 95)

complementary colors (p. 91)

fovea (p. 87)
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frequency theory (p. 96)

opponent-process theory (p. 93)

rod (p. 86)

ganglion cell (p. 87)

optic nerve (p. 88)

saturation (p. 91)

gate-control theory (p. 102)

pain (p. 101)

sensation (p. 80)

Gestalt psychology (p. 104)

perception (p. 80)

sensory adaptation (p. 83)

goal-directed attention (p. 103)

perceptual constancy (p. 109)

sensory receptor (p. 85)

gustation (p. 99)

perceptual organization (p. 80)

set (p. 116)

horizontal cell (p. 87)

pheromone (p. 99)

shape constancy (p. 110)

hue (p. 91)

phi phenomenon (p. 106)

signal detection theory (p. 83)

identification and recognition (p. 80)

photoreceptor (p. 86)

size constancy (p. 110)

illusion (p. 111)

pitch (p. 94)

sound localization (p. 97)

just noticeable difference (JND) (p. 84)

place theory (p. 96)

stimulus-driven attention (p. 103)

kinesthetic sense (p. 101)

proximal stimulus (p. 81)

timbre (p. 94)

lens (p. 86)

psychometric function (p. 82)

top-down processing (p. 114)

lightness constancy (p. 110)

psychophysics (p. 82)

transduction (p. 85)

loudness (p. 94)

pupil (p. 86)

trichromatic theory (p. 93)

monocular depth cue (p. 108)

receptive field (p. 89)

vestibular sense (p. 101)

motion parallax (p. 108)

response bias (p. 83)

volley principle (p. 96)

olfaction (p. 98)

retina (p. 86)

Weber’s law (p. 84)

olfactory bulb (p. 98)

retinal disparity (p. 107)
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Chapter 4 t
 Practice Test



Study
 and Review
 on MyPsychLab



1.
 Suppose you are looking at a globe of the world. Although


11.
 When Shirley walks into a party, she looks around the room

the ______________ is a sphere, you’d expect the

to find her husband Paul. This is an example of

______________ to be a circle.

a. goal-driven attention.

a. distal; absolute

c. threshold; distal

b. stimulus-driven attention.

b. distal; proximal

d. proximal; distal

c. temporal integration.

d. sensory adaptation.


2.
 When you first walked into a room, you were overwhelmed

by the smell of someone’s perfume. Over time, you


12.
 Tomas owns a ring with a very small gap in it. The law of

become less aware of the smell. This is an example of

______________ explains why most people perceive his ring

a. a psychometric function.

c. an illusion.

to be intact.

b. sensory adaptation.

d. transduction.

a. similarity

c. good continuation

b. common fate

d. closure


3.
 You are carrying out an experiment in which you want to

find a difference threshold for soft drinks that vary in their


13.
 While engaging in simulated driving, Michael had a

sugar concentration. You want to find the point at which

conversation on a hands-free cell phone. Based on

the stimuli are recognized as different ______________

experimental evidence, you predict that Michael

percent of the time.

a. would behave differently if he were driving a real car

a. 50

c. 100

out on the road.

b. 25

d. 75

b. would pay more attention to the visual environment

than to his conversation.


4.
 The conversion of one form of physical energy into another

c. failed to attend to objects in the visual environment.

is called

d. failed to look at objects in the visual environment.

a. sensory adaptation.

c. sensory reception.

b. transduction.

d. photoreception.


14.
 Just as Chris says, “I love you,” a truck sounds its horn.

Although the horn covered the l
 sound in love
 , Pat still


5.
 If you walk into a room that has very low illumination, your

perceives love
 as intact. This is an example of

______________ are likely to contribute more than your

a. bottom-up processing.

c. top-down processing.

______________ to your visual experience.

b. perceptual constancy.

d. good continuation.

a. rods; amacrine cells

c. cones; rods

b. horizontal cells; rods

d. rods; cones


15.
 For a short while after seeing a horror movie, Calvin

perceives every shadow as a monster. It sounds as though


6.
 Which of these pairs does not play a role in opponent-

he is experiencing

process theory?

a. a perceptual set.

a. red versus green

c. yellow versus blue

b. shape constancy.

b. white versus black

d. blue versus green

c. the phi phenomenon.


7.
 The airborne sound wave becomes “seaborne” when the

d. the law of common fate.

auditory information reaches the

a. auditory nerve.

c. tympanic membrane.

b. cochlea.

d. fovea.


ESSAY QUESTIONS



8.
 Which of these is not
 a primary taste quality?


1.
 How does signal detection theory explain why people

a. bitter

c. tangy

might make different judgments given the same sensory

b. sweet

d. sour

experiences?


9.
 The purpose of ______________ theory is to explain


2.
 How do trichromatic theory and opponent-process theory

some aspects of the relationship between physical and

fit together to explain important aspects of color vision?

psychological experiences of pain.


3.
 How do ambiguous stimuli demonstrate some of the

a. gate-control

c. frequency

challenges your sensory and perceptual processes face as

b. volley

d. place

they help you interpret the world?


10.
 In a study of physical and social pain, researchers

demonstrated that people’s brains responded

a. more strongly for physical pain.

b. more strongly for social pain.

c. in the same areas for both types of pain.

d. in different areas for the two types of pain.
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the science of the mind. Wundt and Titchener used introspec-

tion to explore the contents of the conscious mind, and Wil-

liam James observed his own stream of consciousness. In fact,

As you begin reading this chapter, take a moment to

think about a favorite past event. Now think about

what you’d like to have happen tomorrow or the

next day. Where did these memories of the past

on the very first page of his classic 1892 text, Psychology,
 James

and projections into the future come
 from and where did they

endorsed as a definition of psychology “the description and ex-


arrive
 ? Although you obviously have a vast body of information

planation of states of consciousness as such.”

stored in your brain, it is very unlikely that these thoughts were

Your ordinary waking consciousness includes your

“in mind” just as you were sitting down to read your psychol-

perceptions, thoughts, feelings, images, and desires at a given

ogy text. Therefore, you might feel comfortable saying that the

moment—all the mental activity on which you are focusing your

thoughts arrived in your consciousness—and that they came

attention. You are conscious of both what you are doing and

from some part of your brain that was not then conscious.

also of the fact that you are doing it. At times, you are conscious

But how did these particular thoughts come to mind? Did you

of the realization that others are observing, evaluating, and

actually consider several different memories or options for

reacting to what you are doing. A sense of self
 comes out of the

the future? That is, were you consciously aware of making a

experience of watching yourself from this privileged “insider”

choice? Or did thoughts somehow just emerge—by virtue of

position. Taken together, these various mental activities form

some set of unconscious operations—into your consciousness?

the contents of consciousness—all the experiences you are

This series of questions provides a preview of the major

consciously aware of at a particular time (Legrand, 2007).

topics of Chapter 5. We will begin by considering the contents

But what determines what is conscious right now? Were

and functions of your everyday consciousness. You will see

you, for example, aware of your breathing just now? Prob-

that consciousness both aids survival and provides a sense of

ably not; its control is part of nonconscious processes
 . Were

who you are and where you fit in the world. We then move to

you thinking about your last vacation or about the author of

the changes in consciousness that accompany your daily cycles


Hamlet
 ? Again, probably not; control of such thoughts is part

from waking to sleeping. We examine the approaches to dreams

of preconscious memories
 . Were you aware of background

that have emerged in both Western and non-Western cultures.

noises, such as the ticking of a clock, the hum of traffic, or

Finally, we will review the many instances in which people

the buzzing of a fluorescent light? It would be difficult to be

intentionally alter their states of consciousness by, for example,

aware of all this and still pay full attention to the meaning of

engaging in meditation and consuming mind-altering drugs.

the material in this chapter; these stimuli are part of unat-


For all these topics, you will encounter the methods researchers


tended information
 . Finally, there may be types of informa-

use so that aspects of mind can be studied scientifically. You

tion that are unconscious
 —not readily accessible to conscious

will learn how researchers have endeavored to externalize the

awareness—such as the set of grammatical rules that enable

internal, make public the private, and provide precise measures

of subjective experiences.


THE CONTENTS



OF CONSCIOUSNESS


We must start by admitting that the term consciousness
 is

ambiguous. We can use the term to refer to a general state of

mind or
 to its specific contents: Sometimes you say you were

“conscious” in contrast to being “unconscious” (for example,

being under anesthesia or asleep); at other times, you say you

were conscious— aware
 —of certain information or actions.

There is, in fact, a certain consistency here—to be conscious

of any particular information, you must be conscious. In this

chapter, the contents
 of consciousness will mean the body of

information of which you are aware.


Awareness and Consciousness


As you saw in Chapter 1, some of the earliest research in psy-

chology concerned the contents of consciousness. As psychol-

ogy gradually diverged from philosophy in the 1800s, it became


Watch
 the Video
 The Big Picture: The State of Our Consciousness
 on


MyPsychLab



consciousness
 A state of awareness of internal events and the external

Why is self-awareness considered such an important aspect

environment.

of consciousness?
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information to detect and act on changes continually, without

your awareness. At certain times, some ordinarily noncon-

scious activities can be made conscious: You can, for exam-

ple, choose to exercise conscious control over your pattern of

breathing. Even so, your nervous system takes care of many

important functions without requiring conscious resources.


Preconscious Memories


Memories accessible to con-

sciousness only after something calls your attention to them are

known as preconscious memories.
 The storehouse of memory

is filled with an incredible amount of information, such as your

general knowledge of language, sports, or geography and recol-

lections of your personally experienced events. Preconscious

memories function silently in the background of your mind

until a situation arises in which they are consciously necessary

(as when I asked you to call to mind a favorite past event). You

will learn much more about memory in Chapter 7.


Unattended Information


At any given time, you are

surrounded by a vast amount of stimulation. As we saw in

Chapter 4, you can focus your attention only on a small part

of it. What you focus on, in combination with the memories

it evokes, will determine, to a large extent, what is in your

consciousness. In fact, people can remain unaware of pretty re-

markable events when they fall outside their focus of attention.

In one classic demonstration, research participants watched a

video of two teams of students passing basketballs. The partici-

pants were instructed to count the number of times one team

passed the ball. Meanwhile, as the video unfolded, someone

dressed as a gorilla passed through the scene! Many of the par-

ticipants remained completely unaware of the large intruder.

Across the many variants of the experiment the researchers

tried, about 50 percent of the participants never noticed the

gorilla (Simons & Chabris, 1999). This phenomenon is called


inattentional blindness
 because people fail to perceive objects

when their attention is focused elsewhere. Given the results

with the gorilla, it probably won’t surprise you that real bas-

ketball players can suffer from inattentional blindness. They

may, for example, fail to see that a teammate has become open

because their attention is drawn to a nearby defensive player

(Furley et al., 2010).


The Unconscious


You typically recognize the existence

of unconscious
 information when you cannot explain some

behavior by virtue of forces that were conscious at the time

At any given time, thoughts about your job, your parents, or

of the behavior. Sigmund Freud developed an initial theory of

your hungry pet may flow below the level of consciousness

unconscious forces. As we will see in Chapter 13, Freud argued

until something occurs to focus your attention on one of these

that people’s psychological well-being is sufficiently threatened

topics. Why are these memories considered preconscious,

by certain life experiences that memories of those experiences

not unconscious?

are permanently banished from consciousness. Freud believed

you to understand this sentence. Let’s examine each of these


Simulate
 the Experiment
 Selective Attention
 on MyPsychLab


types of awareness.


Simulate
 the Experiment
 Selective Attention
 on MyPsychLab



nonconscious
 Not typically available to consciousness or memory.


Nonconscious Processes


There is a range of nonconscious



preconscious memory
 Memory that is not currently conscious but that

bodily activities that rarely, if ever, impinge on consciousness.

can easily be called into consciousness when necessary.

An example of nonconscious processes at work is the regulation


inattentional blindness
 People’s failure to perceive objects when their

of blood pressure. Your nervous system monitors physiological

attention is focused elsewhere.
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Chapter 5
 Mind, Consciousness, and Alternate States


that when the content of unacceptable ideas or motives is


Table 5.1 t
 Types of Comparisons in


repressed
 —put out of consciousness—the strong feelings asso-

People’s Thoughts

ciated with the thoughts still remain and influence behavior.

(We will revisit Freud’s ideas when we consider the origin of


Type



Example


your unique personality in Chapter 13.)

Social

“I’m a better basketball player

Many psychologists now use the term unconscious
 to

than Tom.”

refer to information and processes that are more benign than

the types of thoughts Freud suggested must be repressed

Counterfactual

“If I’d left earlier, I could have

(McGovern & Baars, 2007). For example, many types of

gotten here on time.”

ordinary language processing rely on unconscious processes.

Temporal–past

“I got more sleep when I was in

Consider this sentence (Vu et al., 2000):

high school.”


She investigated the bark.


Temporal–future

“My sister is going to start

making new friends.”

How did you interpret this sentence? Did you picture some

woman looking after a dog or examining a tree? Because the

Based on A. Summerville & N. J. Roese, Dare to compare: Fact-based

word bark
 is ambiguous—and the sentence context provides

versus simulation-based comparison in daily life, Journal of Experimental



Social Psychology, 44,
 pp. 664–671, Copyright 2008.

little help—you can only guess at what the writer meant. Now

consider the same sentence in a slightly larger context:


The botanist looked for a fungus. She investigated the bark.


keep a running record of participants’ thoughts, awareness,

and focuses of attention as they go about their everyday lives.

Did you find the sentence easier to understand in this

Consider an experiment that used handheld computers to ob-

context? If you did, it’s because your unconscious language

tain experience samples.

processes used the extra context to make a very swift choice

between the two meanings of bark
 .


F


This example demonstrates that processes that operate


The researchers wished to determine how often people’s
 eat


below the level of consciousness often affect your behavior—in


ured



thoughts focus on comparisons between their current real-


this case, the ease with which you came to a clear understand-


ity and other possibilities (Summerville & Roese, 2008). At
 Stud


ing of the sentence. Thus, the discussion has shifted subtly


seven random times daily for two weeks, 34 participants
 y


from discussing the contents of consciousness to discussing


were signaled by handheld computers to report what they


the functions of consciousness. Before we take up that topic


were thinking in the moment. If the thoughts centered on


in detail, however, let’s briefly describe two ways in which the


comparisons, the participants placed them in the categories


contents of consciousness can be studied.


indicated in
 Table 5.1
 . The researchers found that 12 percent



of the participants’ thoughts were comparisons, which, as



they noted, was “a remarkably large proportion given the



Studying the Contents



sheer variety of mental experience” (p. 668). The compari-



of Consciousness



sons were fairly evenly distributed across the four catego-



ries in
 Table 5.1 . In addition, when participants’ thoughts


To study consciousness, researchers have had to devise


turned to changing the past (counterfactual comparisons)


methodologies to make deeply private experiences overtly


or contemplating the future (temporal–future comparisons),


measurable. One method asks experimental participants to


they were most often thoughts about how circumstances


speak aloud as they work through a variety of complex tasks.


might have been or still could be better.


They report, in as much detail as possible, the sequence of

thoughts they experience while they complete the tasks (Fox

et al., 2011). The participants’ reports, called think-aloud


Have you ever noticed how often these types of comparisons


protocols,
 are used to document the mental strategies and

enter into your consciousness? The experience-sampling

representations of knowledge that the participants employ to

method allows researchers to provide a nuanced account of

do the task. For example, researchers collected think-aloud

what and how people think about their lives.

protocols to understand the different strategies experts and

If you take a quick look around the room in which you

novices bring to their judgments about product designs

are reading, you can appreciate how many objects in your

(Locher et al., 2008).

environment are readily available but are not (until you inspect

In the experience-sampling method,
 participants pro-

the room) part of the contents of your consciousness. You can

vide information about their thoughts and feelings in the

carry out the same quick review of your memory to demon-

normal course of their daily lives (Hektner et al., 2007). Par-

strate how much you have stored beyond the information that

ticipants in experience-sampling research often carry devices

is the particular focus of your conscious attention. Techniques

that signal them when they should provide reports about the

such as think-aloud protocols and experience sampling allow

contents of their consciousness. For example, in one meth-

researchers to determine—for particular tasks and for particu-

odology, participants carry hand held electronic devices.

lar times—which subset of all the information that individuals

The device produces a tone at random times each day (dur-

have available is present in consciousness.

ing waking hours) for a week or more. Whenever the tone

sounds, participants may be asked to respond to statements

such as “I am paying a lot of attention to how I feel right now”


Watch
 the Video
 Classic Footage of Carl Jung on Unconscious
 on

(Thompson et al., 2011, p. 1491). In this way, researchers can


MyPsychLab
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immediate goals and purposes. Suppose you decide to take a


Stop
 and
 Review


walk to enjoy a spring day. You notice trees blooming, birds

What is meant by a preconscious memory?

singing, and children playing. If, all at once, a snarling dog

appears on the scene, you use consciousness to restrict your

How did Freud believe information became

attention to that dog and assess the level of danger. The restric-

unconscious?

tive function also applies to information you draw from your

How do researchers obtain think-aloud protocols?

internal storehouse of information. At the outset of this chap-

ter, I asked you to think about a favorite past event. When you


CRITICAL THINKING


Recall the experiment on

did so, you were using your consciousness to restrict mental

comparisons. Why is it important that the experience

attention to a single past memory.

samples be taken at random moments?

A second function of consciousness is selective storage
 .


Study
 and Review
 on MyPsychLab


Even within the category of information to which you

consciously attend, not all of it has continuing relevance to your

ongoing concerns. After your encounter with the snarling dog,

you might stop yourself and think, “I want to remember not to

walk down this street.” Consciousness allows you to selectively


THE FUNCTIONS


store—commit to memory—information that you want to

analyze, interpret, and act on in the future; consciousness allows


OF CONSCIOUSNESS


you to classify events and experiences as relevant or irrelevant to

personal needs by selecting some and ignoring others. When we

When we address the question of the functions
 of conscious-

consider memory processes in Chapter 7, we will see that not all

ness, we are trying to understand why we need
 consciousness—

the information you add to memory requires conscious process-

what does it add to our human experience? In this section,

ing. Still, conscious memories have different properties—and

we will consider the importance of consciousness to human

involve different brain regions—than other types of memories.

survival and social function.

A third function of consciousness is to make you stop,

think, and consider alternatives based on past knowledge and

imagine various consequences. This planning
 function enables


The Uses of Consciousness


you to suppress strong desires when they conflict with moral,

Human consciousness was forged in the crucible of competition

ethical, or practical concerns. With this kind of consciousness

with the most hostile force in its evolutionary environment—

you can plan a route for your next walk that avoids that snarling

other humans. The human mind may have evolved as a con-

dog. Because consciousness gives you a broad time perspective

sequence of the extreme sociability
 of human ancestors, which

in which to frame potential actions, you can call on knowledge

was perhaps originally a group defense against predators and

of the past and expectations for the future to influence your

a means to exploit resources more efficiently. However, close

current decisions. For all these reasons, consciousness gives

group living then created new demands for cooperative as well

you great potential for flexible, appropriate responses to the

as competitive abilities with other humans. Natural selection

changing demands in your life.

favored those who could think, plan, and imagine alternative

realities that could promote both bonding with kin and victory


Personal and Cultural Constructions of Reality


No two

over adversaries. Those who developed language and tools won

people interpret a situation in exactly the same way (Higgins &

the grand prize of survival of the fittest mind—and, fortunately,

Pittman, 2008). Your personal construction of reality
 is your

passed it on to us (Ramachandran, 2011).

unique interpretation of a current situation based on your

Because consciousness evolved, you should not be

general knowledge, memories of past experiences, current

surprised that it provides a range of functions that aid in the sur-

needs, values, beliefs, and future goals. Each person attends

vival of the species (Bering & Bjorklund, 2007). Consciousness

more to certain features of the stimulus environment than

also plays an important role in allowing for the construction of

to others precisely because his or her personal construction

both personal and culturally shared realities.

of reality has been formed from a selection of unique inputs.

When your personal construction of reality remains relatively


Aiding Survival


From a biological perspective, conscious-

stable, your sense of self
 has continuity over time.

ness probably evolved because it helped individuals make

Individual differences in personal constructions of reality

sense of environmental information and use that informa-

are even greater when people have grown up in different

tion in planning the most appropriate and effective actions.

cultures, lived in different environments within a culture,

Usually, you are faced with a sensory-information overload.

or faced different survival tasks. The opposite is also true—

William James described the massive amount of information

because the people of a given culture share many of the same

that strikes the sensory receptors as a “blooming, buzzing con-

experiences, they often have similar constructions of reality.

fusion” assailing you from all sides. Consciousness helps you


Cultural constructions of reality
 are ways of thinking about the

adapt to your environment by making sense of this profusion

world that are shared by most members of a particular group of

of confusion in three ways.

people. When a member of a society develops a personal con-

First, consciousness reduces the flow of stimulus input by

struction of reality that fits in with the cultural construction,

restricting what you notice and what you focus on. You might

it is affirmed by the culture and, at the same time, it affirms

recognize this restrictive
 function of consciousness from the

the cultural construction. In Chapter 13, we will consider more

discussion of attention
 in Chapter 4. Consciousness helps you

fully the relationship between the personal and the cultural

tune out much of the information that is not relevant to your

sense of self.
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A.

B.


FIGURE 5.1
 Search for the Conjunction

of Two Colors

(A) Find the yellow and blue item. (B) Find the

yellow house with blue windows. (A) Search is very

inefficient when the conjunction is between the

colors of two parts of a target. (B) However, search

is much easier when the conjunction is between

the color of the whole item and the color of one of

its parts.

Data from Jeremy M. Wolfs, Parallel processing of part-whole

information in visual search tasks, Perception & Psychophysics
 ,

55 (1995), 537–550.


Studying the Functions


to the moral dilemmas that represented the use of conscious

reasoning. Thus, one way to study the function of conscious-


of Consciousness


ness is to demonstrate how people’s responses change when con-

People’s behavior is most often influenced by both conscious

scious processes are not, in fact, allowed to function normally.

and unconscious processes. Many functions of consciousness

Another way to study the functions of consciousness is to

include implicit comparisons with what remains unconscious.

determine which of the many tasks you carry out on a day-to-day

That is, conscious processes often affect or are affected by

basis require conscious intervention. To give you an example,

unconscious processes. To study the functions of conscious-

I want you to put your book down for a moment and try to find

ness, researchers often conduct research that demonstrates

an object in the room that is red
 . Let’s assume that there is, in

the different products of conscious and unconscious processes

fact, a red object in your room. Under most circumstances, you

(McGovern & Baars, 2007).

should have felt as if your eyes were drawn to that object without

For example, researchers have argued that people may

any conscious effort. Research confirms that people can carry out

bring either unconscious or conscious processes to bear on the

a search for certain basic features of objects such as color, shape,

many decisions they face in life (Kruglanski & Gigerenzer, 2011).

and size, with little or no conscious attention (Wolfe, 2003). Sup-

Depending on which system of processes they use, people’s

pose, now, that you try to find an object that is both blue
 and red
 .

responses can be quite different. Consider the domain of moral

If you take a moment to carry out that task, you should have a

reasoning (to which we will return in Chapter 10). How would

very different sense of how much conscious effort is involved.

you respond to the classic “crying baby” dilemma in which you

Under most circumstances, you’ll have to use conscious attention

“must decide whether to smother one’s own baby in order to

to find an object that has a combination of two features.

prevent enemy soldiers from finding and killing oneself, one’s


Figure 5.1
 provides another example of the uses of con-

baby, and several others” (Greene et al., 2008, p. 1147)? When

scious attention. In Part A, try to find the yellow and blue item.

people face this dilemma, their gut response—the product of

In Part B, try to find the yellow house with blue windows.

unconscious processes—is that they could never smother their

Wasn’t this second task much easier? Performance is much less

own child. However, when people face this problem with con-

affected by all the extra objects in the picture when the two

scious deliberation, they often conclude that they must make

colors are organized into parts
 and wholes
 (Wolfe et al., 1994).

the sacrifice to save the larger number of individuals.

Could you feel your conscious attention being more engaged

To demonstrate that this shift reflects the use of conscious

when you tried to find the yellow and blue item? From results

processes, researchers asked participants to consider dilemmas

of this sort, researchers are assembling a global view of the cir-

of this sort in two different circumstances (Greene et al., 2008).

cumstances in which consciousness functions.

In one condition, participants read the dilemmas on a computer

We have seen how the contents and functions of con-

screen and indicated a “yes” or “no” judgment to a possible

sciousness are defined and studied. We turn now to ordinary

response (e.g., “Is it appropriate for you to smother your child

and then extraordinary alterations in consciousness.

in order to save yourself and the other townspeople?”) as swiftly

as possible. In the second condition, participants also read and

responded to the dilemmas. However, they simultaneously had


Stop
 and
 Review


to monitor a stream of numbers scrolling across the computer

screen and press a button every time they saw the number 5
 . The

What is the selective storage function of

purpose of this second task is to overload participants’ conscious

consciousness?

processes. This simultaneous task should have made it much

What is a cultural construction of reality?

more difficult for them to use conscious processes to reason

What role does consciousness play in visual search?

about the moral dilemmas. In fact, when participants had this

extra load, it took them much longer to give the “yes” responses


Study
 and Review
 on MyPsychLab


The Functions of Consciousness


125



eastbound trips (it is easier to stay awake longer than it is to fall


SLEEP AND DREAMS


asleep sooner).

If you’ve ever suffered from jet lag, you might have

Almost every day of your life you experience a rather profound

gotten the advice to take a dose of the hormone melatonin
 .

change in consciousness: When you decide it’s time to end

Melatonin acts in the brain to help regulate your cycles of

your day, you surrender yourself to sleep—and while you sleep

waking and sleep. To determine whether external doses of

you will undoubtedly dream. A third of your life is spent sleep-

melatonin might help with jet lag, researchers have studied

ing, with your muscles in a state of “benign paralysis” and your

people who have traveled on flights that crossed several time

brain humming with activity. This section begins by consider-

zones—such as trips from London to San Francisco. On the

ing the general biological rhythms of wakefulness and sleeping.

whole, research suggests that people who take melatonin after

We’ll then focus more directly on the physiology of sleeping.

these long flights experience fewer sleep disruptions (Arendt

Finally, we consider the major mental activity that accompa-

& Skene, 2005). The general advice that emerges from various

nies sleep—dreaming—and explore the role dreams play in

studies is that travelers should take melatonin at bedtime in

human psychology.

their new time zone both on the day of the flight and for four

or five subsequent days (Pandi-Perumal et al., 2007). Note,

however, that there is little evidence to suggest that melatonin


Circadian Rhythms


helps with jet lag for short stopovers. Researchers have also

All creatures are influenced by nature’s rhythms of day

demonstrated melatonin’s potential to help night shift work-

and night. Your body is attuned to a time cycle known as a

ers adjust their cycles of sleeping and waking (Pandi-Perumal


circadian rhythm:
 Your arousal levels, metabolism, heart rate,

et al., 2007).

body temperature, and hormonal activity ebb and flow accord-

Circadian rhythms are also highly affected by exposure to

ing to the ticking of your internal clock. For the most part,

light. For that reason, researchers have explored the possibli-

these activities reach their peak during the day and hit their

ties of helping people adjust their circadian rhythms by expos-

low point at night while you sleep. The Psychology in Your Life


ing them to light (Sack, 2010). These interventions have often

box on page 133 discusses individual difference in circadian

proved successful for night shift workers (Fahey & Zee, 2006).

rhythms.

For example, night shift workers often suffer from difficulties

Research suggests that the clock your body uses is not ex-

in paying attention while on the job. In one study, participants

actly in synchrony with the clock on the wall: Without the

experienced several hours of bright light to help them make the

corrective effects of external time cues, the human internal

transition to a night shift (Santhi et al., 2008). The light treat-

“pacemaker” establishes a 24.18-hour cycle (Czeisler et al.,

ment helped to reduce the negative impact on the participants’

1999). The exposure to sunlight that you get each day helps

attentional performance.

you make the small adjustment to a 24-hour cycle. Informa-

tion about sunlight is gathered through your eyes, but re-

ceptors for regulation of circadian rhythms are not the same


The Sleep Cycle


receptors that allow you to see the world (Guido et al., 2010).

About a third of your circadian rhythm is devoted to that

For example, animals without rods and cones (see Chapter 4)

period of behavioral quiescence called sleep
 . Most of what

still sense light in a way that enables them to maintain their

is known about sleep concerns the electrical activities of the

circadian rhythms.

brain. The methodological breakthrough for the study of

Life circumstances that bring about a mismatch between

sleep came in 1937 with the application of a technology that

your biological clock and your sleep cycle affect how you

records brain wave activity of the sleeper in the form of an

feel and act (Blatter & Cajochen, 2007; Kyriacou & Hastings,

electroencephalogram (EEG). The EEG provided an objective,

2010). For example, individuals who work night shifts

ongoing measure of the way brain activity varies when people

often experience both physical and cognitive difficulties be-

are awake or asleep. With the EEG, researchers discovered that

cause their circadian rhythms are disrupted (Arendt, 2010).

brain waves change in form at the onset of sleep and show fur-

Even after long periods on the night shift, most people are

ther systematic, predictable changes during the entire sleep

unable to adjust their circadian rhythms to overcome these

period (Loomis et al., 1937). The next significant discovery in

negative effects (Folkard, 2008). People also experience dis-

sleep research was that bursts of rapid eye movements (REM)


ruptions when they engage in long-distance air travel. When

occur at periodic intervals during sleep (Aserinsky & Kleitman,

people fly across time zones, they may experience jet lag,
 a

1953). The time when a sleeper is not showing REM is known

condition whose symptoms include fatigue, irresistible sleepi-

as non-REM (NREM) sleep.
 You will see in a later section that

ness, and subsequent unusual sleep–wake schedules. Jet lag oc-

curs because the internal circadian rhythm is out of phase with

the normal temporal environment (Sack, 2010). For example,


Explore
 the Concept
 Virtual Brain: Sleep and Dreaming
 on MyPsychLab


your body says it’s 2 a.m.—and thus is at a low point on many

physiological measures—when local time requires you to act as


circadian rhythm
 A consistent pattern of cyclical body activities, usually

lasting 24 to 25 hours and determined by an internal biological clock.

if it is noon.

What variables influence jet lag? The direction of travel


rapid eye movements (REM)
 A behavioral sign of the phase of sleep

during which the sleeper is likely to be experiencing dreamlike

and the number of time zones passed through are the most

mental activity.

important variables. Traveling eastbound creates greater jet


non-REM (NREM) sleep
 The period during which a sleeper does not

lag than traveling westbound because your biological clock

show rapid eye movement; characterized by less dream activity than

can be more readily extended than shortened, as required on

during REM sleep.
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REM and NREM sleep have significance for one of the night’s

W

REM sleep

Awake

major activities—dreaming.

Let’s track your brain waves through the night. As you

prepare to go to bed, an EEG records that your brain waves

1

are moving along at a rate of about 14 cycles per second (cps).

Once you are comfortably in bed, you begin to relax, and your

2

brain waves slow down to a rate of about 8 to 12 cps. When

you fall asleep, you enter your sleep cycle,
 each of whose stages


EEG stage


shows a distinct EEG pattern. In stage 1 sleep, the EEG shows

3

brain waves of about 3 to 7 cps. During stage 2, the EEG is

characterized by sleep spindles,
 minute bursts of electrical

activity of 12 to 16 cps. In the next two stages (3 and 4) of

4

sleep, you enter into a very deep state of relaxed sleep. Your

brain waves slow to about 1 to 2 cps, and your breathing and

1

2

3

4

5

6

7

8

heart rate decrease. In a final stage, the electrical activity of

your brain increases; your EEG looks very similar to those re-


Hours


corded during stages 1 and 2. It is during this stage that you


FIGURE 5.3
 The Stages of Sleep

will experience REM sleep, and you will begin to dream (see

A typical pattern of the stages of sleep during a single night


Figure 5.2
 ). (Because the EEG pattern during REM sleep re-

includes deeper sleep in the early cycles but more time in REM

sembles that of an awake person, REM sleep was originally

in the later cycles.

termed paradoxical sleep
 .)

From Carlson, Neil R., Physiology of Behavior
 , 11th Ed., © 2013. Reprinted

Cycling through the first four stages of sleep, which are

and Electronically reproduced by permission of Pearson Education, Inc.,

NREM sleep, requires about 90 minutes. REM sleep lasts for

Upper Saddle River, New Jersey.

about 10 minutes. Over the course of a night’s sleep, you pass

through this 100-minute cycle four to six times (see Figure 5.3
 ).

With each cycle, the amount of time you spend in deep sleep

(stages 3 and 4) decreases, and the amount of time you spend


Awake
 – low voltage – irregular, fast

in REM sleep increases. During the last cycle, you may spend as

50 μV

much time as an hour in REM sleep. NREM sleep accounts for

1 sec

75 to 80 percent of total sleep time, and REM sleep makes up

20 to 25 percent of sleep time.


Drowsy
 – 8 to 12 cps – alpha waves

Not all individuals sleep for the same amount of time.

Although a genetic sleep need is programmed into the human

species, the actual amount of sleep each individual obtains is

highly affected by conscious actions. People actively control


Stage 1
 – 3 to 7 cps – theta waves

sleep length in a number of ways, such as by staying up late

Theta waves

or using alarm clocks. Sleep duration is also controlled by

circadian rhythms; that is, the time one goes to sleep influences

sleep duration. Getting adequate amounts of NREM and REM

sleep is likely only when you standardize your bedtime and


Stage 2
 – 12 to 14 cps – sleep spindles and K complexes

rising time across the entire week, including weekends. In that

Sleep spindle

K complex

way, the time you spend in bed is likely to correspond closely to

the sleepy phase of your circadian rhythm.

Of further interest is the dramatic change in patterns

of sleep that occurs over an individual’s lifetime (shown in


Stages 3 and 4
 – 1/2 to 2 cps – delta waves > 75 mV


Figure 5.4
 on page 128). You started out in this world sleep-

ing for about 16 hours a day, with nearly half of that time

spent in REM sleep. By age 50, you may sleep only 6 hours

and spend only about 15 percent of the time in REM sleep.

Young adults typically sleep 7 to 8 hours, with about 20 per-

cent REM sleep.

The change in sleep patterns with age doesn’t mean that


REM Sleep
 – low voltage – random, fast with sawtooth waves

Sawtooth waves

sleep isn’t as important as you grow older. One study followed

healthy older adults—those in their 60s through 80s—to see if

there was a relationship between their sleep behaviors and how

long they lived (Dew et al., 2003). The researchers found that


FIGURE 5.2
 EEG Patterns Reflecting the Stages

people who had higher sleep efficiency—a measure based on

of a Regular Night’s Sleep

the amount of time they were asleep divided by the amount of

Each sleep stage is defined by characteristic patterns of

time they spent in bed—were likely to live longer. This result

brain activity.

leads directly to the next question: Why do people need sleep?

Sleep and Dreams
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18


FIGURE 5.4
 Patterns of Human Sleep over

a Lifetime

16

The graph shows changes with age in total amounts

14

of daily REM sleep and NREM sleep. Note that

the amount of REM sleep decreases considerably

12

over the years, and NREM diminishes less sharply.

10

Data from Roffwarg et al., Ontogenetic Development of the

human sleep-dream cycle, Science
 , 152, 604–619. Reprinted


sleep (in hours)
 8

with permission from AAAS.
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Why Sleep?



given another test of the words nine hours later. For this



group, the memory test was
 expected . For the remain-


The orderly progression of stages of sleep in humans and other


ing participants, the memory test (when it happened) was


animals suggests that there is an evolutionary basis and a bio-

unexpected . The reason the memory test was nine hours


logical need for sleep. People function quite well when they get


later was that some of the participants next went to sleep


the time-honored 7 to 8 hours of sleep a night (Foster & Wulff,


for the night. The rest of the participants stayed awake for


2005; Hublin et al., 2007). If you get too little sleep for a period


nine hours. (The learning phase of the experiment some-


of time, you typically will need to get extra sleep to compensate.


times started in the morning and sometimes at night.) The


People also show rebounds for particular types of sleep. For


memory tests showed a clear pattern: Participants did


example, if you were to be deprived of REM sleep for a night,


best when they both expected a memory test and when


you would have more REM sleep than usual the next night.


they went to sleep right after they had learned the word


These patterns suggest that there’s something critical about the


pairs. Without the warning, performance was inferior and


amount and types of sleep that people get. In that context, let’s


roughly the same for participants who slept and those who


consider the functions that sleep serves.


stayed awake. Without sleep, performance was inferior


The most general function for sleep may be conservation



and roughly the same whether the test was expected or


(Siegel, 2009). Sleep may have evolved because it enabled


unexpected.


animals to conserve energy at times when there was no need

to forage for food, search for mates, or work. However,

The results of this experiments should suggest a plan of action

sleep also puts animals at risk for attacks from predators.

as you prepare for future exams. Almost all the exams you

Researchers speculate that cycles of brain activity across

take will be “expected.” For that reason, you should seriously

a period of sleep (see Figure 5.2) may have evolved to help

consider studying just before you go to bed. The sleep you

animals minimize the risk of predation—some patterns of

get should help you consolidate what you have learned. Note

brain activity might allow animals to retain relatively greater

that both REM and NREM both play roles in consolidation

awareness of activity in the environment even while they were

but that they affect different parts of the physical proc-

asleep (Lesku et al., 2008).

ess by which memories become permanent (Diekelmann &

Sleep might also play a critical role in learning and mem-

Born, 2010).

ory (Diekelmann & Born, 2010). In particular, researchers

After reading about all the important functions that sleep

have suggested that sleep assists with the consolidation
 of new

serves, it probably won’t surprise you to learn that there are

memories: Consolidation is the physical process through which

some serious consequences when people get too little sleep.

new, fragile memories become more permanently encoded in

Sleep deprivation has a range of negative effects on cognitive

the brain. (You’ll see this concept again in Chapter 7, which re-

performance, including difficulties with attention and

views memory processes.) Let’s consider an example of the role

working memory (Banks & Dinges, 2007). Sleep deprivation

sleep plays in memory consolidation. Featured Study


also impairs people’s ability to perform motor skills. For ex-


F


ample, drivers who have been sleep deprived are more likely


ea



In an experiment, the participants’ main task was to learn


to have car accidents than their well-rested peers. This fact


tured



pairs of words (Wilhelm et al., 2011). For example, a par-


has led some commentators to suggest that engineers should


Stud



ticipant might learn to produce
 girl in response to the cue


invent a measurement device for excess sleepiness that would

boy . After spending roughly an hour learning word pairs,


parallel the breathalyzer for excess alcohol (Yegneswaran &


y



some of the participants were told that they would be


Shapiro, 2007).
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What is the relationship between actual sleep patterns and people’s perceptions of insomnia?


Sleep Disorders


et al., 2009). The actual sleep of the two groups was very simi-

lar: 447 minutes for the patients versus 464 minutes for the

It would be great if you could always take a good night’s sleep

controls. However, the two groups’ subjective estimates of

for granted. Unfortunately, many people suffer from sleep dis-

their amounts of sleep were vastly different: 285 minutes for

orders that pose a serious burden to their personal lives and

the patients versus 461 minutes for the controls. The research-

careers. Their origins involve biological, environmental, and

ers suggested that unusual patterns of sleep brain activity may

psychological forces. As you read, also remember that sleep

help explain the discrepancy between reality and the patients’

disorders vary in severity.

perceptions.


Insomnia


When people are dissatisfied with their amount


Narcolepsy



Narcolepsy
 is a sleep disorder characterized

or quality of sleep, they are suffering from insomnia.
 This

by sudden and irresistible instances of sleepiness during the

chronic failure to get adequate sleep is characterized by an in-

daytime. It is often combined with cataplexy,
 muscle weakness

ability to fall asleep quickly, frequent arousals during sleep, or

or a loss of muscle control brought on by emotional excite-

early-morning awakening. In one sample of 3,643 adults in the

ment (such as laughing, anger, fear, surprise, or hunger) that

United States, 52.5 percent of the participants reported that

causes the afflicted person to fall down suddenly. When they

they had experienced insomnia at least once a month; 7 percent

fall asleep, narcoleptics enter REM sleep almost immediately.

reported that they experienced insomnia almost every night

This rush to REM causes them to experience—and be con-

(Hamilton et al., 2007). The study also demonstrated that

sciously aware of—vivid dream images or sometimes terrifying

insomnia had a consistent negative impact on people’s sense

hallucinations. Narcolepsy affects about 1 of every 2,000 indi-

of well-being.

viduals. The observation that narcolepsy runs in families has

Insomnia is a complex disorder caused by a variety of

allowed scientists to uncover genes associated with the disorder

psychological, environmental, and biological factors (Bastien,

(Raizen & Wu, 2011). Narcolepsy often has a negative social

2011). Theories often focus on people’s inability to disengage

and psychological impact on sufferers because of their desire

from waking life. People who experience insomnia may be less

to avoid the embarrassment caused by sudden bouts of sleep

able to banish intrusive thoughts and feelings from conscious-

(Jara et al., 2011).

ness while they are trying to sleep. Still, when insomniacs are

studied in sleep laboratories, the objective quantity and qual-

ity of their actual sleep vary considerably, from disturbed sleep

to normal sleep. Research has revealed that some insomniacs


Watch
 the Video
 Special Topics: Sleep Disorders
 on MyPsychLab


who complain of lack of sleep actually show completely nor-


insomnia
 The chronic inability to sleep normally; symptoms include

mal physiological patterns of sleep—a condition described as

difficulty in falling asleep, frequent waking, inability to return to


paradoxical insomnia
 . For example, in one study 20 patients

sleep, and early-morning awakening.

diagnosed with paradoxical insomnia and 20 control individu-


narcolepsy
 A sleep disorder characterized by an irresistible compulsion

als (with no sleep disorders) spent a night a sleep lab (Parrino

to sleep during the daytime.
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Sleep Apnea



Sleep apnea
 is an upper-respiratory sleep dis-

order in which the person stops breathing while asleep. When

this happens, the blood’s oxygen level drops and emergency

hormones are secreted, causing the sleeper to awaken and begin

breathing again. Although most people have a few such apnea

episodes a night, someone with sleep apnea disorder can have

hundreds of such cycles every night. Sometimes apnea episodes

frighten the sleeper, but often they are so brief that the sleeper

fails to attribute accumulating sleepiness to them (Pagel, 2008).

Among adults, sleep apnea affects roughly 2 percent of women

and 4 percent of men (Kapur, 2010).

Sleep apnea also occurs frequently among premature

infants, who sometimes need physical stimulation to start breath-

ing again. Because of their underdeveloped respiratory system,

these infants must remain attached to monitors in intensive care

What is the difference between nightmares and sleep terrors?

nurseries as long as the problem continues.


Somnambulism


Individuals who suffer from somnam-


of the nightmares were about the devastating effects of earth-


bulism,
 or sleepwalking,
 leave their beds and wander while still

quakes (Wood et al., 1992).

remaining asleep. Sleepwalking is more frequent among chil-


Sleep terrors
 (or night terrors
 ) are instances in which

dren than among adults (Mason & Pack, 2007). For example,

sleepers wake up suddenly in a state of extreme arousal, often

studies have found that about 7 percent of children sleepwalk

marked by a panicky scream ( DSM-IV-TR,
 2000). These

(Nevéus et al., 2001) but only about 2 percent of adults do so

episodes typically occur during NREM sleep in the first third

(Bjorvatn et al., 2010). Sleepwalking is associated with NREM

of a night’s sleep. Most people who have sleep terrors have no

sleep. When monitored in a sleep laboratory, adult sleep-

memory of the episodes. Sleep terrors are most common dur-

walkers demonstrated abrupt arousal—involving movement

ing childhood, with the greatest number occurring between

or speech—during stage 3 and stage 4 sleep (see Figure 5.2)

ages 5 and 7 (Mason & Pack, 2007). Between the ages of 4

in the first third of their night’s sleep (Guilleminault et al.,

and 12, about 3 percent of children experience sleep terrors.

2001). Contrary to popular conceptions, it is not particularly

They occur in less than 1 percent of adults. Researchers have

dangerous to wake sleepwalkers—they’re just likely to be con-

begun to document distinctive patterns of brain activity that

fused by the sudden awakening. Still, sleepwalking in itself can

identify children at particular risk for sleep terrors (Bruni

be dangerous because individuals are navigating in their envi-

et al., 2008).

ronments without conscious awareness.


Nightmares and Sleep Terrors


When a dream fright-


Dreams: Theater of the Mind


ens you by making you feel helpless or out of control, you are

having a nightmare.
 Most people report between 6 and 10

During every ordinary night of your life, you enter into the

nightmares each year (Robert & Zadra, 2008). However, for

complex world of dreams. Once the province only of prophets,

the period between childhood and older adulthood, women ex-

psychics, and psychoanalysts, dreams have become a vital

perience somewhat more nightmares than do men (Schredl &

area of study for scientific researchers. Much dream research

Reinhard, 2011). This difference might be explained, in part,

begins in sleep laboratories, where experimenters can moni-

because women are more likely to recall their dreams. The peak

tor sleepers for REM and NREM sleep. Although individu-

time for nightmares is between ages 3 and 6, when a major-

als report more dreams when they are awakened from REM

ity of children have them at least occasionally (Mason & Park,

periods—on about 82 percent of their awakenings—dreaming

2007). Also, people who have experienced traumatic events,

also takes place during NREM periods—on about 54 percent of

such as rape or war, may have repetitive nightmares that force

awakenings (Foulkes, 1962). Dreaming associated with NREM

them to relive some aspects of their trauma (Davis et al., 2007).

states is less likely to contain story content that is emotionally

College students who experienced a major earthquake in the

involving. It is more akin to daytime thought, with less sensory

San Francisco Bay area were about twice as likely to experience

imagery.

nightmares as were a matched group of students who hadn’t

Because dreams have such prominence in people’s mental

experienced an earthquake—and, as you might imagine, many

lives, virtually every culture has arrived at the same question:

Do dreams have significance? The answer that has almost

always emerged is yes
 . That is, most cultures encode the belief

that, in one way or another, dreams have important personal

and cultural meaning. Let’s review some of the ways in which


sleep apnea
 A sleep disorder of the upper respiratory system that

cultures attach meaning to dreams.

causes the person to stop breathing while asleep.


somnambulism
 A disorder that causes sleepers to leave their beds and

wander while still remaining asleep; also known as sleepwalking.


Freudian Dream Analysis


The most prominent dream


nightmare
 A frightening dream that usually wakes up the sleeper.

theory in modern Western culture was originated by Sigmund


sleep terrors
 Episodes in which sleepers wake up suddenly in an

Freud. Freud called dreams “transient psychoses” and mod-

extreme state of arousal and panic.

els of “everynight madness.” He also called them “the royal
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road to the unconscious.” He made the analysis of dreams

“for the community as a whole” with the view articulated

the cornerstone of psychoanalysis with his classic book, The


by Freud, that dreams are the “royal road” to the individual


Interpretation of Dreams
 (1900/1965). Freud suggested that all

unconscious.

dreams are instances of wish-fulfillment:
 On his view, people’s

In many cultures, specific groups of individuals are desig-

dreams allow them to express powerful unconscious wishes

nated as possessing special powers to assist with dream inter-

in disguised symbolic form. These wishes appear in disguised

pretation. Consider the practices of Mayan Indians who live

form because they harbor forbidden desires, such as sexual

in various parts of Mexico, Guatemala, Belize, and Honduras.

yearning for the parent of the opposite sex. The two dynamic

In the Mayan culture, shamans
 function as dream interpreters.

forces operating in dreams are thus the wish
 and the censorship,


In fact, among some subgroups of Mayans, the shamans are

a defense against the wish. The censor transforms the hidden

selected for these roles when they have dreams in which they

meaning, or latent content,
 of the dream into manifest con-


are visited by deities who announce the shaman’s calling. For-


tent,
 which appears to the dreamer after a distortion process

mal instruction about religious rituals is also provided to these

that Freud referred to as dream work.
 The manifest content

newly selected shamans by way of dream revelation. Although

is the acceptable version of the story; the latent content repre-

the shamans, and other religious figures, have special knowl-

sents the socially or personally unacceptable version but also

edge relevant to dream interpretation, ordinary individuals

the true, “uncut” one.

also recount and discuss dreams. Dreamers commonly wake

According to Freud, the interpretation of dreams requires

their bed partners in the middle of the night to narrate dreams;

working backward from the manifest content to the latent

mothers in some communities ask their children each morning

content. To the psychoanalyst who uses dream analysis to

to talk about their dreams. In contemporary times, the Mayan

understand and treat a patient’s problems, dreams reveal

people have been the victims of civil war in their homelands;

the patient’s unconscious wishes, the fears attached to those

many people have been killed or forced to flee. One important

wishes, and the characteristic defenses the patient employs to

response, according to anthropologist Barbara Tedlock,
 has

handle the resulting psychic conflict between the wishes and

been “an increased emphasis on dreams and visions that enable

the fears. Freud believed in both idiosyncratic—special to par-

them to stay in touch with their ancestors and the sacred earth

ticular individuals—and universal meanings—many of a sexual

on which they live” (Tedlock, 1992, p. 471).

nature—for the symbols and metaphors in dreams:

The cultural practices of many non-Western groups with

respect to dreams also reflect a fundamentally different time


Boxes, cases, chests, cupboards and ovens represent the


perspective. Freud’s theory had dream interpretation looking


uterus, and also hollow objects, ships, and vessels of


backward in time, toward childhood experiences and repressed


all kinds. Rooms in dreams are usually women; if the


wishes. In many other cultures, dreams are believed instead to


various ways in and out of them are represented, this


present a vision of the future (Basso, 1987; Louw, 2010). For


interpretation is scarcely open to doubt. . . . A dream


example, among the people of the Ingessana Hills, a region


of going through a suite of rooms is a brothel or harem


along the border of Ethiopia and the Sudan, the timing of


dream. . . . It is highly probable that all complicated


festivals is determined by dream visions (Jedrej, 1995). The


machinery and apparatus occurring in dreams stand


keepers of religious shrines are visited in their dreams by their


for the genitals (and as a rule male ones). . . .


fathers and other ancestors who instruct them to “announce

(Freud, 1900/1965, pp. 389–391)

the festival.” Other groups have culturally given systems of

Freud’s theory of dream interpretation related dream symbols

relationships between dream symbols and meanings. Consider

to his explicit theory of human psychology. Freud’s emphasis on

these interpretations from the Kalapalo Indians of central

the psychological importance of dreams has pointed the way to

Brazil (Basso, 1987, p. 104):

contemporary examinations of dream content.


When we dream we are burnt by fire, later we will be



bitten by a wild thing, by a spider or a stinging ant, for



Non-Western Approaches to Dream Interpretation



example.


Many people in Western societies may never think seriously


When [we dream] we are making love to women,


about their dreams until they become students of psychol-


we will be very successful when we go fishing.


ogy or enter therapy. By contrast, in many non-Western cul-


When a boy is in seclusion and he dreams of


tures, dream sharing and interpretation are part of the very


climbing a tall tree, or another one sees a long path,


fabric of the culture (Lohmann, 2010; Wax, 2004). Consider


they will live long. This would also be true if we


the daily practice of the Archur Indians of Ecuador (Schlitz,


dreamt of crossing a wide stream in a forest.


1997, p. 2):

Note how each interpretation looks to the future. The future


Like every other morning, the men [of the village] sit


orientation of dream interpretation is an important component


together in a small circle. . . . They share their dreams


of a rich cultural tradition.


from the night before. This daily ritual of dream-



sharing is vital to the life of the Archur. It is their belief



that each individual dreams, not for themselves, but



for the community as a whole. Individual experience



latent content
 In Freudian dream analysis, the hidden meaning of a


serves collective action.


dream.


manifest content
 In Freudian dream analysis, the surface content of a

During these morning gatherings, each dreamer tells his

dream, which is assumed to mask the dream’s actual meaning.

dream story and the others offer their interpretations, hop-


dream work
 In Freudian dream analysis, the process by which the

ing to arrive at some consensus understanding of the mean-

internal censor transforms the latent content of a dream into

ing of the dream. Contrast the belief that individuals dream

manifest content.

Sleep and Dreams
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Contemporary Approaches to Dream Content


The cor-

nerstone of both Western and non-Western approaches to

dream interpretation is that dreams provide information that is

of genuine value to the person or community. When researchers

first began to consider the biological underpinnings of dream

they challenged this view. For example, the activation-synthesis



model
 suggested that signals emerged from the brain stem that

stimulated the forebrain and association areas of the cortex to

produce random memories and connections with the dream-

er’s past experiences (Hobson, 1988; Hobson & McCarley,

1977). According to this view, there are no logical connections,

no intrinsic meaning, and no coherent patterns to these ran-

dom bursts of electrical “signals.”

However, contemporary research on dreams contradicts

the view that the content emerges from random signals (Nir &

Tononi, 2010). In fact, neurological evidence suggests that

dreams emerge from the same basic processes that are at work

during waking experiences of daydreaming and mind wander-

ing (Domhoff, 2011). Brain-imaging studies suggest that the

hippocampus—the brain structure critical to the acquisition

of certain types of memories (see Chapter 7)—is active during

REM sleep (Nielsen & Stenstrom, 2005). Another brain struc-

ture that plays an important role for emotional memories—the

amygdala—is also quite active during REM sleep. This deeper

understanding of the physiological aspects of dreams supports

the assertion that one of the functions of sleep is to draw

together “an individual’s recent experiences of the past few

days along with their goals, desires, and problems” (Paller &

Voss, 2004, p. 667). According to this view, the story of the

dream reflects the brain’s attempt to weave a narrative around

the recent fragments of a person’s life that become most promi-

nent during REM sleep.

Studies confirm that the content of dreams shows a good

Researcher Stephen LaBerge adjusts the special goggles that

deal of continuity with dreamers’ waking concerns (Domhoff,

will alert the sleeping participant that REM sleep is occurring.

2005). However, dreams very rarely present exact replicas of

The individual is trained to enter into a state of lucid dreaming,

events from waking life. Rather, dream content often emerges

being aware of the process and content of dream activity. If

from more fragmented aspects of memories. For example,

you had the ability to experience lucid dreaming, in what ways

people who spent more waking time engaged in particu-

would you shape your dreams?

lar activities (such as sports or reading) reported a higher

percentage of dreams that included those activities (Schredl &

Erlacher, 2008). Dreams often display memory elements from

while you are dreaming? The answer is yes! In fact, research-

the previous day. Dreams also show a dream-lag
 effect: They

ers who study lucid dreaming
 have demonstrated that being

are more likely to include memory elements from the period

consciously aware that one is dreaming is a skill that can be

five to seven days before the dream rather than two to four days

perfected with regular practice (LaBerge, 2007). A variety of

before the dream (Blagrove et al., 2011). This dream-lag may

methods have been used to induce lucid dreaming. For exam-

be another consequence of the role that REM sleep plays in the

ple, in some lucid dreaming research, sleepers wear specially

consolidation of new memories.

designed goggles that flash a red light when they detect REM

You might consider keeping your own dream log—try to

sleep. The participants have learned previously that the red

write your dreams as soon as you wake up each morning—to

light is a cue for becoming consciously aware that they are

see both how your own dreams relate to daily concerns and

dreaming (LaBerge & Levitan, 1995). Once aware of dreaming,

how your dream content changes or remains stable over time.

yet still not awake, sleepers move into a state of lucid dream-

Still, be aware that some people have more difficulty recalling

ing in which they can take control of their dreams, directing

dreams than other people do (Wolcott & Strapp, 2002). For

them according to their personal goals and making the dreams’

example, it’s easier to recall dreams if you wake up during a

outcomes fit their current needs. Even without special train-

REM period or close to one. If you want to recall your dreams,

ing, people sometimes become aware that they are dreaming.

you might consider changing the time you set your alarm. Also,

Researchers have begun to study the brain processes that make

people who have more positive attitudes toward dreaming ap-

lucid dreaming possible (Neider et al., 2011; Voss et al., 2009).

pear to find it easier to recall their dreams. In that sense, the

interest you show in your dreams by undertaking a dream log

might help increase your ability to recall them.


lucid dreaming
 The theory that conscious awareness of dreaming is

Before we leave the topic of dreaming, let’s consider a

a learnable skill that enables dreamers to control the direction and

final question: Is it possible to be aware that you are dreaming

content of their dreams.
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Psychology in Your Life



ARE YOU A MORNING TYPE OR AN EVENING TYPE?


In the section on circadian rhythms, you learned that, across

of circadian rhythms, people with different chronotypes often

the day, people undergo changes in important biological

peak at different times of day. Consider a study that involved

functions such as arousal levels, metabolism, heart rate, and

40 adolescents, ages 11 to 14, each of whom was explicitly

body temperature. However, the exact timing differs greatly

morning type or evening type (Goldstein et al., 2007). The

from person to person. In fact, researchers have suggested

adolescents completed items from a standard intelligence

that people can be sorted into chronotypes
 according to their

test (the WISC; see Chapter 9) at either their optimal or

preferred patterns of sleep and wakefulness.

nonoptimal time of day. For example, half the morning-type

Consider a study in which researchers asked thousands

students took the test in the morning and half in the afternoon.

of European adults what sleep pattern they followed on days

Those participants who were tested at their preferred time

when they were not required to get up for work. The most

of day scored, on average, 6 points higher on the intelligence

frequent response had people going to sleep just after midnight

measure. (If you turn to Figure 9.2
 , on page 245, you’ll see

and rising at about 8:20 A.M. (Roenneberg et al., 2007). How do

how substantial a difference that is.)

your preferences compare to that norm? If you are in and out

The researchers also obtained information from the

of bed earlier, you count as a morning type
 . If you habitually

adolescents’ parents and relatives about their day-to-day

choose to go to bed after midnight, you count as an evening


behavior. On these measures, morning-type students emerged


type
 . The further from the norm, the more morning or evening

as more socially competent—with fewer reports of attention

type you are. Across adulthood, people’s preferences tend

problems and aggressive behaviors than their evening-type

to switch toward morning: Grandparents generally prefer to

peers. Results of this sort support the idea that evening-type

rise much earlier than their teenage grandchildren. However,

students suffer from a type of “social jet lag” (Wittmann

against this overall shift, individual differences seem to remain

et al., 2006, 2010). Because they are roused out of bed by

stable. Even as older adults, those individuals who were

their alarm clocks, they are routinely made to perform at times

relatively more evening type as teenagers are likely to remain

of day that are out of sync with their personal rhythms. That

later risers than their peers.

lack of synchrony has a negative impact on both achievement

Researchers have provided abundant demonstrations

and behavior.

that circadian rhythms help determine the times of day at

So, are you definitely a morning type or an evening type?

which people will experience peak performance (Blatter &

If you are have a strong chronotype, think how you might

Cajochen, 2007; Kyriacou & Hastings, 2010). Given this impact

arrange work and play to obtain your optimal performance.

We can consider dreams to be at the limit of ordinary con-


ALTERED STATES


sciousness. Let’s turn now to circumstances in which individu-

als deliberately seek to go beyond those everyday experiences.


OF CONSCIOUSNESS


In every culture, some people have been dissatisfied with ordi-

nary transformations of their waking consciousness. They have


Stop
 and
 Review


developed practices that take them beyond familiar forms of

consciousness to experiences of altered states of consciousness.

Why do you experience jet lag?

Let’s review hypnosis and meditation.

How does the balance of NREM and REM sleep change

over the course of a night?

What two functions might sleep serve?


Hypnosis


What happens to a person who suffers from

As portrayed in popular culture, hypnotists wield vast power over

sleep apnea?

their witting or unwitting participants. Is this view of hypnotists

What did Freud mean by the latent content of a dream?

accurate? What is hypnosis, what are its important features, and

what are some of its valid psychological uses? The term hypnosis



CRITICAL THINKING


Recall the study that

documented the impact of sleep on learning word pairs.

Why was it important that some participants start the

experiment in the morning and others in the late evening?


hypnosis
 An altered state of awareness characterized by deep

relaxation, susceptibility to suggestions, and changes in perception,


Study
 and Review
 on MyPsychLab


memory, motivation, and self-control.

Altered States of Consciousness


133



is derived from Hypnos, the name of the Greek god of sleep.

Sleep, however, plays no part in hypnosis, except that people

Very high

may in some cases give the appearance
 of being in a deeply


e
 (11–12)

relaxed, sleeplike state. (If people were really asleep, they could


or
 High

not respond to hypnosis.) A broad definition of hypnosis is

(8–10)

that it is an alternative state of awareness characterized by the

Medium

special ability some people have of responding to suggestion


eptibility sc
 (5–7)

with changes in perception, memory, motivation, and sense


Susc


of self-control. In the hypnotic state, participants experience

Low

(0–4)

heightened responsiveness to the hypnotist’s suggestions—they

often feel that their behavior is performed without intention or

0

20

40

50

any conscious effort.

Researchers have often disagreed about the psychological


Percent of subjects


mechanisms involved in hypnosis (Lynn & Kirsch, 2006). Some


FIGURE 5.5
 Level of Hypnosis at First Induction

early theorists suggested that hypnotized individuals enter into

The graph shows the results for 533 individuals hypnotized for

a trance
 state, far different from waking consciousness. Others

the first time. Hypnotizability was measured on the Stanford

argued that hypnosis was nothing more than heightened moti-

Hypnotic Susceptibility Scale, which consists of 12 items.

vation. Still others believed it to be a type of social role playing,

a kind of placebo
 response of trying to please the hypnotist (see

Chapter 2). In fact, research has largely ruled out the idea that

hypnosis involves a special trancelike change in consciousness.

they were likely to brush away a nonexistent fly. As a third ex-

However, even though nonhypnotized individuals can produce

ample, highly hypnotizable individuals probably couldn’t nod

some of the same patterns of behavior that hypnotized individ-

their heads “no” when the hypnotist suggested they had lost

uals can, there appears to be some added effects of hypnosis—

that ability. Students who scored “low” on the hypnotizability

beyond motivational or placebo processes. This section begins

scale experienced few if any of these reactions.

with a discussion of hypnotic induction and hypnotizability,

Hypnotizability is a relatively stable attribute. When

and then turns to some effects of hypnosis.

50 men and women were retested 25 years after their college

hypnotizability assessment, the results indicated a remark-

ably high correlation coefficient of 0.71 (Piccione et al., 1989).


Hypnotic Induction and Hypnotizability


Hypnosis begins

Children tend to be more suggestible than adults; hypnotic

with a hypnotic induction,
 a preliminary set of activities that

responsiveness peaks just before adolescence and declines

minimizes external distractions and encourages participants

thereafter. Researchers have identified relatively few personal-

to concentrate only on suggested stimuli and believe that they

ity traits that are correlated with hypnotizability (Kihlstrom,

are about to enter a special state of consciousness. Induction

2007). Highly hypnotizable people are not more likely to be

activities involve suggestions to imagine certain experiences or

gullible or conformist. In fact, the personality trait that has

to visualize events and reactions. When practiced repeatedly,

the highest positive correlation with hypnotizability is absorp-


the induction procedure functions as a learned signal so that


tion,
 which is an individual’s “predisposition to become highly

participants can quickly enter the hypnotic state. The typical

involved in imaginative or sensory experiences” (Council &

induction procedure uses suggestions for deep relaxation,

Green, 2004, p. 364). If, for example, you often find yourself

but some people can become hypnotized with an active, alert

losing track of the “real” world while you watch a movie, you

induction—such as imagining that they are jogging or riding a

might also be highly hypnotizable.

bicycle (Banyai & Hilgard, 1976).

Some evidence indicates genetic determinants of hypno-


Hypnotizability
 represents the degree to which an

tizability. Early research demonstrated that hypnotizability

individual is responsive to standardized suggestions to experi-

scores of identical twins are more similar than are those of fra-

ence hypnotic reactions. There are wide individual differences

ternal twins (Morgan et al., 1970). More recently, studies have

in susceptibility, varying from a complete lack of responsive-

begun to focus on the particular genes that underlie individual

ness to total responsiveness. Figure 5.5
 shows the percentage

differences. For example, researchers have identified a gene

of college-age individuals who presented various levels of hyp-

known as COMT
 that influences the brain’s use of the neu-

notizability the first time they were given a hypnotic induction

rotransmitter dopamine. Variations in this gene are related to

test. What does it mean to have scored “high” or “very high”

individual differences in hypnotizability (Szekely et al., 2010).

on this scale? When the test is administered, the hypnotist

makes a series of posthypnotic suggestions, dictating the expe-


Effects of Hypnosis


In describing the way in which hyp-

riences each individual might have. When the hypnotist sug-

notizability is measured, I already mentioned some of the

gested that their extended arms had turned into bars of iron,

standard effects of hypnosis: While under hypnosis, individu-

highly hypnotizable individuals were likely to find themselves

als respond to suggestions about motor abilities (for example,

unable to bend those arms. With the appropriate suggestion,

their arms become unbendable) and perceptual experiences

(for example, they hallucinate a fly). How can we be sure, how-

ever, that these behaviors arise from special properties of hyp-

nosis and not just a strong willingness on participants’ part to


Watch
 the Video
 What Altered States Have You Experienced?
 on


MyPsychLab


please the hypnotist? To address this important question, re-


hypnotizability
 The degree to which an individual is responsive to

searchers have often conducted experiments that contrast the

standardized hypnotic suggestion.

effectiveness of hypnosis versus relaxation training.
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F


audiences by getting highly exhibitionist people to do things


ea



For assessment of hypnosis, researchers recruited a group



tured


in public that most others could never be made to do. As used


of women who were suffering from temporomandibular dis-


by researchers and therapists, hypnosis is a technique with the


Stud



orders, which produce “both acute and chronic pain in the


potential to allow you to explore and modify your sense of


jaws and surrounding tissues as well as limitation in jaw



y


consciousness.


movements” (Abrahamsen et al., 2011, p. 345). Roughly half



the women were randomly assigned to a hypnosis group.



Those women experienced four one-hour hypnosis sessions



Meditation



in which they engaged in a series of activities including the



post-hypnotic suggestion “to forget thinking about the pain


Many religions and traditional psychologies of the East work


[and] instead let the thoughts become occupied [with] good


to direct consciousness away from immediate worldly con-


memories and favorite activities” (p. 348). The remaining


cerns. They seek to achieve an inner focus on the mental and


participants were assigned to a control group. The women


spiritual self.


in that group also experienced four one-hour sessions but



Meditation
 is a form of consciousness change designed


those sessions focused largely on relaxation techniques.


to enhance self-knowledge and well-being by achieving a deep


However, women in the control group were also told that


state of tranquility. During concentrative
 meditation, a person


their treatment was a type of hypnotic intervention. All the


may focus on and regulate breathing, assume certain body


participants provided self-reports of pain—three times a day


positions (yogic positions), minimize external stimulation,


for seven days before and seven days after the treatments.


generate specific mental images, or free the mind of all thought.


The hypnosis group reported consistent reduction in pain


By contrast, during mindfulness
 meditation, a person learns to


after the treatment; the control group showed no changes.


let thoughts and memories pass freely through the mind with-

out reacting to them.

Research has often focused on the ability of meditation to

This experiment demonstrates the potential for hypnosis to

relieve the anxiety of those who must function in stress-filled

bring about pain relief (hypnotic analgesia)
 . Your mind can

environments (Oman et al., 2006). For example, mindfulness

amplify pain stimuli through anticipation and fear; you can

meditation has served as the basis for mindfulness-based stress

diminish this psychological effect with hypnosis (Dillworth &

reduction (Kabat-Zinn, 1990). In one study, women suffering

Jensen, 2010). Pain control is accomplished through a variety

from heart disease were given eight weeks of training on mind-

of hypnotic suggestions: imagining the part of the body in pain

fulness meditation; at the end of this intervention, the women

as nonorganic (made of wood or plastic) or as separate from the

reported consistently lower feelings of anxiety than they did

rest of the body, thus taking one’s mind on a vacation from the

before the study (Tacon et al., 2003). Women in the control

body and distorting time in various ways. People can control

group didn’t experience improvement in their anxiety reports.

pain through hypnosis even when they banish all thoughts and

Because feelings of anxiety play a role in the development of

images from consciousness.

heart disease, this result provides evidence that the mind can

Some evidence suggests that people who are high in

help to heal the body. (The discussion of health psychology in

hypnotizability are able to obtain greater pain relief through

Chapter 12 returns to this theme.)

hypnosis (De Pascalis et al., 2008). Researchers are trying to

Brain-imaging techniques have begun to reveal the

understand the brain bases for this difference. For example,

ways in which meditation affects patterns of brain activity

a brain-imaging study demonstrated that people who were

(Ives-Deliperi et al., 2011). In fact, recent evidence suggests

higher in hypnotizability also had larger regions at the front

that, over time, the practice of meditation might have a positive

of the corpus callosum (see Chapter 3) (Horton et al., 2004).

impact on the brain itself.

This area of the corpus callosum plays a role in attention and

the inhibition of unwanted stimuli, suggesting that people

who are highly hypnotizable may have more brain tissue that

allows them to use hypnosis to inhibit pain. Studies with EEG

measures also demonstrate—in the context of hypnotic pain

reduction—differences in the brain responses of low- and high-

hypnotizable individuals (Ray et al., 2002).

One final note on hypnosis: The power of hypnosis does


not
 reside in some special ability or skill of the hypnotist, but

rather it resides in the relative hypnotizability of the person or

persons being hypnotized. Being hypnotized does not involve

giving up one’s personal control; instead, the experience of

being hypnotized allows an individual to learn new ways to

exercise control that the hypnotist—as coach—can train the

subject—as performer—to enact. Keep all of this in mind if you

watch a stage show in which people perform outlandish acts

under hypnosis: Stage hypnotists make a living entertaining


meditation
 A form of consciousness alteration designed to enhance

self-knowledge and well-being through reduced self-awareness.

How does meditation create an altered state of consciousness?
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Fea
 The researchers reasoned that the activities associated



MIND-ALTERING DRUGS



tured



with meditation—focused attention on internal and external



Stud



sensations—would bring about changes in the strengths of


Since ancient times, people have taken drugs to alter their


the connections among brain regions associated with these


perception of reality. Archaeological evidence indicates the


y



activities (Kilpatrick et al., 2011). To test this hypothesis, the


uninterrupted use of sophora seed (mescal bean) for over


researchers provided eight weeks of Mindfulness-Based


10,000 years in the southwestern United States and Mexico.


Stress Reduction (MBSR) training to 17 women. The con-


The ancient Aztecs fermented mescal beans into a beer. From


nections among their brain regions were examined using a


ancient times, individuals in North and South America also


type of brain scan called
 functional connectivity MRI (fcMRI),


ingested teonanacatl,
 the Psilocybe
 mushroom also known as


which assesses networks of brain activity. The brains of the


“the flesh of the gods,” as parts of rituals. Small doses of these


MBSR group were compared to those of 15 women who


mushrooms produce vivid hallucinations.


had not yet undergone the training (but received the train-


In Western cultures, drugs are associated less with sacred


ing once the experiment was completed). The fcMRI scans


communal rituals than with recreation. Individuals throughout


revealed enhanced connectivity in the brains of the women


the world take various drugs to relax, cope with stress, avoid


who experienced the MBSR training. The researchers spec-


facing the unpleasantness of current realities, feel comfortable


ulated that the short course of MBSR training produced


in social situations, or experience an alternate state of conscious-


“enhanced sensory processing, better attentional resource


ness. Over 100 years ago, William James—whom you have met


allocation and a more consistent attentional focus” (p. 297).


several times as a founder of psychology in the United States—

reported on his experiments with a mind-altering drug. After

inhaling nitrous oxide, James explained that “the keynote of

Other research suggests that meditation training might slow

the experience is the tremendously exciting sense of intense

the loss of neurons that often accompanies aging. For example,

metaphysical illumination. Truth lies open to the view in depth

one study compared 13 individuals with three or more years

beneath depth of almost blinding evidence. The mind sees all

of experience at Zen meditation with 13 control participants

the logical relations of being with an apparent subtlety and

who were matched for age, sex, and education level (Pagnoni &

instantaneity to which its normal consciousness offer no parallel”

Cekic, 2007). Among the control participants, there was a

(James, 1882, p. 186). Thus James’s interest in the study of con-

negative correlation such that the older participants had the

sciousness extended to the study of self-induced alternate states.

least brain volume. The participants who meditated regularly

As you will see in Chapter 15, drugs that have an impact

showed no such decline with age!

on an individual’s psychological states are often a critical

Practicers of meditation have suggested that, when prac-

aspect of the treatment of psychological disorders. In fact, as

ticed regularly, some forms of meditation can heighten your


Table 5.2
 shows, many types of drugs have important medical

consciousness and help you achieve enlightenment by enabling

uses. Still, many individuals use drugs that are not prescribed

you to see familiar things in new ways. This recent research sug-

to enhance physical or psychological health. In a 2009 survey

gests that meditation might also literally be good for your brain.

of U.S. citizens, with nearly 68,700 respondents age 12 and

This section has reviewed several ways in which people

older, 8.7 percent reported using one or more illicit drugs

achieve altered states of consciousness in their dreaming and

during the past month (Substance Abuse and Mental Health

waking lives. This chapter concludes with a discussion of what

Services Administration [SAMHSA], 2010). The rate was much

might be the most common means people use to affect their

higher for people in their late teen years—16.7 percent of 16- to

consciousness: mind-altering drugs.

17-year-olds and 22.2 percent of 18- to 20-year-olds reported

some type of illicit drug use. In addition, 51.9 percent of the

individuals in the sample consumed alcohol sometime in the


Stop
 and
 Review


month before the survey, and 27.7 percent smoked cigarettes.

These figures support the importance of understanding the

What does research suggest about the genetics

physiological and psychological consequences of drug use.

of hypnotizability?

What are two forms of meditation?


Dependence and Addiction



CRITICAL THINKING


Consider the study that found

differences in pain reduction for a hypnosis group versus a


Psychoactive drugs
 are chemicals that affect mental processes

control group. Why was it important that the women in the

and behavior by temporarily changing conscious awareness.

Once in the brain, they attach themselves to synaptic receptors,

control group were led to believe that their training was also

blocking or stimulating certain reactions. By doing so, they

a hypnotic intervention?

profoundly alter the brain’s communication system, affecting


Study
 and Review
 on MyPsychLab


perception, memory, mood, and behavior. However, contin-

ued use of a given drug creates tolerance
 —greater dosages are

required to achieve the same effect. In Chapter 6, I will dis-

cuss learning processes that explain important aspects of the


Watch
 the Video
 What’s In It For Me?: Self-Induced Altered States
 on


MyPsychLab


occurrence of drug tolerance (see page 154). You will learn how

repeated episodes of drug use condition the brain to produce


psychoactive drug
 Chemical that affects mental processes and behavior

by temporarily changing conscious awareness of reality.

responses that push back against the drug’s effects. Because the


tolerance
 A situation that occurs with continued use of a drug in which

body pushes back, people require increasingly greater doses for

an individual requires greater dosages to achieve the same effect.

the drug to have the same impact.
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Table 5.2 t
 Medical Uses of Psychoactive Drugs

illness.) Let’s briefly consider how each class of drugs achieves

its physiological and psychological impact. We will also con-


Drug



Medical Uses


sider the personal and societal consequences of drug use.


Hallucinogens



Hallucinogens


The most dramatic changes in consciousness

LSD

None

are produced by drugs known as hallucinogens
 or psychedelics;


PCP (Phencyclidine)

Veterinary anesthetic

these drugs alter both perceptions of the external environment

and inner awareness. As the name implies, these drugs often

Cannabis (Marijuana)

Nausea associated with chemotherapy

create hallucinations
 —vivid perceptions that occur in the


Opiates (Narcotics)


absence of objective stimulation. The hallucinations may lead

to a loss of boundary between self and nonself. LSD
 and PCP
 are

Morphine

Painkiller

two common hallucinogens that are synthesized in laboratories.

Heroin

None

Hallucinogenic drugs typically act in the brain by affecting the

use of the chemical neurotransmitter serotonin (Fantegrossi


Depressants


et al., 2008). For example, LSD binds very tightly to serotonin

Barbiturates

Sedative, sleeping pill, anesthetic,

receptors so that neurons produce prolonged activation.

(e.g., Seconal)

anticonvulsant


Cannabis
 is a plant with psychoactive effects. Its active

ingredient is THC, found in both hashish
 (the solidified resin

Benzodiazepines

Antianxiety, sedative, sleeping pill,

of the plant) and marijuana
 (the dried leaves and flowers of the

(e.g., Valium)

anticonvulsant

plant). The experience derived from inhaling THC depends on

Rohypnol

Sleeping pill

its dose—small doses create mild, pleasurable highs, and large

doses result in long hallucinogenic reactions. Regular users

GHB

Treatment for narcolepsy

report euphoria, feelings of well-being, distortions of space and

Alcohol

Antiseptic

time, and, occasionally, out-of-body experiences. However,


Stimulants


depending on the context, the effects may be negative—fear,

anxiety, and confusion.

Amphetamines

Hyperkinesis, narcolepsy, weight control

Researchers have known for several years that cannabi-


Methamphetamines

None


noids,
 the active chemicals in marijuana, bind to specific recep-

tors in the brain—these cannabinoid receptors are particularly

MDMA (Ecstasy)

Potential aid to psychotherapy

common in the hippocampus, a brain region involved in

Cocaine

Local anesthetic

important memory processes (Goonawardena 2011). Research-

ers subsequently discovered substances internal to the brain

Nicotine

Nicotine gum for cessation of smoking

that bind to the same receptors. The first endocannabinoid


habit

(from endogenous cannabinoid
 ) to be discovered was anan-


Caffeine

Weight control, stimulant in acute


damide
 (named for the Sanskrit word for bliss, ananda
 )

respiratory failure, analgesic

(Di Marzo & Cristino, 2008). That discovery led to the insight

that cannabinoids achieve their mind-altering effects by bind-

ing to brain sites sensitive to naturally occurring substances

in the brain. These endocannabinoids function as neuro-

Hand in hand with tolerance is physiological depend-


modulators. For example, they control the release of the


ence,
 a process in which the body becomes adjusted to and

neurotransmitter GABA in the hippocampus (Lee et al., 2010).

dependent on the substance, in part because neurotransmitters

The Critical Thinking in Your Life
 box discusses the important

are depleted by the frequent presence of the drug. The tragic

role these substances play in regulating appetite and feeding

outcome of tolerance and dependence is addiction.
 A person

behaviors.

who is addicted requires the drug in his or her body and suffers

painful withdrawal symptoms (shaking, sweating, nausea, and,


Opiates



Opiates,
 such as heroin
 and morphine,
 suppress

in the case of alcohol withdrawal, even death) if the drug is

physical sensation and response to stimulation. Pain killers

not present.

such as OxyContin
 are also opiates and have the same effects.

When an individual finds the use of a drug so desirable or

In the last few years, there has been a dramatic increase in the

pleasurable that a craving
 develops, with or without addiction,

number of people who abuse OxyContin and other prescrip-

the condition is known as psychological dependence,
 which

tion opiates (Rawson et al., 2007). Chapter 3 noted that the

can occur with any drug. The result of drug dependence is that

a person’s lifestyle comes to revolve around drug use so wholly

that his or her capacity to function is limited or impaired. In

addition, the expense involved in maintaining a drug habit


physiological dependence
 The process by which the body becomes

of daily—and increasing—amounts often drives an addict to

adjusted to or dependent on a drug.

robbery, assault, prostitution, or drug peddling.


addiction
 A condition in which the body requires a drug in order to

function without physical and psychological reactions to its absence;

often the outcome of tolerance and dependence.


Varieties of Psychoactive Drugs



psychological dependence
 The psychological need or craving for a

drug.

Table 5.2 lists common psychoactive drugs. (Chapter 15 will


hallucinogen
 Drug that alters cognitions and perceptions and causes

discuss other types of psychoactive drugs used to relieve mental

hallucinations.
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WHAT CAN WE LEARN FROM “THE MUNCHIES”?


Even if you’ve never smoked marijuana you probably know that

drug that demonstrated early promise is called rimonabant
 .

marijuana gives people intense food cravings—cravings often

Rimonabant blocks the brain’s cannabinoid receptors from

called “the munchies.” Observations about marijuana’s effects

carrying out their normal functions. In one double-blind study

on hunger go back at least to 300 A.D. when texts in India

testing rimonabant, 1,036 overweight and obese individuals

recommended that it be used to stimulate the appetite (Cota

were given either a low or high dose of the drug or a placebo

et al., 2003). Take a moment to consider how you might turn

(i.e., an inert substance) (Després et al., 2005). Over the

“the munchies” into a research agenda. What questions might

course of the year-long study, participants in the placebo group

you generate?

lost about 5 pounds. Participants who got the low dose of

The first question you might wish to address could be

rimonabant lost about 9 pounds. Participants on the high dose

“Why does marijuana affect people’s appetite?” In the

lost about 19 pounds! Similarly, high-dose participants took

text, you’ve already learned important parts of that story:

considerably more inches off their waists (3.6 in.) than did

Researchers made the breakthrough discovery of the

low-dose (1.9 in.) or placebo (1.3 in.) participants. With results

existence of endocannabinoids (endogenous cannabinoids) in

of this sort in hand, researchers have begun the quest for

the brain. With that discovery in hand, researchers confirmed

drugs that achieve the same effects as rimonabant with fewer

the hypothesis that endocannabinoids play an ongoing role

side effects (such as depression, anxiety, nausea, or dizziness)

in regulating food consumption (Vemuri et al., 2008). That

(Christopoulou & Kiortsis, 2011).

research also explained observations about the types
 of

From this example, you can see how research progresses

food people crave when they have the munchies. Besides

from a real-world observation to a productive research agenda.

their role in regulating appetite, endocannabinoids also play

In fact, the same course of research points to even greater

a role in reward systems in the brain (Cota et al., 2006). For

promise for the future: Because the endocannabinoids have

that reason, endocannabinoids have the particular effect of

an important impact on the brain’s reward circuits, researchers

making people seek foods that are tasty or sweet. Thus, it’s

believe that drugs targeting the endocannabinoid system may

no coincidence that the munchies are best satisfied with

provide successful treatments for both pain and addiction

junk food.

(Clapper et al., 2010; Fattore et al., 2007).

So, you know that endocannabinoids increase appetite.

t What was it important for the study testing rimonabant to

Here’s the next step your thinking might take: Can researchers

be double-blind?

devise drugs that will use this same system to suppress


appetite? Over the last several years, researchers have begun

t What might there be a link between the brain systems that

to have great successes in this quest (Vemuri et al., 2008). One

regulate appetite and reward?

brain contains endorphins (short for endogenous morphines
 )

motivate people to seek, once again, the initial rush of pleas-

that generate powerful effects on mood, pain, and pleasure.

ure. This cycle of positive to negative is one of the reasons that

These endogenous opiates play a critical role in the brain’s re-

heroin use often leads to addiction. People who try to withdraw

sponse to both physical and psychological stressors (Ribeiro

from opiates often experience harsh physical symptoms (such

et al., 2005). Drugs like opium and morphine bind to the same

as vomiting, pain, and insomnia) as well as intense craving for

receptor sites in the brain as the endorphins (Trescot et al.,

the drug.

2008). Thus both opiates and, as the previous section noted,

marijuana achieve their effects because they have active com-


Depressants


The depressants
 include barbiturates, ben-


ponents that have similar chemical properties to substances


zodiazepines,
 and alcohol
 . These substances tend to depress

that naturally occur in the brain.

(slow down) the mental and physical activity of the body by

The initial effect of an intravenous injection of heroin is

inhibiting or decreasing the transmission of nerve impulses in

a rush of pleasure. Feelings of euphoria supplant all worries

the central nervous system. Depressants achieve this effect, in

and awareness of bodily needs. When the neural receptors in

part, by facilitating neural communication at synapses that use

the endogenous opiate system are artificially stimulated, the

brain loses its subtle balance. The brain pushes back so that

the rush of pleasure recedes and is replaced by strong negative


depressant
 Drug that depresses or slows down the activity of the

emotional states (Radke et al., 2011). Those negative emotions

central nervous system.
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the neurotransmitter GABA (Licata & Rowlett, 2008). GABA

often functions to inhibit neural transmission, which explains

depressants’ inhibiting outcomes. In the past, people were

often prescribed barbiturates such as Nembutol
 and Seconal


to act as sedatives or to treat insomnia. However, because of

barbiturates’ potential for addiction and overdose, people are

now more likely to receive prescriptions for benzodiazepines

such as Valium
 or Xanax
 . In Chapter 15, you will see that these

drugs are also commonly used to counteract anxiety.

Two depressants, Rohypnol
 (more commonly known as


roofies
 ) and GHB,
 have achieved reputations as drugs used to

carry out sexual assaults (Maxwell, 2005). These “date rape

drugs” can be manufactured as colorless liquids so that they

can be added to alcohol or other beverages without detection.

In that way, victims can be unknowingly sedated and find

themselves vulnerable to rape attacks. In addition, Rohypnol

causes amnesia, so that victims may not remember events that

occurred while they were under the drug’s influence. Large-

scale studies suggest that the threat of rape when women un-

knowingly ingest drugs is real. However, other drugs such as

cannabinoids and stimulants (which we will consider shortly)

are implicated more often than Rohypnol and GHB as the

drugs used by rapists (DuMont et al., 2010). Moreover, women

often put themselves at risk by voluntarily ingesting the next

depressant we consider, alcohol (Lawyer et al., 2010).

Why does alcohol remain the most popular way in which

Alcohol was apparently one of the first psychoactive sub-

college students alter their consciousness?

stances used extensively by early humans. Under its influence,

some people become silly, boisterous, friendly, and talkative;

others become abusive and violent; still others become qui-

Excess consumption of alcohol is a major social problem

etly depressed. Alcohol appears to stimulate the release of

in the United States. When the amount and frequency of drink-

dopamine, which enhances feelings of pleasure. Also, as with

ing interfere with job performance, impair social and family

other depressants, it appears to affect GABA activity (Lobo &

relationships, and create serious health problems, the diagnosis

Harris, 2008). At small dosages, alcohol can induce relaxation

of alcoholism
 is appropriate. Physical dependence, tolerance,

and slightly improve an adult’s speed of reaction. However, the

and addiction all develop with prolonged heavy drinking. For

body can break down alcohol only at a slow rate, and large

some individuals, alcoholism is associated with an inability to

amounts consumed in a short time period overtax the central

abstain from drinking. For others, alcoholism manifests itself as

nervous system. As the concentration of alcohol increases to

an inability to stop drinking once the person takes a few drinks.

0.05 to 0.10 percent, cognitive, perceptual, and motor processes

In a 2009 survey, 13.7 percent of 18- to 25-year-olds reported

begin rapidly to deteriorate. When the level of alcohol in the

heavy drinking—defined as drinking five or more drinks on

blood reaches 0.15 percent, there are gross negative effects on

the same occasion on each of five or more days in a one month

thinking, memory, and judgment, along with emotional insta-

period (SAMHSA, 2010). Among 18- to 22-year-olds attend-

bility and loss of motor coordination.

ing college, the rate of heavy drinking is 16.0 percent; for those

18- to 22-year-olds not attending college, the comparable rate

is 11.7 percent.

Driving accidents and fatalities occur six times more

often to individuals with 0.10 percent alcohol in their blood-

stream than to those with half that amount. Alcohol-related

automobile accidents are a leading cause of death among

people between the ages of 15 and 25. Given these disturbing

statistics, researchers have tried to understand the several ways

in which alcohol has a negative impact on driving performance.

Part of the answer lies in alcohol’s effect on drinkers’ ability to

inhibit bad impulses.


F



Suppose you are driving to an important appointment for
 eatured



which you can’t be late. As you drive, you might have an



impulse to indulge in bad driving behaviors such as speeding
 Stud



or reckless lane changes. However, those negative impulses
 y



are offset by your knowledge that you might get a ticket,


Why does heroin use often lead to addiction?


have an accident, and so on. A team of researchers tested
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the hypothesis that people under the influence of alcohol


to 2003, admissions to facilities for the treatment of metham-


drive particularly badly when they are driving in those sorts


phetamine addiction increased by 400 percent (Homer et al.,


of circumstances—in which there’s a conflict between good


2008). Poll data indicate that the rate of methamphetamine


and bad impulses (Fillmore et al., 2008). The participants in


use has varied between 0.1 and 0.3 percent of the U.S. popula-


the study engaged in a simulated driving task after consum-


tion, for the period from 2006 to 2009 (SAMHSA, 2010). As


ing either alcohol or a placebo. (You can understand why


with other stimulants, methamphetamine has an impact on


the researchers couldn’t conduct the experiment on real


the brain’s use of dopamine. People who take methampheta-


roads.) Participants’ driving was considerably worse after


mine experience feelings of euphoria, decreased anxiety, and


alcohol consumption on measures such as failures to stop


intense sexual craving. However, methamphetamine use very


at red lights and abrupt steering maneuvers. The impact of


quickly has negative consequences: After only days or weeks


alcohol was even greater, however, when the researchers


of continuous use, people begin to experience frightening hal-


increased the participants’ sense of response conflict. The


lucinations and develop beliefs that others are out to harm


researchers offered the participants cash rewards for reach-


them. These beliefs are known as paranoid delusions
 . Meth-


ing their destinations quickly, but they lost money if they


amphetamine is highly addictive. Chronic use causes several


drove poorly. When they were in this state of conflict, par-


types of damage in the brain, including the loss of nerve ter-


ticipants’ performance was worst of all: Their bad impulses


minals in the dopamine system (Rose & Grant, 2008). Damage


dramatically won out.


to brain regions involved in decision making and planning

may explain why methamphetamine users become overly ag-

gressive and suffer from social isolation (Homer et al., 2008).

You are no doubt familiar with the claim that people will do


MDMA
 —more commonly known as ecstasy
 —is a stimu-

things while they’re drunk that they would never do if they

lant but also produces hallucinogen-like distortions of time

were sober. In the realm of driving, the lack of impulse control

and perception. The stimulant properties of the drug gives

can have deadly consequences.

users feelings of boundless energy; the hallucinogenic proper-

ties make sounds, colors, and emotions more intense. Ecstasy


Stimulants



Stimulants,
 such as amphetamines, metham-


brings about these effects by altering the functioning of neuro-


phetamines,
 and cocaine,
 keep the drug user aroused and

transmitters such as dopamine, serotonin, and norepinephrine.

induce states of euphoria. Stimulants achieve their effects by

Because ecstasy has a broad impact on these neurotransmitter

increasing the brain levels of neurotransmitters such as nore-

systems, considerable research has focused on the drug’s long-

pinephrine, serotonin, and dopamine. For example, stimulants

term impact on the brain (Jager et al., 2008). Researchers have

act in the brain to prevent the action of molecules that ordi-

been particularly sensitive to ecstasy’s status as a party drug.

narily remove dopamine from synapses (Martin-Fardon et al.,

They have attempted to devise studies that accurately reflect

2005). The serious addiction that often accompanies stimulant

human norms of drug use. Researchers recognize, for example,

use may arise because of long-term changes in the neurotrans-

mitter systems (Collins et al., 2011).

In recent years, research attention has focused on abuse

of methamphetamine. Over a period of 10 years, from 1993


stimulant
 Drug that causes arousal, increased activity, and euphoria.

Methamphetamine is so addictive that users will tolerate the physical deterioration that accompanies long-term use. The left photograph shows a 42-year-old woman before she became a methamphetamine addict. The right photo was taken 2 1/2 years later. Why is it so easy for people to become addicted to methamphetamine and other stimulants?
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that users often ingest the drug at the same time that they have

smoking. It’s not. As you know, smoking is far from good for

consumed alcohol. This leads to the question of how alcohol

your health.

and ecstasy jointly affect the brain. Research suggests that the

This chapter began by asking you to remember your past

combination of ecstasy and alcohol produces negative effects

and plan for your future. These ordinary activities allowed us

in rats’ brains that would not have occurred with ecstasy alone

nonetheless to ponder some interesting questions about con-

(Cassel et al., 2005).

sciousness: Where did your thoughts come from? How did

Stimulants have three major effects that users seek: in-

they emerge? When did they arrive? You’ve now learned some

creased self-confidence, greater energy and hyperalertness,

of the theories that apply to these questions and how it has

and mood alterations approaching euphoria. As you learned

been possible to test those theories. You’ve seen that conscious-

for metamphetamine, heavy users often experience halluci-

ness ultimately allows you to have the full range of experiences

nations and paranoid delusions. A special danger with co-

that define you as human.

caine use is the contrast between euphoric highs and very

We have also considered some increasingly less ordinary

depressive lows. This leads users to increase uncontrollably

uses of consciousness. Why, we asked, do people become

the frequency of drug use and the dosage. Crack,
 a crystal-

dissatisfied with their everyday working minds and seek to

lized form of cocaine, increases these dangers. Crack pro-

alter their consciousness in so many ways? Ordinarily, your

duces a swift high that wears off quickly; craving for the drug

primary focus is on meeting the immediate demands of tasks

is intense.

and situations facing you. However, you are aware of these

Two stimulants that you may often overlook as psy-

reality-based constraints on your consciousness. You realize

choactive drugs are caffeine
 and nicotine
 . As you may know

they limit the range and depth of your experience and do not

from experience, two cups of strong coffee or tea administer

allow you to fulfill your potential. Perhaps, at times, you long

enough caffeine to have a profound effect on heart, blood,

to reach beyond the confines of ordinary reality. You may seek

and circulatory functions and make it difficult for you to

the uncertainty of freedom instead of settling for the security of

sleep. Nicotine, a chemical found in tobacco, is a sufficiently

the ordinary.

strong stimulant to have been used in high concentrations by

Native American shamans to attain mystical states or trances.

Unlike some modern users, however, the shamans knew that


Stop


nicotine is addictive, and they carefully chose when to be un-


and
 Review


der its influence. Like other addictive drugs, nicotine mimics

What is the definition of drug tolerance?

natural chemicals released by the brain. In fact, research has

How do drugs like heroin work in the brain?

uncovered common regions of brain activation for addiction

To what category of drugs does nicotine belong?

to nicotine and cocaine (Vezina et al., 2007). Chemicals in

nicotine have their effect on brain circuits that make you
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feel good whenever you have achieved a rewarding goal (De

Biasi & Dani, 2011). Ordinarily these brain circuits help to

aid survival. Unfortunately, nicotine teases those same brain

receptors into responding as if it were good for you to be
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The Contents of Consciousness



Sleep and Dreams


t Consciousness is an awareness of the mind’s contents.

t Circadian rhythms reflect the operation of a biological clock.

t The contents of waking consciousness contrast with

t Patters of brain activity change over the course of a night’s

nonconscious processes, preconscious memories,

sleep. REM sleep is signaled by rapid eye movements.

unattended information, the unconscious, and conscious

t The amount of sleep and relative proportion of REM to

awareness.

NREM sleep change with age.

t Research techniques such as think-aloud protocols and

t REM and NREM sleep serve different functions, including

experience sampling are used to study the contents of

conservation and restoration.

consciousness.

t Sleep disorders such as insomnia, narcolepsy, and sleep

apnea have a negative impact on people’s ability to function


The Functions of Consciousness


during waking time.

t Consciousness aids your survival and enables you to

t Freud proposed that the content of dreams is unconscious

construct both personal and culturally shared realities.

material slipped by a sleeping censor.

t Researchers have studied the relationship between

t In other cultures, dreams are interpreted regularly, often by

conscious and unconscious processes.

people with special cultural roles.

Recapping Main Points
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t Some dream theories have focused on biological
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explanations for the origins of dreams.

t Psychoactive drugs affect mental processes by temporarily

t Lucid dreaming is an awareness that one is dreaming.

changing consciousness as they modify nervous system activity.

t Among psychoactive drugs that alter consciousness


Altered States of Consciousness


are hallucinogens, opiates, depressants, and

t Hypnosis is an alternate state of consciousness

stimulants.

characterized by the ability of hypnotizable people to

change perception, motivation, memory, and self-control in

response to suggestions.

t Meditation changes conscious functioning by ritual

practices that focus attention away from external concerns

to inner experience.



KEY TERMS
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insomnia (p. 129)
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latent content (p. 131)
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manifest content (p. 131)
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1.
 Freud suggested that some memories are sufficiently


9.
 To bring about a state of _______, researchers flash a red

threatening that they are forced to reside in

light when they detect REM sleep.

a. the unconscious.

c. consciousness.

a. lucid dreaming

b. the preconscious.

d. manifest content.

b. hypnosis

c. meditation


2.
 You have a group of men and women watch the same TV

d. activation and synthesis

commercial for a new car. If you want to determine what

type of information the commercial brings to mind, you


10.
 Which of these individuals would you expect to be most

could use

responsive to hypnosis?

a. meditation.

c. lucid dreaming.

a. 19-year-old Paula

c. 24-year-old Jeannine

b. a visual search experiment.

d. think-aloud protocols.

b. 11-year-old Ralph

d. 46-year-old George


3.
 Which of these is an example of the selective storage


11.
 Research suggests that _______ can bring about greater

function of consciousness?

connectivity between regions in people’s brains.

a. Rob kept his eye on the hoop while he shot the

a. hypnosis

c. somnambulism

basketball.

b. dreaming

d. meditation

b. Laura decided to get chocolate ice cream instead


12.
 Craving for a drug in the absence of a physical need is the

of vanilla.

definition of

c. Mel hit the gas pedal as soon as the light turned green.

a. addiction.

d. Salvatore committed to memory the address of his new

b. drug tolerance.

girlfriend.

c. psychological dependence.


4.
 Because it requires more conscious attention, it is harder

d. physiological dependence.

to find a _______ object than a _______ object.


13.
 Hallucinogens act in the brain by _______ the activation

a. red; large and red

of _______ neurons.

b. green; green and yellow

a. inhibiting; GABA

c. prolonging; serotonin

c. red and blue; green and yellow

b. inhibiting; dopamine

d. prolonging; dopamine

d. red and blue; red


14.
 Heavy use of _______ may lead to paranoid delusions.


5.
 To determine Garrick’s chronotype, which question would

a. stimulants

c. opiates

you be mostly likely to ask him?

b. depressants

d. hallucinogens

a. How many times a month do you have nightmares?

b. When do you usually go to bed?


15.
 A team of researchers is developing a new drug treatment

c. Do you have more NREM sleep or more REM sleep?

to help people control their weight. You suspect that the

d. Do you smoke marijuana or cigarettes?

drug might target the brain’s _______ system.

a. barbiturate

c. benzodiazepine


6.
 Both NREM and REM sleep may be important for

b. opiate

d. cannabinoid

a. drug tolerance.

b. unattended information.

c. latent and manifest content.


ESSAY QUESTIONS


d. learning and memory.


1.
 How has the concept of the unconscious been modified


7.
 Several times a night, Carolyn stops breathing and then she

in the time since Freud’s theory?

wakes up. It sounds as if Carolyn suffers from


2.
 What practices of dream interpretation are carried out

a. insomina

c. somnambulism.

in non-Western cultures?

b. sleep apnea.

d. narcolepsy.


3.
 What physiological mechanisms explain why drug use


8.
 The activation-synthesis model claimed that

often leads to addiction?

a. dreams arise from random brain activity.

b. dream manifest content is synthesized from latent

content.

c. dream content reflects people’s day-to-day concerns.

d. girls and boys have different dream content.
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of a response influenced by the lessons of memory. Learned

behavior does not include changes that come about because

of physical maturation or brain development as the organism

Imagine that you are in a movie theater, watching a horror

film. As the hero approaches a closed door, the music

on the movie’s sound track grows dark and menacing.

You suddenly feel the urge to yell, “Don’t go through

ages, nor those caused by illness or brain damage. Some lasting

that door!” Meanwhile, you find that your heart is racing. But

changes in behavior require experience following maturational

why? If you think about this question formally, you might

readiness. For example, consider the timetable that determines

come to the answer, “I have learned an association between

when an infant is ready to crawl, stand, walk, run, and be toilet

movie music and movie events—and that’s what’s making me

trained. No amount of training or practice will produce those

nervous!” But had you ever thought about this relationship

behaviors before the child has matured sufficiently. Psycholo-

before? Probably not. Somehow, by virtue of sitting in enough

gists are especially interested in discovering what aspects of

movie theaters, you have learned the association without any

behavior can be changed through experience and how such

particular thought. The main topic of Chapter 6 is the types

changes come about.

of associations that you acquire effortlessly in your day-to-day

experience.


A Change in Behavior or Behavior Potential


It is obvious

Psychologists have long been interested in learning,
 the

that learning has taken place when you are able to demonstrate

ways in which organisms learn from experiences in the world.

the results, such as when you send a text message or drive a

In just a moment, you will see a more precise definition of

car. You can’t directly observe learning itself—meaning, you

learning. We then consider particular types of learning: classical

can’t ordinarily see the changes in your brain—but learning

conditioning and operant conditioning. As you will see, each

is apparent from improvements in your performance.
 Often,

of these types of learning represents a different way in which

however, your performance doesn’t show everything that you

organisms acquire and use information about the structure

have learned. Sometimes, too, you have acquired general atti-

of their environments. For each of these types of learning,

tudes, such as an appreciation
 of modern art or an understand-


I describe both the basic mechanisms that govern its operation


ing
 of Eastern philosophy, that may not be apparent in your

in the laboratory and applications to real-life situations.

measurable actions. In such instances, you have achieved a po-

This chapter also reflects on the way learning is similar and

tential for behavior change because you have learned attitudes

dissimilar across species. You will see that basic processes of

and values that can influence the kinds of books you read or

conditioning are the same across a wide variety of species. How-

the way you spend your leisure time. This is an example of the

ever, you will also discover that some aspects of learning are


learning-performance distinction
 —the difference between

constrained by species’ particular genetic endowments. In par-

what has been learned and what is expressed, or performed, in

ticular, you will see how cognition
 —higher mental processes—

overt behavior.

affects learning processes in both humans and other species.


A Relatively Consistent Change


To qualify as learned,

a change in behavior or behavior potential must be relatively

consistent over different occasions. Thus, once you learn to

swim, you will probably always be able to do so. Note that con-


THE STUDY OF LEARNING


sistent changes are not always permanent changes. You may,

for example, have become quite a consistent dart thrower when

Our exploration of learning will begin with a definition of

you practiced every day. If you gave up the sport, however, your

learning itself. We then consider two basic forms of learning.

skills might have deteriorated toward their original level. But if

The section ends with a brief sketch of the history of psycho-

you have learned once to be a championship dart thrower, it

logical research on the topic.

ought to be easier for you to learn a second time. Something

has been “saved” from your prior experience. In that sense, the

change may be permanent.


What is Learning?



Learning
 is a process based on experience that results in a

relatively consistent change in behavior or behavior potential.

Let’s look more closely at the three critical parts of this

definition.


A Process Based on Experience


Learning can take

place only through experience. Experience includes taking in

information (and evaluating and transforming it) and mak-

ing responses that affect the environment. Learning consists


Watch
 the Video
 The Big Picture: What Does It Mean to Learn?
 on


MyPsychLab



learning
 A process based on experience that results in a relatively

permanent change in behavior or behavioral potential.


learning-performance distinction
 The difference between what has

How does consistent form in ballet dancers fit the definition

been learned and what is expressed in overt behavior.

of learning?

The Study of Learning
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Habituation and Sensitization


To help you master the

concept of learning, I will describe two of its most basic forms:


habituation
 and sensitization.
 Imagine that you are exam-

ining a picture of a pleasant scene—an image, for example,

of waterskiing or windsurfing. The first time you see it, you

might have a fairly strong emotional response. However, if

you view the same image repeatedly in short succession, your

emotional response will become weaker over time (Leventhal

et al., 2007). This is an example of habituation:
 You show a

decrease in behavioral response when a stimulus is presented

repeatedly. Habituation helps keep your focus on novel events

in the environment—you don’t expend behavioral effort to

respond repeatedly to old stimuli.

Note how habituation fits the definition of learning.

There’s a change in behavior (your emotional response is

weaker) that is based on experience (you’ve seen the image

repeatedly), and that behavior change is consistent (you do not

return to your original level of emotional response). However,

the change in emotional response is unlikely to be permanent.

If you see the same picture after sufficient time has passed, you

might find it emotionally engaging once again.

When sensitization
 occurs, your response to a stimulus

becomes stronger, rather than weaker, when it occurs repeat-

B. F. Skinner expanded on Watson’s ideas and applied them

edly. Suppose, for example, you experience the same painful

to a wide spectrum of behavior. Why did Skinner’s psychology

stimulus several times in short succession. Even if the intensity

focus on environmental events rather than on internal states?

of the stimulus remained constant, you would report greater

pain in response to the final stimulus in the series than you

would in response to the first stimulus (Woolf, 2011). Once

complaint against internal states and mental events. However,

again, sensitization fits the definition of learning because expe-

Skinner focused not so much on their legitimacy as data as on

rience in the world (repeated experiences of a painful stimulus)

their legitimacy as causes of behavior
 (Skinner, 1990). In Skin-

leads to a consistent change in behavioral response (reports

ner’s view, mental events, such as thinking and imagining, do

that the pain is more intense). You might wonder what deter-

not cause behavior. Rather, they are examples of behavior that

mines whether people will experience habituation or sensitiza-

are caused by environmental stimuli.

tion in response to different stimuli. In general, sensitization is

Suppose that we deprive a pigeon of food for 24 hours,

more likely to occur when stimuli are intense or irritating.

place it in an apparatus where it can obtain food by pecking a

small disk, and find that it soon does so. Skinner would argue

that the animal’s behavior can be fully explained by environ-


Behaviorism and Behavior Analysis


mental events—deprivation and the use of food as reinforce-

ment. The subjective feeling of hunger, which cannot be directly

Much of modern psychology’s view of learning finds its roots

observed or measured, is not a cause of the behavior but the re-

in the work of John Watson
 (1878–1958). Watson founded the

sult of deprivation. To explain what the bird does, you need not

school of psychology known as behaviorism
 . For nearly 50 years,

understand anything about its inner psychological states—you

American psychology was dominated by the behaviorist tra-

need only understand the principles of learning that allow the

dition expressed in Watson’s 1919 book, Psychology from the


bird to acquire the association between behavior and reward.


Standpoint of a Behaviorist.
 Watson argued that introspection—

This is the essence of Skinner’s brand of behaviorism.

people’s verbal reports of sensations, images, and feelings—was

This brand of behaviorism originated by Skinner served


not
 an acceptable means of studying behavior because it was

as the original philosophical cornerstone of behavior analysis,


too subjective. How could scientists verify the accuracy of such

the area of psychology that focuses on discovering environ-

private experiences? But once introspection has been rejected,

mental determinants of learning and behavior (Cooper et al.,

what should the subject matter of psychology be? Watson’s

2007). In general, behavior analysts attempt to discover regu-

answer was observable behavior.
 In Watson’s words, “States

larities in learning that are universal, occurring in all types

of consciousness, like the so-called phenomenon of spiritual-

of animal species, including humans, under comparable situa-

ism, are not objectively verifiable and for that reason can never

tions. That is why studies with nonhuman animals have been

become data for science” (Watson, 1919, p. 1). Watson also

so critical to progress in this area. Complex forms of learning

defined the chief goal of psychology as “the prediction and

control of behavior” (Watson, 1913, p. 158).


B. F. Skinner
 (1904–1990) adopted Watson’s cause and ex-


habituation
 A decrease in a behavioral response when a stimulus is

panded his agenda. Skinner began the research that would lead

presented repeatedly.

him to formulate this position when, after reading Watson’s


sensitization
 An increase in behavioral response when a stimulus is

1924 book Behaviorism,
 he began his graduate study in psy-

presented repeatedly.

chology at Harvard. Over time, Skinner formulated a position


behavior analysis
 The area of psychology that focuses on the

known as radical behaviorism
 . Skinner embraced Watson’s

environmental determinants of learning and behavior.
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represent combinations and elaborations of simpler processes

and not qualitatively different phenomena. In the sections that

follow, we consider classical conditioning and operant condi-

tioning—two simple forms of learning that give rise to quite

complex behaviors.


Stop
 and
 Review


What is meant by the learning-performance distinction?

What is the definition of habituation?

Why did Watson emphasize the study of observable

behavior?

Physiologist Ivan Pavlov (shown here with his research team)

What is a major goal of behavior analysis?

observed classical conditioning while conducting research on


Study
 and Review
 on MyPsychLab


digestion. What were some of Pavlov’s major contributions to

the study of this form of learning?


CLASSICAL CONDITIONING:


To produce these secretions, Pavlov’s assistants put meat

powder into the dogs’ mouths. After repeating this procedure


LEARNING PREDICTABLE


a number of times, Pavlov observed an unexpected behavior

in his dogs—they salivated before
 the powder was put in their


SIGNALS


mouths! They would start salivating at the mere sight of the

food and, later, at the sight of the assistant who brought the

Imagine once more that you are watching that horror movie.

food or even at the sound of the assistant’s footsteps. Indeed,

Why does your heart race when the sound track signals trouble

any stimulus that regularly preceded the presentation of

for the hero? Somehow your body has learned to produce a

food came to elicit salivation. Quite by accident, Pavlov had

physiological response (a racing heart) when one environmen-

observed that learning may result from two stimuli becoming

tal event (for example, scary music) is associated with another

associated with each other.

(scary visual events). This type of learning is known as classical


Fortunately, Pavlov had the scientific skills and curios-


conditioning,
 a basic form of learning in which one stimulus

ity to begin a rigorous attack on this surprising phenomenon.

or event predicts the occurrence of another stimulus or event.

He ignored the advice of the great physiologist of the time, Sir

The organism learns a new association
 between two stimuli—a

Charles Sherrington, suggesting he give up his foolish investi-

stimulus that did not previously elicit the response and one

gation of “psychic” secretions. Instead, Pavlov abandoned his

that naturally elicited the response. As you shall see, the innate

work on digestion and, in so doing, changed the course of psy-

capacity to quickly associate pairs of events in your environ-

chology forever (Pavlov, 1928). For the remainder of Pavlov’s

ment has profound behavioral implications.

life, he continued to search for the variables that influence

classically conditioned behavior. Classical conditioning is also

called Pavlovian conditioning
 because of Pavlov’s discovery of


Pavlov’s Surprising Observation


the major phenomena of conditioning and his dedication to

tracking down the variables that influence it.

The first rigorous study of classical conditioning was the result

Pavlov’s considerable research experience allowed him to

of what may well be psychology’s most famous accident. The

follow a simple and elegant strategy to discover the conditions

Russian physiologist Ivan Pavlov
 (1849–1936) did not set

necessary for his dogs to be conditioned to salivate. As shown

out to study classical conditioning or any other psychological

in Figure 6.1
 on page 148, dogs in his experiments were first

phenomenon. He happened on classical conditioning while

placed in a restraining harness. At regular intervals, a stimulus

conducting research on digestion, for which he won a Nobel

such as a tone was presented, and a dog was given a bit of food.

Prize in 1904.

Importantly, the tone had no prior meaning for the dog with

Pavlov had devised a technique to study digestive proc-

respect to food or salivation. As you might imagine, the dog’s

esses in dogs by implanting tubes in their glands and digestive

first reaction to the tone was only an orienting response
 —the

organs to divert bodily secretions to containers outside their

dog pricked its ears and moved its head to locate the source of

bodies so that the secretions could be measured and analyzed.

the sound. However, with repeated trials in which the tone pre-

ceded the food, the orienting response stopped and salivation

began. What Pavlov had observed in his earlier research was


Watch
 the Video
 The Basics 1: Classical Conditioning and Learning


no accident: The phenomenon could be replicated under con-


Predictable Signals
 on MyPsychLab


trolled conditions. Pavlov demonstrated the generality of this


classical conditioning
 A type of learning in which a behavior

effect by using a variety of other stimuli ordinarily neutral with

(conditioned response) comes to be elicited by a stimulus

respect to salivation, such as lights and ticking metronomes.

(conditioned stimulus) that has acquired its power through an

association with a biologically significant stimulus (unconditioned

The main features of Pavlov’s classical conditioning pro-

stimulus).

cedure are illustrated in Figure 6.2
 on page 148. At the core

Classical Conditioning: Learning Predictable Signals
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FIGURE 6.1
 Pavlov’s Original Procedure

In his original experiments, Pavlov used a variety of stimuli such as tones, bells, lights, and metronomes to serve as neutral stimuli.

The experimenter presented one of these neutral stimuli and then the food powder. The dog’s saliva was collected through a tube.


Before conditioning


Salivation

Food

Automatically

elicits

Unconditioned stimulus (UCS)

Unconditioned response (UCR)

No salivation

Tone

Conditioned stimulus (CS)

No response or irrelevant response


During conditioning


Salivation

Tone

Food

Followed by

Elicits

Conditioned stimulus (CS)

Unconditioned stimulus (UCS)

Unconditioned response (UCR)


After conditioning


Salivation

Tone

Elicits

Conditioned stimulus (CS)

Conditioned response (CR)


FIGURE 6.2
 Basic Features of Classical Conditioning

Before conditioning, the unconditioned stimulus (UCS) naturally elicits the unconditioned response (UCR). A neutral stimulus, such as a tone, has no eliciting effect. During conditioning, the neutral stimulus is paired with the UCS. Through its association with the UCS, the neutral stimulus becomes a conditioned stimulus (CS) and elicits a conditioned response (CR) that is similar to the UCR.
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FIGURE 6.3
 Acquisition, Extinction,

(1)

(2)

Rest

(3)

ong)

and Spontaneous Recovery in

Acquisition

Extinction

period

Spontaneous

(Str

Classical Conditioning

(CS + UCS)

(CS alone)

recovery

(CS alone)

During acquisition (CS UCS), the strength

of the CR increases rapidly. During extinction,

when the UCS no longer follows the CS, the

strength of the CR drops to zero. The CR may

reappear after a brief rest period, even when the


ength of the CR


UCS is still not presented. The reappearance of


Str


the CR is called spontaneous recovery.

eak)

(W

(Time

)


Trials


of classical conditioning are reflex
 responses such as salivation,


Processes of Conditioning


pupil contraction, knee jerks, or eye blinking. A reflex
 is a

Pavlov’s original experiments inspired extensive study of

response that is naturally triggered— elicited
 —by specific stimuli

how classically conditioned responses appear and disappear.

that are biologically relevant for the organism. Any stimulus,

In this section, we consider several important conclusions

such as the food powder used in Pavlov’s experiments, that

researchers have reached about the basic processes of clas-

naturally elicits a reflexive behavior is called an unconditioned


sical conditioning. These conclusions have emerged from


stimulus (UCS)
 because learning is not a necessary condition

hundreds of different studies across a wide range of animal

for the stimulus to control the behavior. The behavior elicited

species.

by the unconditioned stimulus is called the unconditioned



response (UCR).



Acquisition and Extinction



Figure 6.3
 displays a hypothet-

In Pavlov’s experiments, the stimuli such as lights and

ical classical conditioning experiment. The first panel displays

tones did not originally trigger the reflex response of salivation.


acquisition,
 the process by which the CR is first elicited and

However, over time each neutral stimulus was repeatedly paired

gradually increases in frequency over repeated trials. In gen-

with the unconditioned stimulus. This neutral stimulus is

eral, the CS and UCS must be paired several times before the

called the conditioned stimulus (CS):
 Its power to elicit behav-

CS reliably elicits a CR. With systematic CS–UCS pairings, the

ior is conditioned
 on its association with the UCS. After several

CR is elicited with increasing frequency, and the organism may

trials, the CS will produce a response called the conditioned


be said to have acquired a conditioned response.


response (CR).
 The conditioned response is whatever response

In classical conditioning, as in telling a good joke, timing


the conditioned stimulus elicits as a product of learning—you

is critical. The CS and UCS must be presented closely enough

will see several examples as this section unfolds. Let’s review.

in time to be perceived by the organism as being related. (We

Nature provides the UCS–UCR connections, but the learning

will describe an exception to this rule in a later section on taste-


produced by classical conditioning creates the CS–CR connec-


aversion learning
 .) Researchers have studied four temporal

tion. The conditioned stimulus acquires some of the power to

patterns between the two stimuli, as shown in Figure 6.4
 on

influence behavior that was originally limited to the uncondi-

page 150 (Hearst, 1988). The most widely used type of con-

tioned stimulus. Let’s now look in more detail at the basic proc-

ditioning is called delay conditioning,
 in which the CS comes

esses of classical conditioning.

on prior to and stays on at least until the UCS is presented.

In trace conditioning,
 the CS is discontinued or turned off be-

fore the UCS is presented. Trace
 refers to the memory that


Watch
 the Video
 Classic Footage of Pavlov
 on MyPsychLab


the organism is assumed to have of the CS, which is no longer


reflex
 An unlearned response elicited by specific stimuli that have

present when the UCS appears. In simultaneous conditioning,


biological relevance for an organism.

both the CS and UCS are presented at the same time. Finally,


unconditioned stimulus (UCS)
 In classical conditioning, the stimulus

in the case of backward conditioning,
 the CS is presented after

that elicits an unconditioned response.

the UCS.


unconditioned response (UCR)
 In classical conditioning, the response

Conditioning is usually most effective in a delayed

elicited by an unconditioned stimulus without prior training or

conditioning paradigm, with a short interval between the onsets

learning.

of the CS and UCS. However, the exact time interval between


conditioned stimulus (CS)
 In classical conditioning, a previously neutral

the CS and the UCS that will produce optimal conditioning

stimulus that comes to elicit a conditioned response.

depends on several factors, including the intensity of the CS


conditioned response (CR)
 In classical conditioning, a response elicited

and the response being conditioned. Let’s focus on the response

by some previously neutral stimulus that occurs as a result of

being conditioned. For muscular responses, such as eye blinks,

pairing the neutral stimulus with an unconditioned stimulus.

a short interval of a second or less is best. For visceral responses,


acquisition
 The stage in a classical conditioning experiment during

which the conditioned response is first elicited by the conditioned

such as heart rate and salivation, however, longer intervals of

stimulus.

5 to 15 seconds work best.

Classical Conditioning: Learning Predictable Signals
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Delay Conditioning



Trace Conditioning



Simultaneous Conditioning



Backward Conditioning


The onset of the CS (tone) precedes

The onset of the CS (tone) precedes

The CS (tone) and the UCS (food

The onset of the UCS (food powder)

the onset of the UCS (food powder)

the onset of the UCS (food powder),

powder) occur at the same time

precedes the onset of the CS (tone)

and the tone goes off before the

food powder begins

CS

CS

CS

CS

UCS

UCS

UCS

UCS

Time

Time

Time

Time

= tuning fork

= food bowl/food powder


FIGURE 6.4
 Four Variations of the CS–UCS Temporal Arrangement in Classical Conditioning

Researchers have explored the four possible timing arrangements between the CS and UCS. Conditioning is generally most effective in a delay conditioning paradigm with a short interval between the onsets of the CS and UCS.

From Baron, Robert A., Psychology
 , 5th Edition., © 2001. Printed and electronically reproduced by permission of Pearson Education Inc., Upper Saddle River, New Jersey.

Conditioning is generally poor with a simultaneous


Stimulus Generalization


Suppose we have taught a dog that

procedure and very poor with a backward procedure. Evidence

presentation of a tone of a certain frequency predicts food pow-

of backward conditioning may appear after a few pairings

der. Is the dog’s response specific to only that stimulus? If you

of the UCS and CS but disappear with extended training as

think about this question for a moment, you will probably not be

the animal learns that the CS is followed by a period free of

surprised that the answer is no. In general, once a CR has been

the UCS. In both cases, conditioning is weak because the CS

conditioned to a particular CS, similar stimuli may also elicit the

does not actually predict the onset of the UCS. (We will return

response. For example, if conditioning was to a high-frequency

to the importance of predictability, or contingency,
 in the next

tone, a slightly lower tone could also elicit the response. A child

section.)

bitten by a big dog is likely to respond with fear even to smaller

But what happens when the CS (for example, the tone)

dogs. This automatic extension of responding to stimuli that

no longer predicts the UCS (the food powder)? Under those

have never been paired with the original UCS is called stimulus


circumstances, the CR (salivation) becomes weaker over


generalization.
 The more similar the new stimulus is to the

time and eventually stops occurring. When the CR no longer

original CS, the stronger the response will be. When response

appears in the presence of the CS (and the absence of the

strength is measured for each of a series of increasingly dissimi-

UCS), the process of extinction
 is said to have occurred (see

lar stimuli along a given dimension, as shown in Figure 6.5
 , a

Figure 6.3, panel 2). Conditioned responses, then, are not


generalization gradient
 is found.

necessarily a permanent aspect of the organism’s behavio-

The existence of generalization gradients should suggest

ral repertory. However, the CR will reappear in a weak form

to you the way classical conditioning serves its function in

when the CS is presented alone again after extinction (see

everyday experience. Because important stimuli rarely occur

Figure 6.3, panel 3). Pavlov referred to this sudden reap-

in exactly the same form every time in nature, stimulus

pearance of the CR after a rest period, or time-out, without

generalization builds in a similarity safety factor by extend-

further exposure to the UCS as spontaneous recovery
 after

ing the range of learning beyond the original specific experi-

extinction.

ence. With this feature, new but comparable events can be

When the original pairing is renewed, postextinction, the

CR becomes rapidly stronger. This more rapid relearning is an

instance of savings:
 Less time is necessary to reacquire the re-

sponse than to acquire it originally. Thus some of the original


extinction
 In conditioning, the weakening of a conditioned association

conditioning must be retained by the organism even after ex-

in the absence of a reinforcer or unconditioned stimulus.

perimental extinction appears to have eliminated the CR. In


spontaneous recovery
 The reappearance of an extinguished

other words, extinction has only weakened performance, not

conditioned response after a rest period.

wiped out the original learning. This is why the original defini-


stimulus generalization
 The automatic extension of conditioned

tion of learning emphasized the distinction between learning

responding to similar stimuli that have never been paired with the

and performance.

unconditioned stimulus.
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40

For an organism to perform optimally in an environment,

35

the processes of generalization and discrimination must strike


s


Training frequency

a balance. You don’t want to be overselective—it can be quite

30

costly to miss the presence of a predator. You also don’t want

25


response


to be overresponsive—if you are fearful of every shadow, you

will waste time and energy to dispel your worry. Classical con-

20

ditioning provides a mechanism that allows creatures to react

15

efficiently to the structure of their environments.


nt of total
 10


Perce
 5


Focus on Acquisition


0

In this section, we will examine more closely the conditions

500

1000

2000

3000

4000

that are necessary for classical conditioning to take place.


Frequency (in hertz)


So far, I have described
 the acquisition of classically con-

ditioned responses, but I have not yet explained
 it. Pavlov


FIGURE 6.5
 Stimulus Generalization Gradients

believed that classical conditioning resulted from the mere

Rabbits were trained so that they produced a conditioned

pairing of the CS and the UCS. In his view, if a response is

response (they closed their outer eyelid) when they heard

to be classically conditioned, the CS and the UCS must occur

a 1000 hertz tone (Siegel et al., 1968). During an extinction

close together in time—that is, be temporally contiguous.
 But

phase, the rabbits were tested on the training tone as well as

as you will see next, contemporary research has modified

tones that varied in distance from that tone. Tones more similar

that view.

to the training tone produced more conditioned responses than

Pavlov’s theory dominated classical conditioning until the

those further away.

mid-1960s, when Robert Rescorla
 (1966) conducted a very

Data from Siegel, S., Hearst, E., George, N., & O’Neal, E. (1968).

telling experiment using dogs as subjects. Rescorla designed an

Generalization gradients obtained from individual subjects following classical

experiment using a tone (the CS) and a shock (the UCS). For

conditioning. Journal of Experimental Psychology, 78,
 171–174.

one group of animals the CS and UCS were merely contiguous—

which, if Pavlov were correct, would be sufficient to produce

classical conditioning. For the other group of animals, the tone

reliably predicted the presence of the shock.


F


recognized as having the same meaning, or behavioral signifi-


In the first phase of the experiment, Rescorla trained dogs
 eat


cance, despite apparent differences. For example, even when


ured



to jump a barrier from one side of a shuttlebox to the other


a predator makes a slightly different sound or is seen from a


to avoid an electric shock delivered through the grid floor
 Stud


different angle, its prey can still recognize and respond to it


(see
 Figure 6.6
 on page 152). If the dogs did not jump, they


quickly.


y



received a shock; if they did jump, the shock was postponed.



Rescorla used the frequency with which dogs jumped the



Stimulus Discrimination


In some circumstances, however,


barrier as a measure of fear conditioning.


it is important that a response be made to only a very small range

of stimuli. An organism should not, for example, exhaust itself

by fleeing too often from animals that are only superficially

similar to its natural predators. Stimulus discrimination
 is

the process by which an organism learns to respond differently

to stimuli that are distinct from the CS on some dimension

(for example, differences in hue or in pitch). An organism’s

discrimination among similar stimuli (tones of 1,000, 1,200,

and 1,500 Hz, for example) is sharpened with discrimina-

tion training in which only one of them (1,200 Hz, for exam-

ple) predicts the UCS and in which the others are repeatedly

presented without it. Early in conditioning, stimuli similar

to the CS will elicit a similar response, although not quite as

strong. As discrimination training proceeds, the responses to

the other, dissimilar stimuli weaken: The organism gradually

learns which event-signal predicts the onset of the UCS and

which signals do not.


stimulus discrimination
 A conditioning process in which an organism

Why might a child who has been frightened by one dog

learns to respond differently to stimuli that differ from the

conditioned stimulus on some dimension.

develop a fear response to all dogs?
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When the dogs were jumping across the barrier regularly,



Rescorla divided his subjects into two groups and subjected



them to another training procedure. To the random group,



the UCS (the shock) was delivered randomly and independ-



ently of the CS (the tone) (see
 Figure 6.7
 ). Although the CS



and the UCS often occurred close together in time—they



were, by chance, temporally contiguous—the UCS was as



likely to be delivered in the absence of the CS as it was in its



presence. Thus the CS had no predictive value. For the con-



tingency group, however, the UCS always followed the CS.



Thus, for this group, the sounding of the tone was a reliable



predictor of the delivery of the shock.



Once this training was complete, the dogs were put



back into the shuttlebox, but this time with a twist. Now



FIGURE 6.6
 A Shuttlebox


the tone used in the second training procedure occasion-


Rescorla used the frequency with which dogs jumped over


ally sounded, signaling shock. What happened?
 Figure 6.8
 ,


a barrier as a measure of fear conditioning.


indicates that dogs exposed to the contingent (predictable)



CS–UCS relation jumped more frequently in the presence



of the tone than did dogs exposed only to the contigu-


shock. However, when the light is subsequently presented alone,


ous (associated) CS–UCS relation. Contingency was critical


the rats do not appear to have learned that the light predicts the


for the signal to serve the dogs as a successful cue for


shock (Kamin, 1969). For these rats, the previous condition-


the shock.


ing to the tone in the first phase of the experiment blocked
 any

subsequent conditioning that could occur to the light. From

Thus, in addition to the CS being contiguous—occurring close

the rat’s point of view, the light may as well not have existed;

in time—with the UCS, the CS must also reliably predict
 the

it provided no additional information beyond that already

occurrence of the UCS in order for classical conditioning to

given by the tone. The requirement of informativeness explains

occur (Rescorla, 1988). This finding makes considerable sense.

why conditioning occurs most rapidly when the CS stands out

After all, in natural situations, where learning enables organ-

against the many other stimuli that may also be present in an

isms to adapt to changes in their environment, stimuli come in

environment. A stimulus is more readily noticed the more in-


clusters and not in neat, simple units, as they do in laboratory


tense
 it is and the more it contrasts
 with other stimuli.

experiments.

You can see that classical conditioning is more complex

There’s one last requirement for a stimulus to serve as a

than even Pavlov originally realized. A neutral stimulus

basis for classical conditioning: It must be informative
 in the

will become an effective CS only if it is both appropriately

environment. Consider an experimental situation in which rats

contingent and informative. But now let’s shift your attention

have learned that a tone predicts a shock. Now, a light is added

a bit. We want to identify real-life situations in which classical

into the situation so that both the light and tone precede the

conditioning plays a role.

A. Random group
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B. Contingency group
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FIGURE 6.7
 Rescorla’s Procedure for Demonstrating the Importance of Contingency

For the random group, 5-second tones (the CS) and 5-second shocks (the UCS) were distributed randomly through the experimental period. For the contingency group, the dogs experienced only the subset of tones and shocks that occurred in a predictive relationship (the onset of the CS preceded the onset of the UCS by 30 seconds or less). Only the dogs in the contingency group learned to associate the CS with the UCS.
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1.4

or danger—wins out over the knowledge that the stimulus is

CS has

really OK. Because classically conditioned responses are not

predictive

1.2

built up through conscious thought, they are also hard to elimi-

power

nate through conscious reasoning!


ond period


CS has no

1.0

One of the most extensively studied real-world products of

predictive

classical conditioning is fear conditioning
 (Hartley et al., 2011;

.8

power

Linnman et al., 2011). In the earliest days of behaviorism, John

Watson and his colleague Rosalie Rayner sought to prove that

.6

many fear responses could be understood as the pairing of a

neutral stimulus with something naturally fear provoking. To


esponses per 5-sec


.4

test their idea, they experimented on an infant who came to be

called Little Albert.

.2


Mean no. r


0


Fe


CS


Watson and Rayner (1920) trained Albert to fear a white
 atured



rat he had initially liked, by pairing its appearance with an



Successive 5-second periods



aversive UCS—a loud noise just behind him created by strik-



Stud



FIGURE 6.8
 The Role of Contingency


ing a large steel bar with a hammer. The unconditioned star-



y


in Classical Conditioning


tle response and the emotional distress to the noxious noise



formed the basis of Albert’s learning to react with fear to


The arrow indicates the onset and offset of the 5-second


the appearance of the white rat. His fear was developed


CS tone. Rescorla demonstrated that dogs trained under


in just seven conditioning trials. The emotional conditioning


the contingent CS–UCS relation showed more jumping (and


was then extended to behavioral conditioning when Albert


thus conditioned fear) in the presence of the tone than did


learned to escape from the feared stimulus. The infant’s


dogs trained under the contiguous but noncontingent


learned fear then generalized to other furry objects, such as


CS–UCS relation.


a rabbit, a dog, and even a Santa Claus mask!



Applications of Classical Conditioning


Albert’s mother, a wet nurse at the hospital where the study

Your knowledge of classical conditioning can help you under-

was conducted, took him away before the researchers could

stand significant everyday behavior. In this section, we help you

try to treat the experimentally conditioned fear. As you’ll

recognize some real-world instances of emotions and preferences

recall from Chapter 2, researchers in psychology are guided by

as the products of this form of learning. We also explore the role

important ethical principles. Those principles make them look

classical conditioning plays in the unfolding of drug addiction.

back at Watson and Rayner’s experiment with grave discom-

fort: No ethical researcher would ever replicate an experiment


Emotions and Preferences


Earlier we asked you to think

of this type.

about your experience at a horror movie. In that case, you

Because Watson and Rayner never made Albert’s true

(unconsciously) learned an association between scary music

identity public, people have always wondered what happened

(the CS) and certain likely events (the UCS—the kinds of

to him in later life. One team of researchers carried out some

things that happen in horror movies that cause reflexive revul-

detective work with archival materials (Beck et al., 2009). Based

sion). If you pay careful attention to events in your life, you

will discover that there are many circumstances in which you

can’t quite explain why you are having such a strong emotional

reaction or why you have such a strong preference about some-

thing. You might take a step back and ask yourself, “Is this the

product of classical conditioning?”

Consider these situations (Rozin & Fallon, 1987; Rozin

et al., 1986):

t Do you think you’d be willing to eat fudge that had been

formed into the shape of dog feces?

t Do you think you’d be willing to drink a sugar-water

solution if the sugar was drawn from a container that you

knew was incorrectly labeled poison?

t Do you think you would be willing to drink apple juice

into which a sterilized cockroach had been dipped?

If each of these situations makes you say “No way!” you are not

alone. The classically conditioned response—feelings of disgust

How did John Watson and Rosalie Rayner condition Little


Watch
 the Video
 Classic Footage of Little Albert
 on MyPsychLab


Albert to fear small, furry objects?
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on that work, they have argued that Albert was an infant whose


Learning to be a Drug Addict


Consider this scenario. A

actual name was Douglas Meritte who, quite unfortunately,

man’s body lies in a Manhattan alley, a half-empty syringe dan-

died in 1925. However, other researchers remain unconvinced

gling from his arm. Cause of death? The coroner called it an

by that identification (Powell, 2011).

overdose, but the man had ordinarily shot up far greater doses

Fear conditioning has a powerful impact on people’s lives.

than the one that had supposedly killed him. This sort of inci-

A single traumatic event can condition you to respond with

dent baffled investigators. How could an addict with high drug

strong physical, emotional, and cognitive reactions—perhaps

tolerance die of an overdose when he didn’t even get a full hit?

for a lifetime. We will see in Chapter 15 that therapists have

You now have the concepts to understand a complete

designed treatments for these types of fears that are intended to

version of the explanation we summarized in Chapter 5, on

counter the effects of classical conditioning.

page 136. Some time ago, Pavlov (1927) and later his colleague

We don’t want to leave you with the impression that only

Bykov (1957) pointed out that tolerance to opiates can develop

negative responses are classically conditioned. In fact, we sus-

when an individual anticipates the pharmacological action of a

pect that you will also be able to interpret responses of hap-

drug. Contemporary researcher Shepard Siegel
 refined these

piness or excitement as instances of classical conditioning.

ideas. Siegel suggested that the setting in which drug use occurs

Certainly toilers in the advertising industry hope that clas-

acts as a conditioned stimulus for a situation in which the body

sical conditioning works as a positive force. They strive, for

learns to protect itself by preventing the drug from having its

example, to create associations in your mind between their

usual effect. When people take drugs, the drug (UCS) brings

products (for example, jeans, sports cars, and soft drinks) and

about certain physiological responses to which the body re-

passion. They expect that elements of their advertisements—

sponds with countermeasures intended to reestablish home-

“sexy” individuals or situations—will serve as the UCS to

ostasis (see Chapter 3). The body’s countermeasures to the

bring about the UCR—feelings of sexual arousal. The hope

drug are the unconditioned response (UCR). Over time, this

then is that the product itself will be the CS, so that the feel-


compensatory response
 also becomes the conditioned response.

ings of arousal will become associated with it. To find more

That is, in settings ordinarily associated with drug use (the

examples of the classical conditioning of positive emotions,

CS), the body physiologically prepares itself (the CR) for the

you should monitor your life for circumstances in which you

drug’s expected effects. Tolerance arises because, in that set-

have a rush of good feelings when you return, for instance, to

ting, the individual must consume an amount of the drug that

a familiar location.

overcomes the compensatory response before starting to get

How do advertisers exploit classical conditioning to make you feel “passion” toward their products?
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any “positive” effect. Increasingly larger doses are needed as the

such as snakes and spiders that provided dangers over the course

conditioned compensatory response itself grows.

of human evolution. Here, we consider an important phenom-

Siegel tested these ideas in his laboratory by creating toler-

enon called taste-aversion learning
 that provides an example of

ance to heroin in laboratory rats.

biological constraints on classical conditioning.

Imagine the strategy you might devise for tasting a variety


F


of unfamiliar substances. If you had the genetic endowment of


ea



In one study, Siegel and his colleagues classically condi-


rats, you would be very cautious in doing so. When presented


tured



tioned rats to expect heroin injections (UCS) in one setting


with a new food or flavor, rats take only a very small sample.


Stud



(CS ) and dextrose (sweet sugar) solution injections in a dif-


Only if it fails to make them sick will they go back for more.


1



ferent setting (CS ) (Siegel et al., 1982). In the first phase


To flip that around, suppose we include a substance with the


y



2



of training, all rats developed heroin tolerance. On the test


new flavor that does make the rats ill—they’ll never consume


day, all animals received a larger-than-usual dose of heroin—


that flavor again. This phenomenon is known as taste-aversion



nearly twice the previous amount. Half of them received it in



learning.
 You can see why having this genetic capacity to sam-


the setting where heroin had previously been administered;


ple and learn which foods are safe and which are toxic could


the other half received it in the setting where dextrose solu-


have great survival value.


tions had been given during conditioning. Twice as many


Taste-aversion learning is an enormously powerful mech-


rats died in the dextrose-solution setting as in the usual her-


anism. Unlike most other instances of classical conditioning,


oin setting: 64 percent versus 32 percent!


taste aversion is learned with only one pairing of a CS (the novel

flavor) and its consequences (the result of the underlying UCS—

the element that actually brings about the illness). This is true

Presumably, those receiving heroin in the usual setting were

even with a long interval, 12 hours or more, between the time the

more prepared for this potentially dangerous situation because

rat consumes the substance and the time it becomes ill. Finally,

the context (CS ) brought about a physiological response (CR)

unlike many classically conditioned associations that are quite

1

that countered the drug’s typical effects.

fragile, this one is permanent after one experience. Again, to un-

To find out if a similar process might operate in humans,

derstand these violations of the norms of classical conditioning,

Siegel and a colleague interviewed heroin addicts who had

consider how dramatically this mechanism aids survival.

come close to death from supposed overdoses. In 7 out of 10


John Garcia,
 the psychologist who first documented taste-

cases, the addicts had been shooting up in a new and unfa-

aversion learning in the laboratory, and his colleague Robert

miliar setting (Siegel, 1984). Although this natural experiment

Koelling used this phenomenon to demonstrate that, in general,

provides no conclusive data, it suggests that a dose for which

animals are biologically prepared to learn certain associations.

an addict has developed tolerance in one setting may become

The researchers discovered that some CS–UCS combinations

an overdose in an unfamiliar setting. This analysis allows us

can be classically conditioned in particular species of animals,

to suggest that the addict we invoked at the beginning of this

but others cannot.

section might have died because he was shooting up in an

unfamiliar setting.


F



In phase 1 of Garcia and Koelling’s experiment, thirsty rats
 ea


Although we have mentioned research with heroin, classical


tured



were first familiarized with the experimental situation in


conditioning is an important component to tolerance for a variety


which licking a tube produced three CSs: saccharin-flavored
 Stud


of drugs, including alcohol (S. Siegel, 2005). Thus the same prin-


water, noise, and bright light. In phase 2, when the rats


ciples Pavlov observed for dogs, bells, and salivation help explain


y



licked the tube, half of them received only the sweet water


some of the mechanisms underlying human drug addiction.


and half received only the noise, light, and plain water. Each



of these two groups was again divided: Half of each group



was given electric shocks that produced pain, and half was



Biological Constraints



given X-ray radiation that produced nausea and illness.



The amount of water drunk by the rats in phase 1 was


In the examples of classical conditioning you’ve seen so far, it


compared with the amount drunk in phase 2, when pain and


seems that more or less any conditioned stimulus (such as a


illness were involved (see
 Figure 6.9
 on page 156). Big reduc-


tuning fork) can work to signal more or less any unconditioned


tions in drinking occurred when flavor was associated with


stimulus (such as food). However, some instances of condition-


illness (taste aversion) and when noise and light were associ-


ing depend not only on the relationship between stimuli and


ated with pain. However, there was little change in behavior


behavior but also on the way an organism is genetically pre-


under the other two conditions—when flavor predicted pain


disposed toward stimuli in its environment. Animals appear to


or when the “bright-noisy water” predicted illness.


have encoded, within their genetic inheritance, the types of sen-

sory cues—taste, smell, or appearance—that are most likely to

signal dimensions of reward or danger. In those circumstances,

The pattern of results suggests that rats have an inborn bias

researchers say that organisms have biological preparedness:


to associate particular stimuli with particular consequences

A particular species has evolved so that the members require

(Garcia & Koelling, 1966).

less learning experience than normal to acquire a conditioned

response. Experimenters who try arbitrarily to break these

genetic links will look forward to little success. In Chapter 14,


taste-aversion learning
 A biological constraint on learning in which

we will see that researchers believe humans are biologically pre-

an organism learns in one trial to avoid a food whose ingestion is

pared to acquire intense fears—known as phobias
 —to stimuli

followed by illness.
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water. Despite their initial dislike for warm water, they now


Bright-noisy water


mostly drank water at that temperature. In later experi-


Saccharine water


ments, the researchers introduced the novel flavor of sac-



e



charin. Rats that got sick after drinking water that was both


100


cold and sweet acquired an aversion to both components



of the novel stimulus: They subsequently avoided both cold



luid intak
 80


water and warm saccharin.


60

You can see how these experiments extend the concept of bi-

40

ological preparedness. Food has both taste and temperature.


ge of normal f


When illness is associated with either dimension, rats swiftly

20

acquire conditioned aversions.


Percenta
 0

Radiation

Shock


FIGURE 6.9
 Inborn Bias


Stop
 and
 Review


Results from Garcia and Koelling’s study (1966) showed that

What is the role of reflexive behaviors in classical

rats possess an inborn bias to associate certain cues with

certain outcomes. Rats avoided saccharin-flavored water when

conditioning?

it predicted illness but not when it predicted shock. Conversely,

What is the difference between the UCS and the CS?

rats avoided the “bright-noisy water” when it predicted shock

What is meant by stimulus discrimination?

but not when it predicted illness.

Why is contingency so important in classical

conditioning?

What is the conditioned response when classical

conditioning plays a role in drug addiction?

Researchers have put knowledge of the mechanisms of

What makes taste-aversion learning unusual as a

taste-aversion learning to practical use. To stop coyotes from

killing sheep (and sheep ranchers from shooting coyotes), John

conditioned response?

Garcia and colleagues have put toxic lamb burgers wrapped in


Study
 and Review
 on MyPsychLab


sheep fur on the outskirts of fenced-in areas of sheep ranches.

The coyotes that eat these lamb burgers get sick, vomit, and


CRITICAL THINKING


Consider the experiment that dem-

develop an instant distaste for lamb meat. Their subsequent

onstrated conditioned heroin tolerance in rats. Why were the

disgust at the mere sight of sheep makes them back away from

rats given twice the normal dose of heroin on the test day?

the animals instead of attacking.

In the classic research on taste-aversion learning, research-

ers paired novel flavors with substances that made the rats feel

ill. However, other aspects of gustatory experience also yield

conditioned aversions, including the temperature of the food.


OPERANT CONDITIONING:



F



LEARNING ABOUT



ea



In a preliminary experiment, 20 rats had the opportunity



tured



to drink from two bottles containing water at either 50° F



CONSEQUENCES



Stud



or 104° F (Smith et al., 2010). The rats showed a consist-



ent preference for the cold water over the warm water. In


Let’s return to the movie theater. The horror film is now over,


y



the next experiment, 16 rats were split into two groups.


and you peel yourself off your seat. Your companion asks you


After drinking cold water, one group was injected with a


if you’re hoping that a sequel will be made. You respond, “I’ve


substance that made the rats ill; the other group received


learned that I shouldn’t go to horror films.” You’re probably


a saline injection that had no negative effect. The rats that


right, but what kind of learning is this? Once again our answer


became ill now showed a conditioned aversion to the cold


begins around the turn of the 20th century.

How have researchers

used taste-aversion condi-

tioning to prevent coyotes

from killing sheep?
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Psychology in Your Life



HOW DOES CLASSICAL CONDITIONING AFFECT CANCER TREATMENT?


Medical researchers have made great strides in developing

beyond treatment (Cameron et al., 2001). The participants

more effective treatments to combat cancers. Many of

were asked to reflect over the past six months to indicate

those treatments involve chemotherapy, drug treatments

whether they “had noticed any smell or odor (anything [they

that kill or greatly weaken cancer cells. People who undergo

had] seen / places [they had] gone to; any foods or drinks)”

chemotherapy often experience negative consequences such

that had reminded them of treatment and made them “feel

as fatigue and nausea. You might assume that those side

good or bad emotionally or physically” (p. 72). More than

effects would arise from the direct action of the chemotherapy

half of the participants—55 percent—reported lingering bad

drugs. Although that is partially the case, research suggests

responses that were triggered by stimuli associated with

that processes of classical conditioning contribute greatly to

their chemotherapy. The researchers suggest that these

the persistence of those side effects over time (Bovbjerg,

persistent responses were the result of classically conditioned

2006: Stockhorst et al., 2006).

associations between various aspects of the chemotherapy

Let’s consider the concrete example of anticipatory nausea
 :

experience (the CS) and the drug infusions (the UCS).

Circumstances in which, over the course of cancer treatment,

As you’ve seen, research evidence strongly suggests that

patients’ nausea and vomiting begin even before they receive

processes of classical conditioning amplify the negative effects

the chemotherapy drugs. Classical conditioning explains why this

of chemotherapy. The studies give researchers a context in

happens. The chemotherapy drugs serve as the unconditioned

which they can begin to design treatments. Some researchers

stimulus (UCS) producing posttreatment nausea as an

have developed rat models of anticipatory nausea. Their goal

unconditioned response (UCR). Distinctive features of the clinic

is to develop drug treatments that will block the processes

environment serve as the conditioned stimulus (CS). Across visits

of classical conditioning, to prevent anticipatory nausea from

to the clinic, the CS becomes paired with the UCS. The result

developing (Chan et al., 2009; Ossenkopp et al., 2011). Other

is that patients experience anticipatory nausea as a conditioned

researchers have applied the types of behavioral therapies

response (CR) as soon as they arrived at the clinic. One study of

you will learn about in Chapter 15 (Roscoe et al., 2011). Those

214 patients found that about 10 percent developed anticipatory

therapies use psychological interventions to counteract the

nausea (Akechi et al., 2010). This situation had a measurable

initial classical conditioning. For example, patients might

negative impact on their quality of life.

acquire techniques that enable them to experience deep

Classical conditioning might also explain why some

relaxation—rather than nausea—in response to the conditioned

of the aftereffects of chemotherapy endure well after the

stimulus. Interventions of this type couldn’t eliminate the

end of treatment. Researchers surveyed a group of 273

negative consequences of chemotherapy but they could help

Hodgkin’s disease survivors who ranged from 1 to 20 years

stop those negative consequences from enduring over time.


The Law of Effect


button or loop) that in these stimulus circumstances (confine-

ment in the puzzle box) led to a desired outcome (momentary

At about the same time that Pavlov was using classical condi-

freedom). Note that the learning of these S–R connections oc-

tioning to induce Russian dogs to salivate to the sound of a bell,

curred gradually and automatically in a mechanistic way as the


Edward L. Thorndike
 (1874–1949) was watching American

animal experienced the consequences of its actions through

cats trying to escape from puzzle boxes (see Figure 6.10
 on

blind trial and error.
 Gradually, the behaviors that had satis-

page 158). Thorndike (1898) reported his observations and

fying consequences increased in frequency; they eventually

inferences about the kind of learning he believed was taking

became the dominant response when the animal was placed

place in his subjects. The cats at first only struggled against

in the puzzle box. Thorndike referred to this relationship be-

their confinement, but once some “impulsive” action allowed

tween behavior and its consequences as the law of effect:
 A

them to open the door “all the other unsuccessful impulses

response that is followed by satisfying consequences becomes

[were] stamped out and the particular impulse leading to the

more probable and a response that is followed by dissatisfying

successful act [was] stamped in by the resulting pleasure”

consequences becomes less probable.

(Thorndike, 1898, p. 13).

What had Thorndike’s cats learned? According to Thorn-

dike’s analysis, learning was an association between stimuli in

the situation and a response that an animal learned to make: a


law of effect
 A basic law of learning that states that the power of a stimulus


stimulus–response (S–R) connection.
 Thus the cats had learned

to evoke a response is strengthened when the response is followed by a

to produce an appropriate response (for example, clawing at a

reward and weakened when it is not followed by a reward.

Operant Conditioning: Learning about Consequences
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what effect they had on subsequent behavior. An operant


is any behavior that is emitted
 by an organism and can be

characterized in terms of the observable effects it has on the en-

vironment. Literally, operant
 means affecting the environment,


or operating on it (Skinner, 1938). Operants are not elicited
 by

specific stimuli as classically conditioned behaviors are. Pigeons

peck, rats search for food, babies cry and coo, some people ges-

ture while talking, and others stutter. The probability of these

behaviors occurring in the future can be increased or decreased

by manipulating the effects they have on the environment. If,

for example, a baby’s coo prompts desirable parental contact,

the baby will coo more in the future. Operant conditioning,

then, modifies the probability of different types of operant be-

havior as a function of the environmental consequences they

produce.

To carry out his new experimental analysis, Skinner in-

vented an apparatus that allowed him to manipulate the con-

sequences of behavior, the operant chamber.
 Figure 6.11
 shows


FIGURE 6.10
 A Thorndike Puzzle Box

how the operant chamber works. When, after having produced

To get out of the puzzle box and obtain food, Thorndike’s cat

an appropriate behavior defined by the experimenter, a rat

had to manipulate a mechanism to release a weight that would

presses a lever, the mechanism delivers a food pellet. This de-

then pull the door open.

vice allows experimenters to study the variables that allow rats

From Zimbardo/Johnson/McCann, Psychology: Core Concepts,
 © 2009.

to learn—or not to learn—the behaviors they define. For ex-

Reproduced by permission of Pearson Education, Inc.

ample, if a lever press produces a food pellet only after a rat

has turned a circle in the chamber, the rat will swiftly learn

(through a process called shaping
 that we will consider shortly)


Experimental Analysis of Behavior


to turn a circle before pressing the lever.

In many operant experiments, the measure of interest is

B. F. Skinner embraced Thorndike’s view that environmental

how much of a particular behavior an animal carries out in

consequences exert a powerful effect on behavior. Skinner out-

a period of time. Researchers record the pattern and total

lined a program of research whose purpose was to discover, by

amount of behavior emitted in the course of an experiment.

systematic variation of stimulus conditions, the ways that vari-

This methodology allowed Skinner to study the effect of rein-

ous environmental conditions affect the likelihood that a given

forcement contingencies on animals’ behavior.

response will occur:


A natural datum in a science of behavior is the


Food


probability that a given bit of behavior will occur at a


Pellet


given time. An experimental analysis deals with that


Lever

cup

dispenser


probability in terms of frequency or rate of responding.



. . . The task of an experimental analysis is to discover



all the variables of which probability of response is a



function. (Skinner, 1966, pp. 213–214)


Skinner’s analysis was experimental rather than

theoretical—theorists are guided by derivations and predictions

about behavior from their theories, but empiricists, such as

Skinner, advocate the bottom-up approach. They start with

the collection and evaluation of data within the context of an

experiment and are not theory driven.

To analyze behavior experimentally, Skinner developed


operant conditioning
 procedures, in which he manipulated

the consequences
 of an organism’s behavior in order to see


Watch
 the Video
 The Basics 2: Operant Conditioning and Learning



About Consequences
 on MyPsychLab



Watch
 the Video
 Classic Footage of B.F. Skinner and the Skinner Box


on MyPsychLab



FIGURE 6.11
 Operant Chamber


operant conditioning
 Learning in which the probability of a response

is changed by a change in its consequences.

In this specially designed apparatus, typical of those used

with rats, a press on the lever may be followed by delivery


operant
 Behavior emitted by an organism that can be characterized

in terms of the observable effects it has on the environment.

of a food pellet.
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Reinforcement Contingencies


that you find aversive
 (you seek to avoid them). The compo-

sitions of these classes of stimuli clearly are not the same for

A reinforcement contingency
 is a consistent relationship

all individuals: What is appetitive or aversive is defined by the

between a response and the changes in the environment that

behavior of the individual organism. Consider the strawberry.

it produces. Imagine, for example, an experiment in which a

Although many people find strawberries quite delicious, I find

pigeon’s pecking a disk (the response) is generally followed

strawberries virtually inedible. If you intend to use strawberries

by the presentation of grain (the corresponding change in

to change my behavior, it’s important to know that I find them

the environment). This consistent relationship, or reinforce-

aversive rather than appetitive.

ment contingency, will usually be accompanied by an increase

When a behavior is followed by the delivery of an

in the rate of pecking. For delivery of grain to increase only


appetitive stimulus, the event is called positive reinforcement.


the probability of pecking, it must be contingent only
 on the

Your pet rat will turn circles if a consequence of circle turning

pecking response—the delivery must occur regularly after that

is the delivery of desirable food. Humans will tell jokes if a

response but not after other responses, such as turning or bow-

consequence of their joke telling is a type of laughter they find

ing. Based on Skinner’s work, modern behavior analysts seek to

pleasurable.

understand behavior in terms of reinforcement contingencies.

When a behavior is followed by the removal of an aversive

Let’s take a closer look at what has been discovered about these

stimulus, the event is called negative reinforcement.
 For

contingencies.

example, I would be more likely to perform a behavior if it

would allow me to cease eating strawberries. There are two


Positive and Negative Reinforcers


Suppose you are now

general types of learning circumstances in which negative

captivated by the idea of getting your pet rat to turn a circle in

reinforcement applies. In escape conditioning,
 animals learn

its cage. To increase the probability of circle-turning behavior,

that a response will allow them to escape from an aversive

you would want to use a reinforcer,
 any stimulus that—when

stimulus. Raising an umbrella during a downpour is a common

made contingent on a behavior—increases the probability of

example of escape conditioning. You learn to use an umbrella

that behavior over time. Reinforcement
 is the delivery of a rein-

to escape the aversive stimulus of getting wet. In avoidance


forcer following a response.


conditioning,
 animals learn responses that allow them to

Reinforcers are always defined empirically, in terms of

avoid aversive stimuli before they begin. Suppose your car has

their effects on changing the probability of a response. If you

a buzzer that sounds when you fail to buckle your seat belt. You

look out at the world, you can probably find three classes of

will learn to buckle up to avoid the aversive noise.

stimuli: those toward which you are neutral, those that you

To distinguish clearly between positive and negative rein-

find appetitive
 (you have an “appetite” for them), and those

forcement, remember the following: Both positive reinforce-

ment and negative reinforcement increase
 the probability of the

response that precedes them. Positive reinforcement increases

response probability by the presentation of an appetitive stimu-

lus following a response; negative reinforcement does the same

in reverse, through the removal, reduction, or prevention of an

aversive stimulus following a response.

Recall that for classical conditioning, when the uncon-

ditioned stimulus is no longer delivered, the conditioned re-

sponse suffers extinction. The same rule holds for operant

conditioning—if reinforcement is withheld, operant extinc-



tion
 occurs. Thus, if a behavior no longer produces predictable

consequences, it returns to the level it was at before operant

conditioning—it is extinguished. You can probably catch your

own behaviors being reinforced and then extinguished.
 Have

you ever had the experience of dropping a few coins into a


reinforcement contingency
 A consistent relationship between a

response and the changes in the environment that it produces.


reinforcer
 Any stimulus that, when made contingent on a response,

increases the probability of that response.


positive reinforcement
 A behavior is followed by the presentation of an

appetitive stimulus, increasing the probability of that behavior.


negative reinforcement
 A behavior is followed by the removal of an

aversive stimulus, increasing the probability of that behavior.


escape conditioning
 A form of learning in which animals acquire a

response that will allow them to escape from an aversive stimulus.


avoidance conditioning
 A form of learning in which animals

acquire responses that allow them to avoid aversive stimuli before

they begin.


operant extinction
 When a behavior no longer produces predictable

What environmental contingencies might cause babies to smile

consequences, its return to the level of occurrence it had before

more often?

operant conditioning.
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soda machine and getting nothing in return? If you kicked


Discriminative Stimuli and Generalization


You are un-

the machine one time and your soda came out, the act of

likely to want to change the probability of a certain behavior

kicking would be reinforced. However, if the next few times,

at all times. Rather, you may want to change the probability

your kicking produced no soda, kicking would quickly be

of the behavior in a particular context. For example, you often

extinguished.

want to increase the probability that a child will sit quietly in

As with classical conditioning, spontaneous recovery
 is

class without changing the probability that he or she will be

also a feature of operant conditioning. Suppose you had rein-

noisy and active during recess. Through their associations with

forced a pigeon by providing food pellets when it pecked a key

reinforcement or punishment, certain stimuli that precede a

in the presence of a green light. If you discontinued the rein-

particular response—discriminative stimuli
 —come to set the

forcement, the pecking behavior would extinguish. However,

context for that behavior. Organisms learn that, in the pres-

the next time you put the pigeon back in the apparatus with

ence of some stimuli but not of others, their behavior is likely

the green light on, the pigeon would likely spontaneously peck

to have a particular effect on the environment. For example,

again. This is called spontaneous recovery. In human terms,

in the presence of a green street light, the act of crossing an

you might kick the soda machine again with a time lag after

intersection in a motor vehicle is reinforced. When the light

your initial extinction experiences.

is red, however, such behavior may be punished—it may

result in a traffic ticket or an accident. Skinner referred to the


Positive and Negative Punishment


You are probably fa-

sequence of discriminative stimulus–behavior–consequence as

miliar with another technique for decreasing the probability

the three-term contingency
 and believed that it could explain

of a response—punishment. A punisher
 is any stimulus that—

most human action (Skinner, 1953). Table 6.1
 describes how

when it is made contingent on a response—decreases the prob-

the three-term contingency might explain several different

ability of that response over time. Punishment
 is the delivery

kinds of human behavior.

of a punisher following a response. Just as we could identify

Under laboratory conditions, manipulating the conse-

positive and negative reinforcement, we can identify positive

quences of behavior in the presence of discriminative stimuli

punishment and negative punishment. When a behavior is fol-

can exert powerful control over that behavior. For example, a

lowed by the delivery of an aversive stimulus, the event is called

pigeon might be given grain after pecking a disk in the presence


positive punishment
 (you can remember positive
 because

of a green light but not a red light. The green light is a discrimi-

something is added to the situation). Touching a hot stove, for

native stimulus that sets the occasion for pecking; the red is a

example, produces pain that punishes the preceding response

discriminative stimulus that sets the occasion for not pecking.

so that you are less likely next time to touch the stove. When

Organisms learn quickly to discriminate between these condi-

a behavior is followed by the removal of an appetitive stimu-

tions, responding regularly in the presence of one stimulus and

lus, the event is referred to as negative punishment
 (you can

not responding in the presence of the other. By manipulating

remember negative
 because something is subtracted from the

the components of the three-term contingency, you can con-

situation). Thus when a parent withdraws a child’s allowance

strain a behavior to a particular context.

after she hits her baby brother, the child learns not to hit her

Organisms also generalize responses to other stimuli that

brother in the future. Which kind of punishment explains why

resemble the discriminative stimulus. Once a response has

you might stay away from horror movies?

been reinforced in the presence of one discriminative stimulus,

Although punishment and reinforcement are closely

a similar stimulus can become a discriminative stimulus for

related operations, they differ in important ways. A good

that same response. For example, pigeons trained to peck a disk

way to differentiate them is to think of each in terms of its ef-

in the presence of a green light will also peck the disk in the

fects on behavior. Punishment, by definition, always reduces


presence of lights that are lighter or darker shades of green than

the probability of a response occurring again; reinforcement,

the original discriminative stimulus. Similarly, you generalize

by definition, always increases
 the probability of a response

to different shades of green on stop lights as a discriminative

recurring. For example, some people get severe headaches after

stimulus for your “resume driving” behavior.

drinking caffeinated beverages. The headache is the stimulus

that positively punishes and reduces the behavior of drinking


Using Reinforcement Contingencies


Are you ready to

coffee. However, once the headache is present, people often

put your new knowledge of reinforcement contingencies to

take aspirin or another pain reliever to eliminate the headache.

work? Here are some considerations you might have:

The aspirin’s analgesic effect is the stimulus that negatively

reinforces the behavior of ingesting aspirin.

t How can you define the behavior that you would like to



reinforce or eliminate?
 You must always carefully target

the specific behavior whose probability you would like to


punisher
 Any stimulus that, when made contingent on a response,

change. Reinforcement should be contingent on exactly

decreases the probability of that response.

that behavior. When reinforcers are presented so that


positive punishment
 A behavior is followed by the presentation of an

they are not contingent, their presence has little effect

aversive stimulus, decreasing the probability of that behavior.

on behavior. For example, if a parent praises poor work


negative punishment
 A behavior is followed by the removal of an

as well as good efforts, a child will not learn to work

appetitive stimulus, decreasing the probability of that behavior.

harder in school—but because of the positive reinforce-


discriminative stimulus
 Stimulus that acts as a predictor of

ment, other behaviors are likely to increase. (What might

reinforcement, signaling when particular behaviors will result in

positive reinforcement.

those be?)

t How can you define the contexts in which a behavior is



three-term contingency
 The means by which organisms learn that, in

the presence of some stimuli but not others, their behavior is likely


appropriate or inappropriate?
 Remember that you rarely

to have a particular effect on the environment.

want to allow or disallow every instance of a behavior.
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Table 6.1 t
 The Three-Term Contingency: Relationships among Discriminative Stimuli, Behavior, and Consequences


Discriminative



Emitted Response



Stimulus



Stimulus



Consequence


1. Positive reinforcement:

Soft-drink machine

Put coin in slot

Get

A response in the presence of an effective

drink

signal produces the desired consequence.

This response increases.

2. Negative reinforcement (escape):

Heat

Fan

Escape from heat

An aversive situation is escaped from

oneself

by an operant response. This escape

response increases.

3. Positive punishment:

Attractive matchbox

Play with

Get burned or get

A response is followed by an

matches

caught and spanked

aversive stimulus. The response

is eliminated or suppressed.

4. Negative punishment:

Brussels sprouts

Refusal to eat them

No dessert

A response is followed by the removal

of an appetitive stimulus. The response

is eliminated or suppressed.

We suggested earlier, for example, that you might want

to increase the probability that a child will sit quietly in

class without changing the probability that he or she will

be noisy and active during recess. You must define the

discriminative stimuli and investigate how broadly the

desired response will be generalized to similar stimuli. If,

for example, the child learned to sit quietly in class, would

that behavior generalize to other “serious” settings?

t Have you unknowingly been reinforcing some behav-



iors?
 Suppose you want to eliminate a behavior. Try to

determine whether you can identify reinforcers for that

behavior. If so, you can try to extinguish the behavior by

eliminating those reinforcers. Imagine, for example, that a

young boy throws a large number of tantrums. You might

ask yourself, “Have I been reinforcing those tantrums by

paying the boy extra attention when he screams?” That

extra attention would count as a secondary gain
 from the

bad behavior (that is, the boy might have learned that

when he throws the tantrum, he’ll gain the extra atten-

tion). If this is the case, you can try to eliminate the tan-

trums by eliminating the reinforcement. Even better, you

can combine extinction with positive reinforcement of

more socially approved behaviors.

It’s important to be aware that the reinforcers parents produce

can make children’s conduct problems, such as tantrums,

more likely. In fact, parenting research has identified unknow-

ing reinforcement as one cause of serious behavior problems

How can parents use reinforcement contingencies to affect

in children. For example, Gerald Patterson and his colleagues

their children’s behavior?
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(Granic & Patterson, 2006) have outlined a coercion model
 for

you see how all the contingencies fit together to change both

antisocial behavior. Family observations suggest that children

the teen’s and the parents’ behaviors?

are put at risk when their parents issue threats in response

Let’s now take a look at the ways in which various objects

to small misbehaviors (such as whining, teasing, or yelling)

and activities may come to function as reinforcers.

without following through. At some moments, however, these

parents would issue harsh or explosive discipline toward

the same behaviors. The children appear to learn the lesson


Properties of Reinforcers


that relatively large acts of aggressive and coercive behavior

Reinforcers are the power brokers of operant conditioning:

are appropriate and necessary for achieving goals—leading to

They change or maintain behavior. Reinforcers have a number

a cycle of increase in the severity of the children’s antisocial

of interesting and complex properties. They can be learned

behavior.

through experience rather than be biologically determined and

The coercion model suggests that parents’ attempts to use

can be activities rather than objects. In some situations, even

punishment to affect children’s behavior are often ineffective.

ordinarily powerful reinforcers may not be enough to change a

There are other reasons that psychologists recommend against

dominant behavior pattern (in this case, we would say that the

punishment. For example, an abundance of data suggests

consequences were not actually reinforcers).

that physical punishment leads to negative child outcomes

(Gershoff & Bitensky, 2007). For example, one study involv-


Conditioned Reinforcers


When you came into the world,

ing over 1,000 children examined the relationship between

there were a handful of primary reinforcers,
 such as food

the amount of physical punishment the children received as

and water, whose reinforcing properties were biologically

15-month-olds and the behavior problems they displayed as

determined. Over time, however, otherwise neutral stimuli have

36-month-olds and as first graders (Mulvaney & Mebert,

become associated with primary reinforcers and now function

2007). To account for the fact that some children are more dif-

as conditioned reinforcers
 for operant responses. Conditioned

ficult than others—and, therefore, might be more likely to elicit

reinforcers can come to serve as ends in themselves. In fact, a

punishment—the analyses focused on changes in each child’s

great deal of human behavior is influenced less by biologically

behavior. The study demonstrated that, for both “easy” and

significant primary reinforcers than by a wide variety of

“difficult” children (as reported by their parents), the more the

conditioned reinforcers. Money, grades, smiles of approval,

children had been spanked early in life the more likely they

gold stars, and various kinds of status symbols are among the

were to show increases in, for example, aggressive behaviors at

many potent conditioned reinforcers that influence much of

both 36 months and in first grade. These types of data explain

your behavior.

why experts advise that parents first try positive reinforcement

Virtually any stimulus can become a conditioned rein-

rather than punishment: “Many undesirable behaviors can be

forcer by being paired with a primary reinforcer. In one experi-

completely suppressed by positive reinforcement of alternative

ment, simple tokens were used with animal learners.

and incompatible behaviors” (Benjet & Kazdin, 2003, p. 215).

For example, you can praise a child for sitting quietly rather


F


than spanking him for running around. Thus reinforcing chil-


With raisins as primary reinforcers, chimps were trained
 eat


dren for behaving well is often a better long-term strategy than


ured



to solve problems (Cowles, 1937). Then tokens were de-


punishing them for behaving poorly. The Critical Thinking in



livered along with the raisins. When only the tokens were
 Stud



Your Life
 box, on page 163, discusses “time outs” as another


presented, the chimps continued working for their “money”
 y


strategy to change children’s behavior without using physical


because they could later deposit the hard-earned tokens in a


punishment.


“chimp-o-mat” designed to exchange tokens for the raisins.


One final thought. It’s often the case that real-life situa-

tions will involve intricate combinations of reinforcement and

punishment. Suppose, for example, parents use negative pun-

Teachers and experimenters often find conditioned reinforc-

ishment by grounding a teenager for two weeks when he stays

ers more effective and easier to use than primary reinforcers

out past curfew. To soften up his parents, the teen helps more

because (1) few primary reinforcers are available in the class-

than usual around the house. Assuming his helping behavior

room, whereas almost any stimulus event that is under control

appeals to the parents, the teen is trying to reinforce his par-

of a teacher can be used as a conditioned reinforcer; (2) they

ents’ “reducing the sentence” behavior. If this strategy succeeds

can be dispensed rapidly; (3) they are portable; and (4) their

in changing the punishment to only one week, the teen’s help-

reinforcing effect may be more immediate because it depends

ing behavior will have been negatively reinforced—because

only on the perception of receiving them and not on biological

helping led to the removal of the aversive stimulus of being

processing, as in the case of primary reinforcers.

grounded. Whenever the teen is grounded again (a discrimina-

In some institutions, such as psychiatric hospitals or drug

tive stimulus), his helping behavior should be more likely. Do

treatment programs, token economies
 are set up based on these

principles. Desired behaviors (grooming or taking medication,

for example) are explicitly defined, and token payoffs are given

by the staff when the behaviors are performed. These tokens

can later be exchanged by the patients for a wide array of re-


Watch
 the Video
 Thinking Like a Psychologist: Physical Punishment–


wards and privileges (Dickerson et al., 2005; Matson & Boisjoli,


You Decide!
 on MyPsychLab


2009). These systems of reinforcement are especially effective


primary reinforcer
 Biologically determined reinforcer, such as food

and water.

in modifying patients’ behaviors regarding self-care, upkeep

of their environment, and, most important, frequency of their


conditioned reinforcer
 In classical conditioning, a formerly neutral

stimulus that has become a reinforcer.

positive social interactions.
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Critical Thinking in Your Life



WHEN DO “TIME OUTS” CHANGE CHILDREN’S BEHAVIOR?


One of the classic threats that children receive is that if

be sufficient to create behavior change (Morawska & Sanders,

they don’t “start behaving,” they will be made to “go stand

2011). Timothy’s parents may want to explain to him why

in a corner.” This threat is one version of a strategy that

he is getting the time out. However, it’s more important that

experts call a time out
 . Here’s an official definition: A time

they be the ones who decide when the time out is over. In

out is “the contingent withholding of the opportunity to

that way, Timothy’s parents can ensure that he has met the

earn reinforcement . . . from rewarding stimuli including

requirements for the time out (for example, three minutes

attention from the parent, as a consequence of some form

without talking).

of misbehavior” (Morawska & Sanders, 2011, p. 2). You now

It’s also very important that Timothy not learn that time outs

know enough about operant conditioning to understand that

allow him to escape from tasks he’d rather not perform (Everett

definition! The important idea is that children learn that if they

et al., 2007). Suppose that Timothy’s parents ask him to clean

misbehave, they will lose access to rewarding stimuli. For that

up his room. When he refuses to comply, they give him a time

reason, time outs are a form of punishment.

out. In that case, Timothy might very well prefer the time out

Let’s focus our attention on an imaginary boy named

to completing the chore—he will learn, more generally, that

Timothy. To implement a time out, Timothy’s parents make

he can escape from aversive tasks if he is willing to weather a

him sit on a kitchen chair. Will that work? Researchers have

time out. Timothy’s parents must ensure that they reaffirm their

explored a number of variables that affect the likelihood that

request once the time out period has passed.

time outs will function effectively to change children’s behavior

As the text has noted, experts generally recommend that

(Everett et al., 2010). To begin, the contrast between “time in”

parents first try positive reinforcement when they ponder

and “time out” is very important (Morawska & Sanders, 2011).

changing their children’s behavior. However, when children

If Timothy doesn’t actually find interactions with his parents

behave in ways that make other strategies necessary,

rewarding, then a time out that suspends those interactions

time outs provide a reliable alternative to reduce children’s

will not reduce his misbehavior (in fact, it’s likely the time out

misbehavior.

will cause him to misbehave more).

t Why must parents understand what their children find

Research also suggests that we should consider

rewarding before they implement a time out?

Timothy’s age. Time outs are probably most effective for

children ages 3 to 7 (Everett et al., 2010). Timothy’s parents

t How might parents detect when their children are accepting

should choose a duration of one to five minutes. That should

time outs to escape aversive tasks?


Response Deprivation and Positive Reinforcers
 Suppose

times. You need to know, for example, whether the animal is

you need to get a child to do something. You don’t want

food-deprived before you attempt to use food as a reinforcer.

to pay her or give her a gold star, so instead you strike this

Second, these examples suggest why virtually any activity can

bargain: “When you finish your homework, you can play with

come to serve as a reinforcer. You can experience deprivation

your video game.” Why might this tactic work? According

along any number of dimensions. In fact, if you didn’t allow

to response deprivation theory,
 behaviors become preferred

a child to do homework for a period of time, she would learn

and, therefore, reinforcing when an animal is prevented from

other behaviors to overcome homework-doing deprivation.

engaging in them (Klatt & Morris, 2001). For example, water-

deprived rats learned to increase their running in an exercise

wheel when their running was followed by an opportunity to


Schedules of Reinforcement


drink. Conversely, exercise-deprived rats learned to increase

their drinking when that response was followed by a chance

What happens when you cannot, or do not want to, reinforce

to run (Premack, 1965). Can you see how the promise of video

your pet on every occasion when it performs a special behav-

games after homework follows this same pattern? For a period

ior? Consider a story about the young B. F. Skinner. It seems

of time, the child is video game–deprived—the rate at which

that one weekend he was secluded in his laboratory with not

the child would ordinarily play the video game is restricted

enough of a food-reward supply for his hardworking rats. He

below normal. To overcome that deprivation, she will learn to

economized by giving the rats pellets only after a certain in-

work on her homework.

terval of time—no matter how many times they pressed in

This analysis suggests two important lessons. First, these

between, they couldn’t get any more pellets. Even so, the rats

examples remind you why you shouldn’t assume that the

responded as much with this partial reinforcement schedule


same activity will function as a reinforcer for an animal at all

as they had with continuous reinforcement. And what do you
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continuous reinforcement. Let’s see what else researchers have

Fixed ratio


FR


discovered about different schedules of reinforcement.

Brief pauses

after each


Fixed-Ratio Schedules


In fixed-ratio (FR) schedules,
 the

reinforcer is

reinforcer comes after the organism has emitted a fixed number

Responses

delivered

of responses. When reinforcement follows only one response,

Time

the schedule is called an FR-1 schedule (this is the original

Time

continuous reinforcement schedule). When reinforcement

Variable ratio


VR


follows only every 25th response, the schedule is an FR-25

No pauses

schedule. FR schedules generate high rates of responding

after each

because there is a direct correlation between responding and

reinforcement. A pigeon can get as much food as it wants in a

reinforcer is


esponding


period of time if it pecks often enough. Figure 6.12 shows that

delivered

FR schedules produce a pause after each reinforcer. The higher

Time

the ratio, the longer the pause after each reinforcement. Stretch-

Fixed interval


FI


ing the ratio too thin by requiring a great many responses for


equency of r


reinforcement without first training the animal to emit that

Few


e fr


many responses may lead to extinction. Many salespeople are

responses


tiv


on FR schedules: They must sell a certain number of units

after each

before they can get paid.

reinforcer is


Cumula


delivered


Variable-Ratio Schedules


In a variable-ratio (VR) schedule,


Time

the average number of responses between reinforcers is prede-

Variable interval


VI


termined. A VR-10 schedule means that, on average, reinforce-

Responding

ment follows every 10th response, but it might come after only

occurs at

1 response or after 20 responses. Variable-ratio schedules gener-

a fairly

ate the highest rate of responding and the greatest resistance to

extinction, especially when the VR value is large. Suppose you

constant

start a pigeon with a low VR value (for example, VR-5) and then

rate

Time

move it toward a higher value. A pigeon on a VR-110 schedule

will respond with up to 12,000 pecks per hour and will continue


FIGURE 6.12
 Reinforcement Schedules

responding for hours even with no reinforcement. Gambling

These different patterns of behavior are produced by four

would seem to be under the control of VR schedules. The re-

simple schedules of reinforcement. The hash marks indicate

sponse of dropping coins in slot machines is maintained at a high,

when reinforcement is delivered.

steady level by the payoff, which is delivered only after an un-

known, variable number of coins has been deposited. VR sched-

ules leave you guessing when the reward will come—you gamble

that it will be after the next response, not many responses later.

predict happened when these animals underwent extinction

training and their responses were followed by no pellets at all?


Fixed-Interval Schedules


On a fixed-interval (FI) schedule,


The rats whose lever pressing had been partially reinforced

a reinforcer is delivered for the first response made after a

continued to respond longer and more vigorously than did the

fixed period of time. On an FI-10 schedule, the subject, after

rats who had gotten payoffs after every response. Skinner was

receiving reinforcement, has to wait 10 seconds before another

on to something important!

response can be reinforced irrespective of the number of

The discovery of the effectiveness of partial reinforcement

responses. Response rates under FI schedules show a scalloped

led to extensive study of the effects of different schedules of


pattern. Immediately after each reinforced response, the animal


reinforcement
 on behavior (see Figure 6.12
 ). You have expe-

rienced different schedules of reinforcement in your daily life.

When you raise your hand in class, the teacher sometimes calls


schedule of reinforcement
 In operant conditioning, a pattern of

delivering and withholding reinforcement.

on you and sometimes does not; some slot machine players

continue to put coins in the one-armed bandits even though


partial reinforcement effect
 The behavioral principle that states

that responses acquired under intermittent reinforcement are

the reinforcers are delivered only rarely. In real life or in the

more difficult to extinguish than those acquired with continuous

laboratory, reinforcers can be delivered according to either a

reinforcement.


ratio schedule,
 after a certain number of responses, or an inter-



fixed-ratio (FR) schedule
 A schedule of reinforcement in which a


val schedule,
 after the first response following a specified inter-

reinforcer is delivered for the first response made after a fixed

val of time. In each case, there can be either a constant, or fixed,


number of responses.

pattern of reinforcement or an irregular, or variable,
 pattern


variable-ratio (VR) schedule
 A schedule of reinforcement in which a

reinforcer is delivered for the first response made after a variable

of reinforcement, making four major types of schedules in all.

number of responses whose average is predetermined.

So far you’ve learned about the partial reinforcement effect:



fixed-interval (FI) schedule
 A schedule of reinforcement in which a

Responses acquired under schedules of partial reinforcement

reinforcer is delivered for the first response made after a fixed

are more resistant to extinction than those acquired with

period of time.
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makes few if any responses. As the payoff time approaches, the

animal responds more and more. You experience an FI sched-

ule when you reheat a slice of pizza. Suppose you set the oven’s

timer for 2 minutes. You probably won’t check very much for

the first 90 seconds, but in the last 30 seconds, you’ll peek in

more often.


Variable-Interval Schedules


For variable-interval (VI)



schedules,
 the average interval is predetermined. For example,

on a VI-20 schedule, reinforcers are delivered at an average rate

of 1 every 20 seconds. This schedule generates a moderate but

very stable response rate. Extinction under VI schedules is grad-

ual and much slower than under fixed-interval schedules. In

one case, a pigeon pecked 18,000 times during the first 4 hours

after reinforcement stopped and required 168 hours before its

responding extinguished completely (Ferster & Skinner, 1957).

You have experienced a VI schedule if you’ve taken a course

with a professor who gave occasional, irregularly scheduled pop

quizzes. Did you study your notes each day before class?


Shaping


As parts of experiments, we have spoken of rats pressing levers

to get food. However, even lever pressing is a learned behavior.

When a rat is introduced to an operant chamber, it is quite

unlikely it will ever press the lever spontaneously; the rat has

learned to use its paws in many ways, but it probably has never

pressed a lever before. How should you go about training the

rat to perform a behavior that it would rarely, if ever, produce

on its own? You’ve settled on a reinforcer, food, and a sched-

ule of reinforcement, FR-1—now what? To train new or com-

This woman is assisted by a monkey who has been operantly

plex behaviors, you will want to use a method called shaping


shaped to perform tasks such as getting food or drink,


by successive approximations
 —in which you reinforce any

retrieving dropped or out-of-reach items, and turning lights on

responses that successively approximate and ultimately match

or off. For each of these behaviors, can you think through the

the desired response.

successive approximations you would reinforce to arrive at

Here’s how you’d do it. First, you deprive the rat of food

the end point?

for a day. (Without deprivation, food is not likely to serve as

a reinforcer.) Then you systematically make food pellets avail-

able in the food hopper in an operant chamber so that the rat

learns to look there for food. Now you can begin the actual

shaping process by making delivery of food contingent on spe-

cific aspects of the rat’s behavior, such as orienting itself toward


F



A 21-year-old university pole vaulter sought a research
 e


the lever. Next, food is delivered only as the rat moves closer


atured



team’s assistance to help him correct a technical problem


and closer to the lever. Soon the requirement for reinforcement


with his vaulting technique (Scott et al., 1997). The vaulter’s
 Stud


is actually to touch the lever. Finally, the rat must depress the


particular problem was that he didn’t sufficiently extend his


lever for food to be delivered. In small increments, the rat has


y



arms (holding the pole) above his head before he planted the


learned that a lever press will produce food. Thus, for shaping



pole to lift himself off. At the beginning of the intervention,


to work, you must define what constitutes progress toward the


the vaulter’s average hand-height at takeoff was calculated


target behavior and use differential reinforcement
 to refine each


as 2.25 meters. The goal was set to use a shaping procedure


step along the way.


to help him achieve his physical potential of 2.54 meters.


Let’s look at another example, in which shaping was used


A photoelectric beam was set up so that, when the vaulter


to improve the performance of a Canadian pole vaulter who


achieved a desired extension, the beam was broken


was an international competitor.


and equipment produced a beep. The beep served as a



conditioned positive reinforcer. At first, the beam was set



at 2.30 meters, but once the vaulter was able to reach that



variable-interval (VI) schedule
 A schedule of reinforcement in which


height with 90 percent success, the beam was moved to


a reinforcer is delivered for the first response made after a variable

period of time whose average is predetermined.


2.35 meters. Further success brought further increments of



shaping by successive approximations
 A behavioral method that


2.40, 2.45, 2.50, and 2.52 meters. In that way, the vaulter’s


reinforces responses that successively approximate and ultimately


behavior was successfully shaped toward the desired goal.


match the desired response.
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You can imagine how difficult it would have been for the

vaulter to show spontaneous improvement of 0.27 meters.

(That’s about 10 ½ inches.) The shaping procedure allowed

him to achieve that gain through successive approximations to

the desired behavior.

Let’s return to your rat. Recall that we suggested you might

wish to teach it to turn circles in its cage. Can you devise a plan,

using shaping, to bring about this behavior? Think about what

each successive approximation would be. At the beginning, for

example, you might reinforce the rat if it just turned its head in

a particular direction. Next, you would let the rat obtain a food

pellet only if it turned its whole body in the right direction.

What might you do after that?

Operant conditioning has most often been studied with

the assumption that processes of learning are consistent across

all animals. In fact, we have cited examples from different spe-

How does instinctual drift affect the behaviors raccoons can

cies to show exactly such consistency. However, researchers

learn to perform?

have come to understand that learning may be modified by

the particular biological capabilities of individual species. Next,

let’s examine that phenomenon.

The bulk of traditional research on animal learning

focused on arbitrarily chosen responses to conveniently avail-


Biological Constraints


able stimuli. The Brelands’ theory and demonstration of

You have no doubt seen animals performing tricks on televi-

instinctual drift make it evident that not all aspects of learn-

sion or in the circus. Some animals play baseball or Ping-Pong,

ing are under the control of the experimenters’ reinforcers.

and others drive tiny race cars. For years, Keller Breland
 and

Behaviors will be more or less easy to change as a function of


Marion Breland
 used operant conditioning techniques to train

an animal’s normal, genetically programmed responses in its

thousands of animals to perform a remarkable array of behav-

environment. Conditioning will be particularly efficient when

iors. The Brelands had believed that general principles derived

you can frame a target response as biologically relevant. For

from laboratory research using virtually any type of response

example, what change might you make to get the pigs to place

could be directly applied to the control of animal behavior out-

their tokens in a bank? You might consider pairing the token

side the laboratory.

with a water reward for a thirsty pig. It would then not be

At some point after training, though, some of the animals

rooted as food but would be deposited in the bank as a valu-

began to “misbehave.” For example, a raccoon was trained pick

able commodity

up a coin, put it into a toy bank, and collect an edible rein-

You have now seen why modern behavior analysts must

forcer. However, when there were two coins to be deposited,

be attentive to the types of responses each species is best suited

conditioning broke down—the raccoon would not give up

to learn. If you want to teach an old dog new tricks, you’re best

the coins. Instead, it would rub the coins together, dip them

off adapting the tricks to the dog’s genetic behavioral reper-

into the bank, and then pull them back out. But is this really

tory! Our survey of learning is not complete, however, because

so strange? Raccoons often engage in rubbing and washing

we have not yet dealt with types of learning that might require

behaviors as they remove the outer shells of a favorite food,

more complex cognitive processes. We turn now to those types

crayfish. Similarly, when pigs were given the task of putting

of learning.

their hard-earned tokens into a large piggy bank, they instead

would drop the coins onto the floor, root (poke at) them with

their snouts, and toss them into the air. Again, should you con-


Stop
 and
 Review


sider this strange? Pigs root and shake their food as a natural

part of their inherited food-gathering repertory.

What is the law of effect?

These experiences convinced the Brelands that even

How do reinforcement and punishment affect the

when animals have learned to make operant responses per-

probability of behaviors?

fectly, the “learned behavior drifts toward instinctual behav-

What is the role of discriminative stimuli in operant

ior” over time. They called this tendency instinctual drift


conditioning?

(Breland & Breland, 1951, 1961). The behavior of their ani-

mals is not explainable by ordinary operant principles, but it

What is the difference between fixed-ratio and fixed-

is understandable if you consider biological constraints: The

interval schedules of reinforcement?

species-specific tendencies imposed by an inherited genotype.

What is meant by shaping?

These tendencies override the changes in behavior brought

What is instinctual drift?

about by operant conditioning.


CRITICAL THINKING


In the experiment with chimps,

why did the researcher start the training with raisins before

moving to tokens?


instinctual drift
 The tendency for learned behavior to drift toward

instinctual behavior over time.


Study
 and Review
 on MyPsychLab
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COGNITIVE INFLUENCES


Food

box


ON LEARNING


The reviews of classical and operant conditioning have dem-

B

onstrated that a wide variety of behaviors can be understood

Path 1

as the products of simple learning processes. You might

wonder, however, if certain classes of learning require more

complex, more cognitive types of processes. Cognition
 is any

A

mental activity involved in the representation and processing

Path 2

of knowledge, such as thinking, remembering, perceiving, and

Path 3

language use. This section looks at forms of learning in ani-

mals and humans that cannot be explained only by principles

of classical or operant conditioning. These phenomena suggest,

Start

therefore, that the behaviors are partially the product of cogni-

tive processes.


FIGURE 6.13
 Use of Cognitive Maps

in Maze Learning


Comparative Cognition


Subjects preferred the direct path (Path 1) when it was open.

With a block at A, they preferred Path 2. When a block was

This chapter has emphasized that, species-specific constraints

placed at B, the rats usually chose Path 3. Their behavior

aside, rules of learning acquired from research on rats and pi-

seemed to indicate that they had a cognitive map of the best

geons apply as well to dogs, monkeys, and humans. Research-

way to get the food.

ers who study comparative cognition
 consider even broader

ranges of behavior to trace the development of cognitive abili-

ties across species and the continuity of abilities from nonhu-

man to human animals (Wasserman & Zentall, 2006). This

Research in Tolman’s tradition has consistently demon-

field is called comparative cognition
 because researchers often

strated an impressive capacity for spatial memory in birds,

compare abilities across different species; because of the focus

bees, rats, humans, and other animals (for examples, see Joly &

on nonhuman species, the field is also called animal cognition.


Zimmermann, 2011; Menzel et al., 2011). To understand the

In his original formulation of the theory of evolution, Charles

efficiency of spatial cognitive maps, consider the functions they

Darwin suggested that cognitive abilities evolved along with

serve (Poucet, 1993):

the physical forms of animals. In this section, we will describe

t Animals use spatial memory to recognize and identify

two impressive types of animal performance that indicate fur-

features of their environments.

ther continuity in the cognitive capabilities of nonhuman and

t Animals use spatial memory to find important goal

human animals.

objects in their environments.

t


Cognitive Maps


Animals use spatial memory to plan their route through


Edward C. Tolman
 (1886–1959) pio-

an environment.

neered the study of cognitive processes in learning by inventing

experimental circumstances in which mechanical one-to-one

You can see these different functions of cognitive maps

associations between specific stimuli and responses could not

at work in the many species of birds that store food over a

explain animals’ observed behavior. Consider the maze shown

dispersed area but are able to recover that food with great

in Figure 6.13
 . Tolman and his students demonstrated that,

accuracy when they need it. For example, pinyon jays bury

when an original goal path is blocked in a maze, a rat with

thousands of pine seeds each fall and retrieve them four to

prior experience in the maze will take the shortest detour

seven months later to survive through the winter into the early

around the barrier, even though that particular response

spring (Stafford et al., 2006). By the time they are 8 months old,

was never previously reinforced (Tolman & Honzik, 1930).

these birds appear to have the spatial memory they require to

The rats, therefore, behaved as if they were responding to an

find their way back to their seeds. Other species use their spatial

internal cognitive map
 —a representation of the overall layout

abilities to disperse seeds in ways that protect them against theft

of the maze—rather than blindly exploring different parts of

by other animals. Coal tits, for example, use their memories for

the maze through trial and error (Tolman, 1948). Tolman’s

the positions of their old seed caches to make decisions about

results showed that conditioning involves more than the simple

proper locations for new caches (Male & Smulders, 2007).

formation of associations between sets of stimuli or between

These seed-caching birds do not just roam their environments

responses and reinforcers. It includes learning and represent-

and come upon the seeds through good fortune. Only if their

ing other facets of the total behavioral context (Lew, 2011).

cognitive maps remain accurate can they later recover the seeds

and survive to reproduce.


Conceptual Behavior


We have seen that cognitive maps,

in part, help animals preserve details of the spatial locations


comparative cognition
 The study of the development of cognitive

abilities across species and the continuity of abilities from

of objects in their environments. But what other cognitive

nonhuman to human animals.

processes can animals use to find structure in the diverse stimuli


cognitive map
 A mental representation of physical space.

they encounter in their environments? Let’s consider judgments
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From left to right: Adult models aggression; boy imitates aggression; girl imitates aggression. What does this experiment demonstrate about the role models play in learning?

of same
 versus different
 . Take a moment to contemplate all the

a context in which you have good reason to believe that other

moments in a day in which you make these judgments: Does the

people have eaten and enjoyed the food. The probability of your

milk you poured on your cereal taste funny? Will your friends

“food-eating behavior” is thus influenced by your knowledge of

realize you wore the same clothes two days in a row? Did you

patterns of reinforcement for other individuals. This example

already watch this YouTube video? Researchers have begun

illustrates your capacity to learn via vicarious reinforcement
 and

to demonstrate that humans are not the only species that can


vicarious punishment.
 You can use your cognitive capacities for

make some judgments of same versus different (Wasserman &

memory and reasoning to change your own behaviors in light

Young, 2010). Let’s consider a study that documents pigeon’s

of the experience of others.

ability to detect changes in colored displays.

In fact, much social learning
 occurs in situations where

learning would not be predicted by traditional conditioning


Fe


theory because a learner has made no active response and has


a



Pigeons viewed arrays that contained two colored circles



tured


received no tangible reinforcer. The individual, after simply


(Wright et al., 2010). The arrays remained on view for five sec-


watching another person exhibiting behavior that was rein-


Stud



onds. After a brief memory delay, a second array appeared


forced or punished, later behaves in much the same way, or


in which one of the colors had changed (for example, from



y


refrains from doing so. This is known as observational learn-



purple to orange). To get a reward, the pigeons needed to



ing.
 Cognition often enters into observational learning in the


peck on the circle with the changed color. Pigeons were


form of expectations. In essence, after observing a model, you


able to learn this response with trials using a set of colors


may think, “If I do exactly what she does, I will get the same


on which they’d specifically been trained. Importantly, this


reinforcer or avoid the same punisher.” A younger child may


pecking behavior also transferred to a new set of colors, for


be better behaved than his older sister because he has learned


which they hadn’t received explicit training. These results


from the sister’s mistakes.


suggest that the pigeons had acquired the concept of same


This capacity to learn from watching as well as from doing


versus different colors.


is extremely useful. It enables you to acquire large integrated

patterns of behavior without going through the tedious trial-

Recall that a cornerstone of operant conditioning is that ani-

and-error process of gradually eliminating wrong responses

mals will repeat behaviors for which they have been reinforced.

and acquiring the right ones. You can profit immediately from

What makes these results particularly interesting is that pigeons

the mistakes and successes of others. Researchers have dem-

learned to peck the new colors: the color that explicitly had not

onstrated that observational learning is not special to humans.

previously yielded reinforcement. Instead of responding to each

Among other species, lemurs (Carlier & Jamon, 2006), ravens

individual color, the pigeons had acquired the higher-order

(Schwab et al., 2008), and chorus frog tadpoles (Ferrari &

concept of color change. We will devote Chapters 7 and 8 to an

Chivers, 2008) are capable of changing their behavior after

analysis of cognitive processes in humans. However, this experi-

observing the performance of another member of their species.

ment that demonstrates concept acquisition in pigeons should

A classic demonstration of human observational learning

convince you that humans are not the only species with impres-

occurred in the laboratory of Albert Bandura.
 After watch-

sive and useful cognitive capabilities.

ing adult models punching, hitting, and kicking a large plas-

Before we conclude this chapter, let’s move to another

tic BoBo doll, the children in the experiment later showed a

type of learning that requires cognitive processes.

greater frequency of the same behaviors than did children in

control conditions who had not observed the aggressive mod-

els (Bandura et al., 1963). Subsequent studies showed that


Observational Learning


children imitated such behaviors just from watching filmed

To introduce this further type of learning, we’d like you

to return for a moment to the comparison of rats’ and hu-

mans’ approaches to sampling new foods. The rats are almost


Watch
 the Video
 What’s In It For Me?: Personal Behavior Modification


certainly more cautious than you are, but that’s largely because

on MyPsychLab


they are missing an invaluable source of information—input


observational learning
 The process of learning new responses by

from other rats. When you try a new food, it’s almost always in

watching the behavior of another.
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FIGURE 6.14
 TV Violence

0.8


Child TV Violence Viewing


and Aggression

Low

For both men and women, those

0.6

Medium

individuals who had viewed the most

violent TV as children also displayed the

0.4

High


ession


most aggression as adults. The measure

of aggression is a composite score that


ggrA
 0.2

reflects the individuals’ self-ratings and

ratings of them by others. Higher scores

0

indicate higher levels of aggression.


Adult


–0.2

–0.4

Females

Males

sequences of models, even when the models were cartoon


children, who were now 20 to 22 years old (Huesmann et al.,


characters.


2003). The researchers sought to determine whether there


There is little question now that we learn much—both


would be a relationship between the amount of television


prosocial (helping) and antisocial (hurting) behaviors—


violence the individuals viewed in childhood and their level


through observation of models, but there are many possible


of aggression as young adults. Their adult level of aggres-


models in the world. What variables are important in deter-


sion was measured both through their own self-reports and


mining which models will be most likely to influence you? Re-


through the reports of others, such as spouses. As shown


search suggests that there are four processes that determine


in
 Figure 6.14
 , the men and women who had watched the


when a model’s observed behavior will be most influential


most violent TV as children also displayed the highest adult


(Bandura, 1977):


levels of aggression. These data suggest that early TV view-



ing of violence causes later aggression. You might wonder,


t Attention.
 The observer must pay attention to the model’s


however, if the causality works in the opposite direction:


behavior and its consequences. This is more likely when


Could it be that the children destined to be aggressive were


there are perceived similarities between features and traits


already more interested in violent content as children? For-


of the model and the observer.


tunately, the researchers collected data that allowed them


t Retention.
 The observer must store a representation of the


to argue against this possibility. For example, the data found


model’s behavior in memory.


only a small relationship between childhood aggression and


t Reproduction.
 The observer must have the physical or


the individuals’ viewing of TV violence as adults.


mental ability to reproduce the model’s behavior.

t Motivation.
 The observer must have a reason to

reproduce the model’s behavior. For example, the

This study argues strongly that children who watch violent TV

model’s behavior could be seen as having reinforcing

are at risk to become overly aggressive as adults.

consequences.

Several decades of research have demonstrated three ways

in which television violence has a negative impact on viewers’

Imagine yourself in modeling situations and see how each

lives. First, as we have just seen, the viewing of television vio-

process on the list would apply. Suppose, for example, you

lence brings about, through the mechanisms of observational

were learning to perform surgery by observing an experienced

learning, increases in aggressive behavior. This causal asso-

doctor. How would each process affect your ability to learn?

ciation has particularly important implications for children:

Because people learn so efficiently from models, you can

Aggressive habits borne of heavy television viewing early in

understand why a good deal of psychological research has been

life may serve as the basis for antisocial behavior later in life.

directed at the behavioral impact of television: Are viewers

Second, the viewing of television violence leads viewers to

affected by what they see being rewarded and punished on

overestimate the occurrences of violence in the everyday world.

TV? Attention has focused on the link between televised acts

Television viewers may be unduly afraid of becoming victims

of violence—murder, rape, assault, robbery, terrorism, and

of real-world violence. Third, the viewing of television violence

suicide—and children’s and adolescents’ subsequent behavior.

may bring about desensitization,
 a reduction in both emotional

Does exposure to acts of violence foster imitation? Let’s see

arousal and distress at viewing violent behavior.

what research has revealed.

Note that research has also shown that children can learn

prosocial, helping behaviors when they watch television pro-


Fea
 The project began in 1977 when a team of researchers meas-


grams that provide prosocial behavioral models (Mares &


tured



ured two years of television viewing for 557 children starting


Woodard, 2005). You should take seriously the idea that


Stud



in either first or third grade. In particular, the researchers ob-



tained measures of the extent to which the children watched



y



TV shows with violent content. Fifteen years later, the re-



Watch
 the Video
 In the Real World: Learned Aggression
 on


searchers were able to conduct interviews with 329 of those
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children learn from the television they watch. As a parent or

vow never to see a horror movie again. You have discovered the

caretaker, you may want to help children select appropriate

effect a punisher has on your subsequent behavior!

televised models.

Are you ready to return to the theater?

An analysis of observational learning acknowledges both

that principles of reinforcement influence behavior and that

humans have the capacity to use their cognitive processes to


Stop


change behaviors with vicarious rewards and punishment. This


and
 Review


approach to the understanding of human behavior has proven

What conclusions did Tolman draw from his pioneering

very powerful. In Chapter 15, we will look at successful pro-

work?

grams of therapy that have emerged from the cognitive modifi-

What evidence suggests that pigeons are able to learn

cation of maladaptive patterns of behavior.

the concepts of same versus different?

Let’s close this chapter by calling back to mind a visit to a

horror movie. How can behavior analysis explain your experi-

What is meant by vicarious reinforcement?

ences? Suppose you went to the movie because of a friend’s

Why is it important to evaluate children’s TV viewing in

recommendation. You succumbed to vicarious reinforcement.

the context of observational learning?

Suppose you made it to the theater, despite having to forgo

your normal route. That shows evidence of a cognitive map.


CRITICAL THINKING


Consider the TV viewing study.

Suppose the sound of scary music made you feel increasingly

What steps did the researchers take to assert that they

anxious. If the music was repeated over a short period of time,

had given the right causal explanation for the correlation

you felt the effects of sensitization. If the music was spread

revealed in their data?

across the movie, that’s more likely to be an effect of classical


Study
 and Review
 on MyPsychLab


conditioning. Suppose your failure to enjoy the film made you



Recapping Main Points




The Study of Learning


t Skinner’s behavior analytic approach centers on

manipulating contingencies of reinforcement and observing

t Learning entails a relatively consistent change in behavior

the effects on behavior.

or behavior potential based on experience.

t Behaviors are made more likely by positive and negative

t Behaviorists believe that much behavior can be explained

reinforcement. They are made less likely by positive and

by simple learning processes.

negative punishment.

t They also believe that many of the same principles of

t Contextually appropriate behavior is explained by the three-

learning apply to all organisms.

term contingency of discriminative stimulus–behavior–

consequence.


Classical Conditioning: Learning Predictable Signals


t Primary reinforcers are stimuli that function as reinforcers

t In classical conditioning, first investigated by Pavlov, an

even when an organism has not had previous experience

unconditioned stimulus (UCS) elicits an unconditioned

with them. Conditioned reinforcers are acquired by

response (UCR). A neutral stimulus paired with the UCS

association with primary reinforcers.

becomes a conditioned stimulus (CS), which elicits a

t Probable activities function as positive reinforcers.

response, called the conditioned response (CR).

t Behavior is affected by schedules of reinforcement that

t Extinction occurs when the UCS no longer follows the CS.

may be varied or fixed and delivered in intervals or in ratios.

t Stimulus generalization is the phenomenon whereby

t Complex responses may be learned through shaping.

stimuli similar to the CS elicit the CR.

t Instinctual drift may overwhelm some response–

t Discrimination learning narrows the range of CSs to which

reinforcement learning.

an organism responds.

t For classical conditioning to occur, a contingent and inform-


Cognitive Influences on Learning


ative relationship must exist between the CS and UCS.

t Some forms of learning reflect more complex processes

t Classical conditioning explains many emotional responses

than those of classical or operant conditioning.

and drug tolerance.

t Animals develop cognitive maps to enable them to function

t Taste-aversion learning suggests that species are

in a complex environment.

genetically prepared for some forms of associations.

t Other species may be able to encode concepts such as


Operant Conditioning: Learning about Consequences


same versus different.

t Behaviors can be vicariously reinforced or punished.

t Thorndike demonstrated that behaviors that bring about

Humans and other animals can learn through observation.

satisfying outcomes tend to be repeated.
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acquisition (p. 149)

law of effect (p. 157)

reinforcer (p. 159)

avoidance conditioning (p. 159)
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 Practice Test
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1.
 When Joan first moved to the city, she couldn’t sleep


10.
 Carlotta’s parents haven’t allowed her to watch television

because of the traffic noise. Now she hardly hears the

for three days. If she eats her brussels sprouts, she’ll be

traffic at all. This is an example of

allowed to watch TV that night. It sounds as if Carlotta’s

a. sensitization.

c. consistency.

parents might be familiar with

b. habituation.

d. classical conditioning.

a. operant extinction.

b. conditioned reinforcement.


2.
 You would not
 expect a close adherent to Skinner’s ideas

c. response deprivation theory.

to focus on

d. token economies.

a. internal states as causes of behavior.

b. forms of learning conserved across species.


11.
 In one study, the children who had received the

c. association between behaviors and rewards.

most physical punishment as 15-month-olds showed

d. the environmental stimuli that cause behaviors.

______________ behavior problems at 36 months and

______________ behavior problems in first grade then their


3.
 In Pavlov’s experiments, ______________ served as the

less-punished peers.

unconditioned stimulus.

a. fewer; fewer.

c. more; fewer

a. salivation

c. the sight of the assistant

b. fewer; more

d. more; more

b. food powder

d. tones


12.
 A time out may work best to change a child’s behavior if


4.
 Six-year-old Pavel has a neighbor with a small dog who

the child is ______________ years old and the time out

barks at him every day. Over time, Pavel has become

lasts for ______________ minutes.

frightened of all dogs. This is an example of

a. 10; 2

c. 10; 12

a. stimulus discrimination.

c. spontaneous recovery.

b. 4; 4

d. 2; 3

b. backward conditioning.

d. stimulus generalization.


13.
 In your new job, you get paid $2 every time you finish


5.
 Peter wishes to use classical conditioning in which a light

polishing 20 apples. This situation puts you on a

will be the CS and an electric shock will be the UCS. You

______________ schedule.

tell him that the light must ______________ the shock.

a. variable-interval

c. fixed-ratio

a. be temporally contiguous with

b. variable-ratio

d. fixed-interval

b. reliably predict

c. be in a blocking relationship with


14.
 Birds like Clark’s nutcrackers are very successful at finding

d. occur after

the seeds they have buried. This provides evidence for

species-specific


6.
 When classical conditioning contributes to drug tolerance,

a. spatial memory.

the conditioned stimulus is the

b. conditioning processes.

a. setting in which individuals take the drugs.

c. applications of classical conditioning.

b. body’s compensatory reaction to the drug.

d. shaping processes.

c. high the drugs give when individuals take them.

d. individual’s fear of an overdose.


15.
 Zoe watches her older sister slip on ice and bruise her arm.

After that, Zoe is very careful when she walks on ice. This


7.
 One night after eating a hot dog you get very sick; now you

is an example of

shudder at the idea of eating a hot dog. A friend suggests

a. observational learning.

c. operant extinction.

that extinction trials will allow you to overcome this

b. classical conditioning.

d. sensitization.

aversion. This means that you should

a. associate hot dogs with foods you like.

b. make yourself sick eating something else.


ESSAY QUESTIONS


c. eat some more hot dogs.

d. use hot dogs as a reward.


1.
 What information about classical conditioning might

you share with someone who is about to undergo


8.
 For people undergoing chemotherapy, an unconditioned

chemotherapy?

response would be

a. anticipatory fatigue.


2.
 Why might you choose one schedule of reinforcement

b. the setting in which the individual receives the

(that is, fixed interval versus variable interval) over another?

treatment.


3.
 What mechanisms explain why viewing of TV violence

c. the infusion of drugs into their bodies.

might cause aggressive behavior? Featured Study


d. their bodies’ reaction to the drugs.


9.
 In an operant conditioning experiment, you offer people

expensive chocolate each time they perform a desired

behavior. You think it’s likely that the chocolate will be a

______________ of the people.

a. reinforcer for all

c. punisher for all

b. reinforcer for none

d. reinforcer for some
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As you begin this chapter on memory processes, please

take a moment to call to mind your own earliest

memory. How long ago did the memory originate?

How vivid a scene do you recall? Has your memory

been influenced by other people’s recollections of the same event?

Now, a slightly different exercise. Please imagine what it

would be like if you suddenly had no memory of your past—of

the people you have known or of events that have happened

to you. You wouldn’t remember your best friend’s face, or

your 10th birthday, or your senior prom. Without such time

anchors, how would you maintain a sense of who you are—of

your self-identity? Or suppose you lost the ability to form any

new memories. What would happen to your most recent expe-

riences? Could you follow a conversation or untangle the plot

of a TV show? Everything would vanish, as if events had never

existed, as if you had never had any thoughts in mind.

If you have never given much thought to your memory,

it’s probably because it tends to do its job reasonably well—you

take it for granted, alongside other bodily processes, like diges-

tion or breathing. But as with stomachaches or allergies, the

times you notice your memory are likely to be the times when

something goes wrong: You forget your car keys, an important

date, lines in a play, or the answer to an examination ques-

tion that you know you “really know.” There’s no reason you

shouldn’t find these occasions irritating, but you should also

reflect for a moment on the estimate that the average human

How are actors and actresses able to remember all the

brain can store 100 trillion bits of information. The task of

different aspects—movements, expressions, and words—

managing such a vast array of information is a formidable

of their performances?

one. Perhaps you shouldn’t be too surprised when an answer is

sometimes not available when you need it!

The goal for this chapter is to explain how you usually

In fact, one of the important functions of memory is to allow you

remember so much and why you forget some of what you have

to have conscious access to the personal and collective past. But

known. We will explore how you get your everyday experiences

memory does much more for you than that. It also enables you

into and out of memory. You will learn what psychology has

to have effortless continuity of experience from one day to the

discovered about different types of memories and about how

next. When you walk through your neighborhood, for example,

those memories work. In the course of learning the many

it is this second function of memory that makes the buildings

facts of memory, you’re likely to gain an appreciation for how

along the way seem familiar. In defining types of memories, I

wonderful memory is.

will make plain to you how hard your memory works to fulfill

One last thing: Because this is a chapter on memory, let’s

these functions, often outside of conscious awareness.

put your memory immediately to work. Please try to remember

the number 51. Do whatever you need to do to remember 51.


Implicit and Explicit Memory


Consider Figure 7.1
 . What’s

And yes, there will be a test!

wrong with this picture? It probably strikes you as unusual that

there’s a rabbit in the kitchen. But where does this feeling come

from? You probably didn’t go through the objects in the picture

one by one and ask yourself, “Does the toaster belong?” “Do the

cabinets belong?” Rather, the image of the rabbit jumps out at


WHAT IS MEMORY?


you as being out of place.

This simple example allows you to understand the differ-


Memory
 is the capacity to encode, store, and retrieve infor-

ence between explicit and implicit uses of memory. For cir-

mation. In this chapter, we will consider memory to be a type

cumstances in which you engage conscious effort to encode

of information processing.
 The bulk of our attention, therefore,

or retrieve information, those are explicit uses of memory.


will be trained on the flow of information in and out of your

When you encode or retrieve information without conscious

memory systems. Our examination of the processes that guide

effort, those are implicit uses of memory.
 Your discovery of

the acquisition and retrieval of information will enable you to

refine your sense of what memory
 means.


Watch
 the Video
 The Big Picture: The Woman Who Cannot Forget
 on


Functions of Memory



MyPsychLab



memory
 The mental capacity to encode, store, and retrieve information.

When you think about memory, what is most likely to come to


explicit use of memory
 Conscious effort to encode or recover

mind at first are situations in which you use your memory to re-

information through memory processes.

call (or try to recall) specific events or information: your favorite


implicit uses of memory
 Availability of information through memory

movie, the dates of World War II, or your student ID number.

processes without conscious effort to encode or recover information.
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FIGURE 7.1
 What’s Wrong with This Picture?

Did you think right away, “What’s a rabbit doing in the kitchen?” If the image of the rabbit immediately jumped out at you, it is because your memory processes performed an analysis of the scene outside of consciousness and delivered the rabbit as the odd element.

the rabbit is implicit because your memory processes brought

retrieve information represent a mix of implicit and explicit

past knowledge of kitchens to bear on your interpretation of

uses of memory. Let’s turn now to a second dimension along

the picture without any particular effort on your part. Suppose

which memories are distributed.

now I asked you, “What’s missing from the picture?” To answer

this second question, you probably have to put explicit memory


Declarative and Procedural Memory


Can you whistle?

to work. What appears in the typical kitchen? What’s missing?

Go ahead and try. Or if you can’t whistle, try snapping your

(Did you think of the sink or the stove?) Thus, when it comes

fingers. What kind of memory allows you to do these sorts of

to using knowledge stored in memory, sometimes the use will

things? You probably remember having to learn these skills,

be implicit—the information becomes available without any

but now they seem effortless. The earlier examples of implicit

conscious effort—and sometimes it will be explicit—you make

and explicit memories all involved the recollection of facts
 and

a conscious effort to recover the information.


events,
 which is called declarative memory.
 Now we see that

The same distinction applies when it comes to the initial

you also have memories for how to do things,
 which is called

acquisition of memories. How do you know what should appear


procedural memory.
 Because the bulk of this chapter will be

in a kitchen? Did you ever memorize a list of what appears there

focused on how you acquire and use facts, let’s take a moment

and what the appropriate configuration should be? Probably

now to consider how you acquire the ability to do things.

not. Rather, it’s likely that you acquired most of this knowledge


Procedural memory
 refers to the way you remember how

without conscious effort. By contrast, you probably learned the

things get done. With enough practice, you are able to acquire,

names of many of the objects in the room explicitly. As you’ll see

retain, and employ procedural memories for perceptual, cogni-

in Chapter 10, to learn the association between words and expe-

tive, and motor skills. Theories of procedural memory often

riences, your younger self needed to engage in explicit memory

concern themselves with how much practice you need and over

processes. You learned the word refrigerator
 because someone

what period of time: How do you go from a conscious list of

called your explicit attention to the name of that object.

declarative facts about some activity to unconscious, automatic

The distinction between implicit and explicit memory

performance of that same activity (Taatgen et al., 2008)? And

greatly expands the range of questions researchers must ad-

why is it that after learning a skill, you often find it difficult to

dress about memory processes (Roediger, 2008). Most early

go back and talk about the component declarative facts?

memory research focused on the explicit acquisition of infor-

We can see these phenomena at work in even the very

mation. Experimenters most frequently provided participants

simple activity of punching in a phone number that, over time,

with new information to retain, and theories of memory were

has become highly familiar. At first, you probably had to think

directed to explaining what participants could and could not

remember under those circumstances. However, as you will

see in this chapter, researchers have now devised methods for


declarative memory
 Memory for information such as facts and events.

studying implicit memory as well. Thus you can obtain a more


procedural memory
 Memory for how things get done; the way

complete account of the variety of uses to which you put your

perceptual, cognitive, and motor skills are acquired, retained,

memory. In fact, most circumstances in which you encode or

and used.

What Is Memory?
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You may also have noticed that production compilation

can lead to errors. If you are a skilled typist, you’ve probably

suffered from the the
 problem: As soon as you hit the t
 and the


h
 keys, your finger may fly to the e,
 even if you’re really trying

to type throne
 or thistle.
 Once you have sufficiently committed

the execution of the
 to procedural memory, you can do little

else but finish the sequence. Without procedural memory, life

would be extremely laborious—you would be doomed to go

step by step through every activity. However, each time you

mistakenly type the,
 you can reflect on the trade-off between

efficiency and potential error. Let’s continue now to an

overview of the basic processes that apply to all these different

types of memory.


An Overview of Memory Processes


No matter what the category of memory, being able to use

knowledge at some later time requires the operation of three

mental processes: encoding, storage, and retrieval. Encoding
 is

the initial processing of information that leads to a representa-

tion in memory. Storage
 is the retention over time of encoded

material. Retrieval
 is the recovery at a later time of the stored

information. Simply put, encoding gets information in, storage

holds it until you need it, and retrieval gets it out. Let’s now

expand on these ideas.

Why does pretending to punch in a number help you to


Encoding
 requires that you form mental representations


remember it?

of information from the external world. You can understand

the idea of mental representations by analogy to representa-

tions outside your head. Imagine I wanted to know something

your way through each digit, one at a time. You had to work

about the best gift you got at your last birthday party. (Let’s

through a list of declarative facts:

suppose it’s not something you have with you.) What could

First, I must punch 2,

you do to inform me about the gift? You might describe the

Next, I must punch 0,

properties of the object. Or you might draw a picture. Or you

Then I punch 7,

might pretend that you’re using the object. In each case, these

and so on.

are representations of the original object. Although none of the

representations is likely to be quite as good as having the real

However, when you began to punch in the number often

thing present, they should allow me to acquire knowledge of

enough, you could start to produce it as one unit—a swift

the most important aspects of the gift. Mental representations

sequence of actions on the touch-tone pad. The process at work

work much the same way. They preserve important features of

is called production compilation
 : The mental commands that

past experiences in a way that enables you to re-present
 those


produce
 separate actions get compiled
 together (Taatgen & Lee,

experiences to yourself.

2003). As a consequence of practice, you are able to carry out

If information is properly encoded, it will be retained in

longer sequences of the activity without conscious interven-


storage
 over some period of time. Storage requires both short-

tion and mental effort (Stocco et al., 2010). But you also don’t

and long-term changes in the structures of your brain. At the

have conscious access to the content of these compiled units:

end of the chapter, we will see how researchers are attempting

Back at the telephone, it’s not uncommon to find someone who

to locate the brain structures that are responsible for storing

can’t actually remember the phone number without pretend-

new and old memories. We will also see what happens in cases

ing to punch it in. In general, production compilation makes it

of extreme amnesia, where individuals become incapable of

hard to share your procedural knowledge with others. You may

storing new memories.

have noticed this if your parents tried to teach you to drive.


Retrieval
 is the payoff for all your earlier effort. When it

Although they may be good drivers themselves, they may not

works, it enables you to gain access—often in a split second—to

have been very good at communicating the content of com-

information you stored earlier. Can you remember what comes

piled good-driving procedures.

before storage: decoding or encoding? The answer is simple to

retrieve now, but will you still be able to retrieve the answer as

swiftly and confidently when you are tested on this chapter’s


Watch
 the Video
 The Basics: Do You Remember When . . .?
 on

contents days or weeks from now? Discovering how you are able


MyPsychLab


to retrieve one specific bit of information from the vast quantity


encoding
 The process by which a mental representation is formed

of information in your memory storehouse is a challenge facing

in memory.

psychologists who want to know how memory works.


storage
 The retention of encoded material over time.

Although it is easy to define encoding, storage, and


retrieval
 The recovery of stored information from memory.

retrieval as separate memory processes, the interaction among
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Sensory

Working memory

Long-term

memory

(includes short-term memory)

memory


FIGURE 7.2
 The Flow of Information In and Out of Long-Term Memory

Memory theories describe the flow of information to and from long-term memory. The theories address initial encodings of information in sensory and working memory, the transfer of information into long-term memory for storage, and the transfer of information from long-term memory to working memory for retrieval.

the three processes is quite complex. For example, to be able to

To answer these questions, wouldn’t you be more comfortable

encode the information that you have seen a tiger, you must

if you could go back and have an extra peek at the picture?

first retrieve from memory information about the concept

This quick demonstration reminds you that much of the


tiger.
 Similarly, to commit to memory the meaning of a sen-

information you experience never lodges itself securely in your

tence such as “He’s as honest as Benedict Arnold,” you must

memory. Instead, you possess and use the information only for

retrieve the meanings of each individual word, retrieve the

the short term. This section examines properties of three less

rules of grammar that specify how word meanings should be

permanent uses of memory: iconic memory, short-term memory,


combined in English, and retrieve cultural information that

and working memory
 .

specifies exactly how honest Benedict Arnold (a famous Revo-

lutionary War traitor) was.

We are now ready to look in more detail at the encod-


Iconic Memory


ing, storage, and retrieval of information. The discussion will

When you first covered up Figure 7.3, did you have the

start with memory processes that preserve information for the

impression that you could briefly still “see” the whole picture?

short term such as sensory memory and working memory. We

This extra peek at the picture is provided by your iconic


then move to the more permanent forms of long-term memory


memory
 —a memory system in the visual domain that allows

(see Figure 7.2
 ). You will learn about how you remember and

large amounts of information to be stored for very brief dura-

why you forget. The plan is to make you forever self-conscious

tions (Neisser, 1967). Iconic memory is an example of a sensory


about all the ways in which you use your capacity for memory.


memory:
 Researchers have speculated that each sensory system

The hope is that your new knowledge will even allow you to

has a memory store that preserves representations of physical

improve some aspects of your memory skills.

features of environmental stimuli for, at most, a few seconds

(Radvansky, 2006). For example, people retain brief sensory

representations of stimuli that have touched their fingertips

(Auvray et al., 2011). We focus on iconic memory because it


Stop
 and
 Review


has received the most research attention.

A visual memory, or icon, lasts about half a second. Iconic

What is the difference between explicit and implicit

memory was first revealed in experiments that required par-

uses of memory?

ticipants to retrieve information from visual displays that were

Suppose you are a skilled juggler. Does your skill rely

exposed for only one-twentieth of a second.

more on declarative or procedural memory?

You suddenly can’t remember the password for your


F




George Sperling

 (1960, 1963) presented participants with
 e


e-mail account. Which memory process is most likely


atured



arrays of three rows of letters and numbers.


to be causing the difficulty?
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Participants were asked to perform two different tasks. In



MEMORY USE



a whole-report procedure, they tried to recall as many of



the items in the display as possible. Typically, they could



FOR THE SHORT TERM



report only about four items. Other participants underwent a



partial-report procedure, which required them to report only


Let’s begin with a demonstration of the impermanence of some


one row rather than the whole pattern. A signal of a high,


memories. Figure 7.3
 , on page 178, provides you with a rea-


medium, or low tone was sounded immediately after the


sonably busy visual scene. Please take a quick look at it—about


presentation to indicate which row the participants were to


10 seconds—and then cover it up. Consider these questions about


report. Sperling found that regardless of which row he asked


the scene:


for, the participants’ recall was quite high.



1.
 What tool is the little boy at the bottom holding?


2.
 What is the middle man at the top doing?


3.
 In the lower right-hand corner, does the woman’s


iconic memory
 Memory system in the visual domain that allows large

umbrella handle hook to the left or to the right?

amounts of information to be stored for very brief durations.

Memory Use for the Short Term
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FIGURE 7.3
 How Much Can You Remember from This Scene?

After viewing this scene for about 10 seconds, cover it up and try to answer the questions in the text. Under ordinary circumstances, iconic memory preserves a glimpse of the visual world for a brief time after the scene has been removed.

Because participants could accurately report any of the three

a picture, for periods of time considerably longer than iconic

rows in response to a tone, Sperling concluded that all of the

memory, as if they were still looking at a photograph. “People”

information in the display must have gotten into iconic mem-

in this case really means children: Researchers have estimated

ory. That is evidence for its large capacity. At the same time, the

that roughly 8 percent of preadolescent children are eidetick-

difference between the whole- and partial-report procedures

ers, but virtually no adults (Neath & Surprenant, 2003). No

suggests that the information fades rapidly: The participants in

satisfactory theory has been proposed for why eidetic imagery

the whole-report procedure were unable to recall all the infor-

fades over time. However, if you are reading this book as a

mation present in the icon. This second point was reinforced

high school or college student, you almost certainly have iconic

by experiments in which the identification signal was slightly

memory but not eidetic images.

delayed. Figure 7.4
 shows that as the delay interval increases

from 0 seconds to 1 second, the number of items accurately

reported declines steadily. Researchers have measured quite


Short-Term Memory


accurately the time course with which information must be

transferred from the fading icon (Graziano & Sigman, 2008).

Before you began to read this chapter, you may not have been

To take advantage of the “extra peek” at the visual world, your

aware that you had iconic memory. It is very likely, how-

memory processes must very quickly transfer information to

ever, that you were aware that there are some memories that

more durable stores.

you possess only for the short term. Consider the common

Note that iconic memory is not the same as the “photo-

occurrence of consulting a Web page to find the start time for a

graphic memory” that some people claim to have. The techni-

movie. If you don’t get to act on the information immediately,

cal term for “photographic memory” is eidetic imagery:
 People

you often have to go right back to the Web. When you con-

who experience eidetic imagery are able to recall the details of

sider this experience, it’s easy to understand why researchers
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FIGURE 7.4
 Recall by the Partial-Report Method

The solid line shows the average number of items recalled

using the partial-report method, both immediately after

8

presentation and at four later times. For comparison, the

Partial-report


ecalled


dotted line shows the number of items recalled by the

recall level

whole-report method.

6

Adapted from Sperling, 1960.
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have hypothesized a special type of memory called short-term


the pure contribution of STM to your seven (or so) item mem-


memory (STM).


ory span to be only between three and five items (Cowan,

You shouldn’t think of short-term memory as a particular

2001). But if that’s all the capacity you have to commence the

place that memories go to, but rather as a built-in mechanism

acquisition of new memories, why don’t you notice your limi-

for focusing cognitive resources on some small set of mental

tations more often? Despite the capacity limitations of STM,

representations (Shiffrin, 2003). But the resources of STM are

you function efficiently for at least two reasons. As you will see

fickle. As even your experience with phone numbers shows,

you have to take some special care to ensure that memories

become encoded into more permanent forms.


The Capacity Limitations of STM


In Chapter 4, you

learned how your attentional resources are devoted to selecting

the objects and events in the external world on which you will

expend your mental resources. Just as there are limits on your

capacity to attend to more than a small sample of the available

information, there are limits on your ability to keep more than

a small sample of information active in STM. The limited

capacity of STM enforces a sharp focus of mental attention.

To estimate the capacity of STM, researchers at first

turned to tests of memory span.
 At some point in your life, you

have probably been asked to carry out a task like this one:

Read the following list of random numbers once, cover

them, and write down as many as you can in the order

they appear:

8 1 7 3 4 9 4 2 8 5

How many did you get correct?

Now read the next list of random letters and perform the

same memory test:

J M R S O F L P T Z B

How many did you get correct?

If you are like most individuals, you probably could recall

What role does short-term memory play when you punch

somewhere in the range of five to nine items. George Miller


in your ATM password?

(1956) suggested that seven (plus or minus two) was the “magic

number” that characterized people’s memory performance on

random lists of letters, words, numbers, or almost any kind of

meaningful, familiar item.


Simulate
 the Experiment
 Digit Span
 on MyPsychLab


Tests of memory span, however, overestimate the true


short-term memory (STM)
 Memory processes associated with

preservation of recent experiences and with retrieval of information

capacity of STM because participants are able to use other

from long-term memory; short-term memory is of limited capacity

sources of information to carry out the task. When other

and stores information for only a short length of time without

sources of memory are factored out, researchers have estimated

rehearsal.
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Good 1.0

most common reasons for this is that you are distracted from

performing the type of rehearsal necessary to acquire a new

memory. As a remedy, try to encode and rehearse a new name

carefully before you continue with a conversation.

.8

Our conclusion so far is that rehearsal will help you to keep

information from fading out of STM. But suppose the informa-

tion you wish to acquire is, at least at first, too cumbersome to


ect
 .6


orr


be rehearsed? You might turn to the strategy of chunking.


Chunking


A chunk
 is a meaningful unit of information. A


Percent c
 .4

chunk can be a single letter or number, a group of letters or

other items, or even a group of words or an entire sentence.

For example, the sequence 1–9–8–4 consists of four digits that

.2

could exhaust your STM capacity. However, if you see the dig-

its as a year or the title of George Orwell’s book 1984,
 they

constitute only one chunk, leaving you much more capacity

Poor

for other chunks of information. Chunking
 is the process of

0

3

6

9

12

15

18

reconfiguring items by grouping them on the basis of similarity

Short

Long

or some other organizing principle, or by combining them into


Recall interval (in seconds)


larger patterns (Cowan et al., 2010).


FIGURE 7.5
 Short-Term Memory Recall

See how many chunks you find in this sequence of

without Rehearsal

20 numbers: 19411917186118121776. You can answer “20” if

you see the sequence as a list of unrelated digits, or “5” if you

When the interval between stimulus presentation and recall

break down the sequence into the dates of major wars in U.S.

was filled with a distracting task, recall became poorer as the

history. If you do the latter, it’s easy for you to recall all the

interval grew longer.

digits in proper sequence after one quick glance. It would be

impossible for you to remember them all from a short exposure

if you saw them as 20 unrelated items.

in the next two sections, the encoding of information in STM

Your memory span can always be greatly increased if you

can be enhanced through rehearsal and chunking.

can discover ways to organize an available body of informa-

tion into smaller chunks. One famous subject, S.F., was an avid


Rehearsal


You probably know that a good way to keep your

runner. He was able to memorize 84 random digits by using

movie time in mind is to keep repeating the digits in a cycle in

his knowledge of race results to find chunks in the strings of

your head. This memorization technique is called maintenance


digits (Chase & Ericsson, 1981; Ericsson & Chase, 1982). Like


rehearsal.
 The fate of unrehearsed information was demon-

S.F., you can structure incoming information according to

strated in an ingenious experiment.

its personal meaning to you (linking it to the ages of friends

and relatives, for example); or you can match new stimuli


Fe


with various codes that have been stored in your long-term


a



Participants heard three consonants, such as F, C, and V.



tured


memory. Even if you can’t link new stimuli to rules, meanings,


After a delay of 3 to 18 seconds, the participants heard a sig-


or codes in your long-term memory, you can still use chunk-


Stud



nal that instructed them to recall the consonants (Peterson


ing. You can simply group the items in a rhythmical pattern


& Peterson, 1959). To prevent rehearsal, a distractor task



y


or temporal group (181379256460 could become 181, pause,


was put between the stimulus input and the recall signal—


379, pause, 256, pause, 460). You know from everyday experi-


the participants were given a three-digit number and told


ence that this grouping principle works well for remembering


to count backward from it by 3s until the recall signal was


telephone numbers.


presented. Many different consonant sets were given, and



several short delays were used over a series of trials with a



number of participants.



Working Memory



As shown in
 
Figure 7.5

 , recall became increasingly



poorer as the time required to retain the information became


Our focus so far has been on short-term memory, and spe-


longer. After even 3 seconds, there was considerable


cifically the role that STM plays in the explicit acquisition of


memory loss, and by 18 seconds, loss was nearly total. In


new memories. However, you need more memory resources


the absence of an opportunity to rehearse the information,


on a moment-by-moment basis than those that allow you to


short-term recall was impaired with the passage of time.


acquire facts. For example, you also need to be able to retrieve

preexisting memories. At the start of this chapter, I asked you

to commit a number to memory. Can you remember now what

Performance suffered because information could not be

it was? If you can remember (if not, peek), you have made your

rehearsed. It also suffered because of interference from the

competing information of the distractor task. (We will con-

sider interference as a cause of forgetting later in this chapter.)


chunking
 The process of taking single items of information and

You may have noticed how often a new acquaintance says his

recoding them on the basis of similarity or some other organizing

or her name—and then you immediately forget it. One of the

principle.
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t The episodic buffer
 is a storage system with limited

capacity that is controlled by the central executive. The

episodic buffer allows you to retrieve information from

long-term memory and combine it with information from

the current situation. Most life events include a complex

array of sights, sounds, and so on. The episodic buffer

provides a resource to integrate those different types of

perceptual stimulation with past experiences to provide

a unified interpretation of each situation.

The incorporation of short-term memory into the broader

context of working memory should help reinforce the idea that

STM is not a place but a process. To do the work of cognition—

to carry out cognitive activities like language processing or

problem solving—you must bring a lot of different elements

together in quick succession. You can think of working mem-

How can you put chunking to good use while listening

ory as short-term special focus on the necessary elements. If

to a lecture?

you wish to get a better look at a physical object, you can shine

a brighter light on it; working memory shines a brighter mental

light on your mental objects—your memory representations.

Working memory also coordinates the activities required to

mental representation of that memory active once more—

take action with respect to those objects.

that’s another memory function. If you do something more

In everyday life, you often run up against the capacity

complicated—suppose you try to count backward by 3s from

limitations of working memory. Let’s apply that insight in the

132 while you toss a ball from hand to hand—you’ll put even

academic domain.

more demands on your memory resources.

Based on an analysis of the memory functions you require


F



What happens when you sit down to begin an exam? Often,
 ea


to navigate through life, researchers have articulated theories


tured



thoughts rush in about how prepared you are for the exam,


of working memory
 —the memory resource that you use to


how hard it’s likely to be, and so on. A pair of researchers



Stud


accomplish tasks such as reasoning and language comprehen-


wished to test the hypothesis that these anxious thoughts


sion. Suppose you are trying to remember a movie time while


y



often exhaust students’ working memory capacity—and,


you search for a pencil and pad to write it down. Whereas your


by doing so, make it difficult for the students to perform


short-term memory processes allow you to keep the number


well on their exam (Ramirez & Beilock, 2011). To test that


in mind, your more general working memory resource allows


hypothesis, the researchers created a testing situation that


you to execute the mental operations to accomplish an effi-


put particular pressure on students (by promising them a


cient search. Working memory provides a foundation for the


monetary reward if they did well). The researchers assigned


moment-by-moment fluidity of thought and action.


a subset of the students to a control group. Those students



Alan Baddeley
 (2002, 2003) has provided evidence for


sat quietly for 10 minutes waiting for the exam to start. The


four components of working memory:


other students experienced an intervention: They spent the


t A phonological loop.
 This resource holds and


same 10 minutes “writing about their thoughts and feelings


manipulates speech-based information. The phonological


regarding the math problems they were about to perform”


loop overlaps most with short-term memory. When


(p. 212). The researchers argued that the thoughts and feel-


you rehearse a telephone number by “listening” to it as


ings, once expressed, would no longer compete for the


you run it through your head, you are making use of the


students’ working memory capacity once the exam began.


phonological loop.


In fact, students in the expressive writing group performed


t A visuospatial sketchpad.
 This resource performs the same


about 20 percent better than the control group on a series of


types of functions as the phonological loop for visual and


math problems!


spatial information. If, for example, someone asked you

how many desks there are in your psychology classroom,

Next time you experience anxiety before an exam, consider

you might use the resources of the visuospatial sketchpad

spending a few minutes writing about your thoughts and

to form a mental picture of the classroom and then

feelings. By doing so, you could free up working memory capac-

estimate the number of desks from that picture.

ity you need to excel on the exam.

t The central executive.
 This resource is responsible for

Researchers have demonstrated that working memory

controlling attention and coordinating information from

capacity differs among individuals. They have devised several

the phonological loop and the visuospatial sketchpad. Any

time you carry out a task that requires a combination of

mental processes—imagine, for example, you are asked to

describe a picture from memory—you rely on the central

executive function to apportion your mental resources


working memory
 A memory resource that is used to accomplish tasks

to different aspects of the task (we return to this idea

such as reasoning and language comprehension; consists of the

in Chapter 8).

phonological loop, visuospatial sketchpad, and central executive.
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Table 7.1 t
 Sample Items for a Test


Stop
 and
 Review


of Operation Span

Why do researchers believe that the capacity of iconic

Try to answer “yes” or “no” to each math problem and then memorize

memory is large?

the words at the end of each problem. Once you’re done with all four

What is the contemporary estimate of the capacity of

problems, cover them up and try to recall the four words.

short-term memory?

IS (6 2) 2 2? SNOW

What does it mean to chunk
 some group of items?

IS (8

What are the components of working memory?

1) 5 3? TASTE

IS (9 2) 6 12? KNIFE


CRITICAL THINKING


Recall the study that demonstrated

IS (8

the importance of rehearsal to maintain information in short-

4) 3 6? CLOWN

term memory. In that study, why were participants asked to

count backward by 3s (for example, 167, 164, 161 . . .) rather

than by 1s (167, 166, 165 . . .)?

procedures to measure those differences (Conway et al., 2005).

Let’s consider an example of one of those measures, which is


Study
 and Review
 on MyPsychLab


called operation span
 (Turner & Engle, 1989). Take a look at


Table 7.1
 . To determine operation span, researchers ask par-

ticipants to read each math problem aloud and then answer

“yes” or “no” to indicate whether the equation was correct.

After solving each problem, participants try to memorize the


LONG-TERM MEMORY:


word that comes after it. (In the real version of the test, partici-

pants get the words only after they’ve solved the problems, and


ENCODING AND RETRIEVAL


they get the problems one at a time.) After completing a whole

group of problems, participants try to recall all the words in the

How long can memories last? At the chapter’s outset, I asked

correct order. Try to get a feel for the task by working through

you to recall your own earliest memory. How old is that mem-

Table 7.1. Operation span requires people to carry out one task

ory? Fifteen years? Twenty years? Longer? When psychologists

(such as solving math problems) while maintaining a second

speak of long-term memory,
 it is with the knowledge that mem-

task (such as remembering words). For that reason, it provides

ories often last a lifetime. Therefore, whatever theory explains

an index of individual differences in the efficiency of the cen-

how memories are acquired for the long term must also explain

tral executive to apportion mental resources to different tasks.

how they can remain accessible over the life course. Long-


Researchers use measures of working memory capac-


term memory (LTM)
 is the storehouse of all the experiences,

ity (WMC) to predict performance on a variety of tasks. For

events, information, emotions, skills, words, categories, rules,

example, in one study people tried to comprehend brief texts

and judgments that have been acquired from sensory and

while irrelevant speech was played over headphones (Sörqvist

short-term memories. LTM constitutes each person’s total

et al., 2010). Because people with higher WMC are better able

knowledge of the world and of the self.

to focus their attention, their reading comprehension was less

Psychologists know that it is often easier to acquire new

disrupted. Another project examined the impact of WMC on

long-term information when an important conclusion is stated

police officers’ performance (Kleider et al., 2010). Police offic-

in advance. With that conclusion in place, you have a framework

ers viewed a series of slides of armed and unarmed men. When

for understanding the incoming information. For memory, here

the officers were experiencing negative emotions (after watch-

is the appropriate conclusion: Your ability to remember will be

ing a disturbing video), those with lower WMC were more

greatest when there is a good match between the circumstances

likely to shoot unarmed targets and less likely to shoot armed

in which you encoded information and the circumstances in

targets. The researchers suggested that negative emotions tax

which you attempt to retrieve it. You will see over the next

working memory resources. For officers with lower WMC,

several sections what it means to have a “good match.”

negative emotions leave them with insufficient resources to

make accurate decisions.

A final note on working memory: Working memory helps


Retrieval Cues


maintain your psychological present. It is what sets a context

To begin the exploration of the match between encoding and

for new events and links separate episodes together into a

retrieval, let’s consider this general question: How do you

continuing story. It enables you to maintain and continually

“find” a memory? The basic answer is that you use retrieval

update your representation of a changing situation and to keep

cues. Retrieval cues
 are the stimuli available as you search for

track of topics during a conversation. All of this is true because

a particular memory. These cues may be provided externally,

working memory serves as a conduit for information coming

such as questions on a quiz (“What memory concepts do you

and going to long-term memory. Let’s turn our attention now

associate with the research of Baddeley and Sperling?”), or gen-

to the types of memories that can last a lifetime.

erated internally (“Where have I met her before?”). Each time

you attempt to retrieve an explicit memory, you do so for some

purpose, and that purpose often supplies the retrieval cue. It


long-term memory (LTM)
 Memory processes associated with the

preservation of information for retrieval at any later time.

won’t surprise you that memories can be easier or harder to


retrieval cue
 Internally or externally generated stimulus available

retrieve depending on the quality of the retrieval cue. If a friend

to help with the retrieval of a memory.

asks you, “Who’s the one Roman emperor I can’t remember?”
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and recognition to your day-to-day experiences of explicit mem-

ory. When trying to identify a criminal, the police would be us-

ing a recall method if they asked the victim to describe, from

memory, some of the perpetrator’s distinguishing features: “Did

you notice anything unusual about the attacker?” They would be

using the recognition method if they showed the victim photos,

one at a time, from a file of criminal suspects or if they asked the

victim to identify the perpetrator in a police lineup.

Let’s now use these two procedures to test you on the word

pairs you learned a few moments ago. What words finished

the pairs?

Hat–?

Bicycle–?

Ear–?

Can you select the correct pair from these possibilities?

Apple–Baby

Mouse–Tree

Ball–House

In what ways is retrieval from long-term memory analogous to

Apple–Boat

Mouse–Tongue

Ball–Hill

retrieval from a vast research library?

Apple–Bottle

Mouse–Tent

Ball–Horn

Was the recognition test easier than the recall test? It should

be. Let’s try to explain this result with respect to retrieval cues.

you’re likely to be involved in a guessing game. If she asks

Both recall and recognition require a search using cues.

instead, “Who was the emperor after Claudius?” you can im-

The cues for recognition, however, are much more useful. For

mediately respond “Nero.”

recall, you have to hope that the cue alone will help you locate

A good way for you to appreciate the importance of

the information. For recognition, part of the work has been

retrieval cues is by attempting to learn some word pairs. This

done for you. When you look at the pair Mouse–Tree,
 you

procedure replicates classic memory experiments. Keep work-

only have to answer yes
 or no
 to “Did I have this experience?”

ing at it until you can go through the six pairs three times in a

By contrast, for Mouse–?
 You need to answer, “What was the

row without an error.

experience I had?” In this light, you can see that I made the

Apple–Boat

recognition test reasonably easy for you. Suppose you had

Hat–Bone

viewed, instead, recombinations of the original pairs. Which of

Bicycle–Clock

these are correct?

Mouse–Tree

Hat–Clock

Ear–Boat

Ball–House

Hat–Bone

Ear–Blanket

Ear–Blanket

Now you must recognize not just that you saw the word before,

Now that you’ve committed the pairs to memory, it’s time to

but that you saw it in a particular context. (We will return to

make the test more interesting. You need to have a retention


the idea of context shortly.) If you are a veteran of difficult


interval
 —a period of time over which you must keep the infor-

multiple-choice exams, you have come to learn how tough even

mation in memory. Let’s spend a moment, therefore, discuss-

recognition situations can be. However, in most cases, your

ing some of the procedures researchers might use to test your

recognition performance will be better than your recall because

memory. You might assume that you either know something

retrieval cues are more straightforward for recognition. Let’s

or you don’t and that any method of testing what you know

look at some other aspects of retrieval cues.

will give the same results. Not so. Let’s consider two tests for

explicit memory, recall and recognition.


Episodic and Semantic Memories


The earlier discussion

of the functions of memories made a distinction between


Recall and Recognition


When you recall,
 you reproduce

declarative and procedural memories. Declarative memories

the information to which you were previously exposed. “What

themselves differ along another dimension with respect to

are the components of working memory?” is a recall question.

the cues that are necessary to retrieve them from memory.


Recognition
 refers to the realization that a certain stimulus event

Canadian psychologist Endel Tulving
 (1972) first proposed the

is one you have seen or heard before. Here’s a recognition ques-

distinction between episodic
 and semantic
 types of declarative

tion: “Which is the term for a visual sensory memory: (1) echo;

memories (see Figure 7.6
 on page 184).

(2) chunk; (3) icon; or (4) abstract code?” You can relate recall


Episodic memories
 preserve, individually, the specific

events that you have personally experienced. For example,

memories of your happiest birthday or of your first kiss are

stored in episodic memory. To recover such memories, you


Watch
 the Video
 Classic Footage of Assessment of Memory with the


need retrieval cues that specify something about the time at


Stanford-Binet Intelligence Scale
 on MyPsychLab


which the event occurred and something about the content


recall
 A method of retrieval in which an individual is required

to reproduce the information previously presented.

of the events. Depending on how the information has been

encoded, you may or may not be able to produce a specific


recognition
 A method of retrieval in which an individual is required

to identify stimuli as having been experienced before.

memory representation for an event. For example, do you have


episodic memory
 Long-term memory for an autobiographical event

any specific memories to differentiate the 10th time ago you

and the context in which it occurred.

brushed your teeth from the 11th time ago?
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FIGURE 7.6
 Dimensions of Long-Term

Long-term

Memory

memory

Researchers have suggested that people store different

types of memories.

Declarative memory:

Procedural memory:

Memory for facts and events

Memory for how to do things

Episodic memory:

Semantic memory:

Recollections of specific

General knowledge

personal experiences

Everything you know, you began to acquire in some par-


Encoding Specificity


What are the consequences of

ticular context. However, there are large classes of informa-

learning information in a particular context? Endel Tulving

tion that, over time, you encounter in many different contexts.

and Donald Thomson (1973) first demonstrated the power of

These classes of information come to be available for retrieval

encoding specificity by reversing the usual performance rela-

without reference to their multiple times and places of expe-

tionship between recall and recognition.

rience. These semantic memories
 are generic, categorical

memories, such as the meanings of words and concepts. For


F



Participants were asked to learn pairs of words like train–



ea


most people, facts like the formula E
 MC
 2 and the capital of


tured



black, but they were told that they would be responsible for


France don’t require retrieval cues that make reference to the


remembering only the second word of the pair. In a subse-



Stud


episodes, the original learning contexts, in which the memory


quent phase of the experiment, participants were asked to


was acquired.


y



generate four free associates to words like
 white . Those


Of course, this doesn’t mean that your recall of semantic


words were chosen so that it was likely that the original to-


memories is foolproof. You know perfectly well that you can


be-remembered words (like
 black ) would be among the as-


forget many facts that have become dissociated from the con-


sociates. The participants were then asked to check off any


texts in which you learned them. A good strategy when you


words on their associates lists that they recognized as to-be-


can’t recover a semantic memory is to treat it like an episodic


remembered words from the first phase of the experiment.


memory again. By thinking to yourself, “I know I learned the

names of the Roman emperors in my Western civilization

course,” you may be able to provide the extra retrieval cues that

will shake loose a memory.


Context and Encoding


To continue our exploration of encoding and retrieval, let’s

now consider a phenomenon that you might call “context

shock.” You see someone across a crowded room, and you

know that you know the person but you just can’t place her.

Finally, after staring for longer than is absolutely polite, you

remember who it is—and you realize you were having diffi-

culty identifying her because you have never seen her in this

particular context. What is the woman who delivers your mail

doing at your best friend’s party? Whenever you have this type

of experience, you have rediscovered the principle of encoding



specificity:
 Memories emerge most efficiently when the con-

text of retrieval matches the context of encoding. Let’s see how

researchers have demonstrated that principle.


semantic memory
 Generic, categorical memory, such as the meaning

Events of personal importance, like seeing a good friend for

of words and concepts.

the first time after a year’s separation, are retained in episodic



encoding specificity
 The principle that subsequent retrieval of

memory. What types of information from semantic
 memory

information is enhanced if cues received at the time of recall are

consistent with those present at the time of encoding.

might contribute to a reunion?


184



Chapter 7
 Memory






They were able to do so 54 percent of the time. However,


(Weissenborn & Duka, 2000). In general, alcohol impaired


when the participants were later given the first words of the


memory performance. However, participants who drank alco-


pair, like
 train, and asked to recall the associate, they were


hol at both study and test were able to retrieve information


61 percent accurate.


that eluded participants who drank alcohol at only study or

test alone. When internal states provide the basis for encod-

ing specificity, those effects are called state-dependent memory
 .

Why was recall better than recognition? Tulving and Thomson

Researchers have demonstrated that state-dependent memory

suggested that what mattered was the change in context. After

occurs for other drugs such as marijuana and amphetamine.

the participants had studied the word black
 in the context of

Also, if you take antihistamines for allergies, you might be


train,
 it was hard to recover the memory representation when

interested to learn that they lead to state-dependent memory

the context was changed to white.
 Given the significant effect

(Carter & Cassaday, 1998). How might you use that informa-

of even these minimal contexts, you can anticipate that richly

tion when allergy season rolls around?

organized real-life contexts would have an even greater effect

These various examples of encoding specificity point to

on your memory.

the same conclusion. It’s easiest to find your way back to infor-

Researchers have provided several remarkable demonstra-

mation when you can reinstate the original context in which

tions of context-dependent
 memory. In one experiment, scuba

you encoded it.

divers learned lists of words either on a beach or under water.

They were then tested for retention of those words, again in


The Serial Position Effect


Changes in context also explain

one of those two contexts. Performance was nearly 50 percent

one of the classic effects in memory research: the serial position


better when the context at encoding and recall matched—even


effect.
 Suppose a professor required you to learn a list of

though the material had nothing at all to do with water or diving

unrelated words. If you tried to recall those words in order, your

(Godden & Baddeley, 1975). Researchers have demonstrated

data would almost certainly conform to the pattern shown in

similar context-dependent memory effects for word lists when


Figure 7.7
 on page 186: You would do very well on the first few

encoding and retrieval varied between the third and fifth floors

words (the primacy effect
 ) and very well on the last few words

of a psychology building (Unsworth et al., 2012). But it’s not just

(the recency effect
 ) but rather poorly on the middle part of the

word lists: Piano students performed a brief composition more

list. Figure 7.7 shows the generality of this pattern when students

accurately when they played it on the same piano on which they

are asked to try to remember word lists of varying lengths (6, 10,

had first learned it (Mishra & Backlin, 2007).

and 15 words) using either serial recall
 (“Recite the words in the

In each of the examples so far, memories are encoded

order you heard them”) or free recall
 (“Recite as many words as

with respect to a context in the external environment—for

you can”) (Jahnke, 1965). Researchers have found primacy and

example, the test room or the type of piano. However, encoding

recency in a wide variety of test situations (Neath & Surprenant,

specificity also occurs based on people’s internal states. For

2003). What day is it today? Do you believe that you would be

example, in one study participants drank either alcohol or a

almost a second faster to answer this question at the beginning

placebo before the study and test sessions for a free recall task

or end of the week than in the middle (Koriat & Fischoff, 1974)?

The role context plays in producing the shape of the serial

position curve has to do with the temporal distinctiveness
 of

different items on a list, different experiences in your life, and so

on (Guérard et al., 2010; Neath et al., 2006). Temporal distinc-

tiveness refers to the extent to which a particular item stands out

from or is distinct from other items in time. It’s easiest to under-

stand the concept of temporal distinctiveness by analogy to dis-

tinctiveness in space. Figure 7.8
 on page 186 provides that spatial

analogy. Imagine, in Part A, that you are looking at train tracks.

What you can see is that they look as if they clump together

at the horizon—even though they are equally spaced apart. The

early tracks are not distinctive; they blur together. By contrast,

the nearest tracks stand out most; they are most distinctive.

Imagine now that you are trying to remember the last

10 movies you’ve seen. The movies are like the train tracks.

Under most circumstances, you should remember the last

movie best—giving you a recency effect—because it stands out

most clearly in time. Meanwhile, this logic suggests that “mid-

dle” information will become more memorable if each item is


serial position effect
 A characteristic of memory retrieval in which the

recall of beginning and end items on a list is often better than recall

of items appearing in the middle.


primacy effect
 Improved memory for items at the start of a list.


recency effect
 Improved memory for items at the end of a list.

After receiving a traffic warning from this man, why might you


temporal distinctiveness
 The extent to which a particular item stands

not recognize him if you ran into him at a party?

out from or is distinct from other items in time.
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FIGURE 7.7
 The Serial Position Effect

This figure shows the generality of the serial position effect. Students were asked to try to remember word lists of varying lengths (6, 10, and 15 words) using either serial recall
 (“Recite the words in the order you heard them”) or free recall
 (“Recite as many words as you can”). Each curve shows better memory for both the beginning (the primacy
 effect) and end (the recency
 effect) of the list.

made more distinctive. The idea with respect to the analogy, as


some number of random digits that appeared on a computer


shown in Part B of Figure 7.8, is to make the train tracks seem


screen between the letters. In the conventional condition


equally far apart.


(like Part A of Figure 7.8), each pair of letters was separated



by two digits. In the proportional condition (like Part B), the



F



first pair had four digits and the last pair had zero digits;



ea



To make the train tracks seem evenly spaced, engineers



tured



this should have the effect of making the early digits more



would have to make the more distant ones actually be



distinctive, just like moving distant train tracks farther apart.



Stud



farther apart. Researchers have used the same logic for



Participants, in fact, showed better memory for early items



a memory test, by exploiting the analogy between space



y



on the list when those items had been made more separate.



and time (Neath & Crowder, 1990). They had participants



try to learn lists of letters, but they manipulated how far



apart in time the letters were made to seem. This manipu-



lation was accomplished by asking participants to read out



Simulate
 the Experiment
 Serial Position Effect
 on MyPsychLab
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FIGURE 7.8
 Temporal Distinctiveness

You can think of items you put into memory as train tracks. In Part A, you can imagine that memories farther back in time become blurred together, just like train tracks in the distance. In Part B, you see that one way to combat this effect is to make the earlier tracks physically farther apart, so the distances look proportional. Similarly, you can make early memories more distinctive by moving them apart psychologically.
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This experiment suggests that the standard recency effect

Memory performance based on levels of processing

arises because the last few items are almost automatically dis-

confirms that the way in which information is committed

tinctive. The same principle may explain primacy—each time

to memory—the mental processes that you use to encode

you begin something new, your activity establishes a new tem-

information—has an effect on whether you can retrieve that

poral context. In that new context, the first few experiences

information later. However, so far we have looked at only

are particularly distinctive. Thus you can think of primacy and

explicit memory. We will now see that the match between

recency as two views of the same set of train tracks—one from

processes at encoding and retrieval is particularly critical for

each end!

implicit memory.


Processes and Implicit Memory


Recall that the explicit


The Processes of Encoding and Retrieval


versus implicit dimension applies both at encoding and at

retrieval (Bowers & Marsolek, 2003). Under many circum-

You have seen so far that a match between the context of

stances, for example, you will retrieve implicitly memories

encoding and of retrieval is beneficial to good memory perfor-

that you originally encoded explicitly. This is true when you

mance. To refine that conclusion, we must consider the actual

greet your best friend by name without having to expend any

processes that are used to get information to and from long-term

particular mental effort. Even so, implicit memories reveal

memory. This section will adopt a perspective called transfer-


the importance of the match between the processes at implicit


appropriate processing:
 The perspective suggests that memory

encoding and the processes at implicit retrieval.

is best when the type of processing carried out at encoding

To explore the properties of implicit memory, research-


transfers
 to the processes required at retrieval (Roediger, 2008).

ers have often demonstrated that the same circumstances of

Let’s review research that illustrates this perspective.

encoding have quite a different impact on people’s perform-

ance on explicit and implicit memory tasks. Consider a study


Levels of Processing


We’ll begin with the idea that the

that measured the memory performance of marathon runners

type of processing you perform on information—the type

(Eich & Metcalfe, 2009). Members of the marathon
 group had

of attention you pay to information at time of encoding—

just completed the New York City marathon. Members of the

will have an influence on your memory for the information.


control
 group were also marathoners, but they completed the


Levels-of-processing theory
 suggests that the deeper the

memory tests one to three days before the marathon. Each

level at which information was processed, the more likely it

group began the experiment by rating the pleasantness of a list

is to be committed to memory (Craik & Lockhart, 1972;

of 26 words. The pleasantness ratings allowed participants to

Lockhart & Craik, 1990). If processing involves more analysis,

think about the meaning of a word without purposefully com-

interpretation, comparison, and elaboration, it should result in

mitting it to memory. Next, the participants completed a test

better memory.

of implicit memory known as w ord stem completion
 . In this

The depth of processing is often defined by the types of

task, participants see a stem, like uni
 ______________, and

judgments participants are required to make with respect to

write the first word that comes to mind. Suppose unicorn
 was

experimental materials. Consider the word GRAPE.
 You could

on the original word list. People might write unicorn
 down in

make a physical judgment about this item—is the word in capi-

response to uni
 ______________ without being aware that they

tal letters? Or a rhyme judgment—does the word rhyme with

are experiencing the influence of the original list. Finally, the


tape
 ? Or a meaning judgment—does the word represent a type

participants completed an explicit memory task in which they

of fruit? Do you see how each of these questions requires you to

explicitly tried to recall the words they had rated earlier.

think a little bit more deeply about GRAPE
 ? In fact, the deeper

What affect should running a marathon have on memory

the original processing participants carry out, the more words

performance? The researchers suggested that the stress of the

they remember (Lockhart & Craik, 1990).

run would make it more difficult for people to encode explicit

Why does the depth of processing have an impact? One

information. For that reason, explicit memory should suffer

explanation is that the type of processing people do at “deeper”

post-marathon. However, the implicit memory task only

levels provides a better match to the processes that are required

relies on a physical
 match between the original stimulus and

at retrieval (Roediger et al., 2002). When you use explicit mem-

the information given at test. Whatever perceptual
 processes

ory processes to remember a word, you typically use informa-

allowed people to encode unicorn
 as a physical stimulus should

tion about its meaning (rather than, for example, its physical

also make that physical reality available when they complete

appearance). In that way, the meaning judgment at encoding

the stem uni
 ______________. On this analysis, implicit mem-

provides a better match to processes of retrieval. This explana-

ory should be unaffected by post-marathon stress. In fact, the

tion makes the levels-of-processing effect a type of transfer-

researchers proposed that the marathoners’ implicit memory

appropriate processing.

might be even better than the control group’s memory: The

marathoners’ post-run stress might have prompted them to

focus more attention on the physical properties of the words


Simulate
 the Experiment
 Depth of Processing
 on MyPsychLab


than on the words’ meaning.


transfer-appropriate processing
 The perspective that suggests that


Figure 7.9
 on page 188 presents the experiments’ results.

memory is best when the type of processing carried out at encoding

As you can see, the marathoners did, in fact, have worse explicit

matches the processes carried out at retrieval.

memory but better implicit memory. You are probably famil-


levels-of-processing theory
 A theory that suggests that the deeper the

iar with “proportion recalled” as a measure of explicit mem-

level at which information was processed, the more likely it is to be

retained in memory.

ory. The measure for implicit memory will be less familiar. It


priming
 In the assessment of implicit memory, the advantage conferred

is known as priming
 because the first experience of the word

by prior exposure to a word or situation.


primes
 memory for later experiences. This measure indicates
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Control

Marathon


Why We Forget


0.6

0.6

Much of the time, your memory works just fine. You see a new

acquaintance walking toward you, and you retrieve his name

0.5

0.5 Pr


from memory without hesitation. Unfortunately, every once in


oportion


a while, you end up greeting him in awkward silence—with that

0.4

0.4

awful realization that you can’t remember his name. How does

that happen? Sometimes the answer will reside with the forces

0.3

0.3 rec


you’ve already learned. It could be the case, for example, that


Priming



all


you’re trying to recall the name in a context that’s very differ-


ed


0.2

0.2

ent from the one in which you learned it. However, research-

ers have studied other explanations for forgetting. In fact, the

0.1

0.1

earliest formal body of research on memory, published in 1885,

focused directly on that topic. Let’s begin with that work.

0

Implicit

Explicit

0


FIGURE 7.9
 Comparison of Implicit and Explicit


Ebbinghaus Quantifies Forgetting


The study of forget-

Memory Performance

ting was pioneered by by the German psychologist Hermann



Ebbinghaus
 (1850–1909). Ebbinghaus served as his own

People’s explicit memory performance was worse after running

subject. He began each study by reading through a list of non-

a marathon. However, their implicit memory performance was

sense syllables (e.g., CEG
 or DAX
 ) one at a time. Then he read

better than that of members of the control group.

through the list again in the same order, and again, until he

could recite all the items in the correct order. Next he distracted

himself from rehearsing the original list by forcing himself

how much more likely participants were to provide unicorn
 in

to learn other lists. After this interval, Ebbinghaus measured

response to uni
 ______________ if the word had appeared on

his memory by seeing how many trials it took him to relearn


the initial list. (For some participants, unicorn
 would not have

the original list. If he needed fewer trials to relearn it than he

been on the list.) Figure 7.9 shows priming for both the mara-

had needed to learn it initially, information had been saved


thon and the control group, but more for the marathon group.

from his original study. (This concept should be familiar from

This experiment demonstrates priming based on percep-

Chapter 6. Recall that there is often a savings when animals

tual processes that encode physical aspects of words. People

relearn a conditioned response.)

also experience priming when conceptual processes function at

For example, if Ebbinghaus took 12 trials to learn a list

encoding and retrieval.

and 9 trials to relearn it several days later, his savings score


F


for that elapsed time would be 25 percent (12 trials 9 trials


ea



A group of researchers wished to demonstrate that priming



t


3 trials; 3 trials


ured


12 trials 0.25, or 25 percent). Using savings


of conceptual information could last over a period of four to


as his measure, Ebbinghaus recorded the memory retained


Stud



eight weeks (Thomson et al., 2010). Because they taught at


after different time intervals. The curve he obtained is shown


a Canadian university, they used the names of U.S. states as



y


in Figure 7.10
 . As you can see, he found a rapid initial loss


their stimuli. Early in the semester, in several classes over


of memory. In fact, after one hour Ebbinghaus already had to


a period of 10 years, the researchers introduced one U.S.


spend half the original time to relearn the list. This initial pe-


state (which varied across years). They introduced the target


riod of rapid loss was followed by a gradually declining rate


state in the context of a lecture on memory retrieval. They


(Ebbinghaus, 1885/1964).


suggested, one year, that a good strategy for remember-


You have experienced the pattern revealed in Ebbinghaus’s


ing the states was to go through the alphabet. They noted,


forgetting curve countless times in your life. Consider, for


“when you come to the letter ‘D,’ you’ll have a good chance


example, how reluctant you’d be to take an exam a week after


of remembering Delaware” (p. 43). Each semester, a month



or two later, the researchers asked students to write down



all 50 states. By comparing across years, the researchers



demonstrated that students were much more likely to re-


60


member a state when it had been mentioned in the earlier


50


lecture.


40


etained


You might think that participants were just able to remember

30

the target state because they recalled their professors mention-

20


Percent r


ing it in class. However, the researchers asked their students

10

about their prior memories. Very few could recall what had

happened earlier in the semester. Based on these responses,

0

1 2 3 4 5

10

15
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30

the researchers concluded that the conceptual priming of the


Days


particular state endured over the whole period of one to two

months!


FIGURE 7.10
 Ebbinghaus’s Forgetting Curve

Are you impressed by the longevity of implicit memory?

Ebbinghaus calculated his retention of nonsense syllables over

You should keep these results in mind as we turn to circum-

a 30-day period using the savings method. The curve shows

stances in which your memory processes fall short.

rapid forgetting and then reaches a plateau of little change.
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you studied for it. You know from experience that much of


Proactive Interference


what you learned will no longer be accessible. Similarly, you

might find it easy to recall a name right after you’ve learned

Information

Information

it, but if a week goes by when you don’t use it, you might find

being learned

learned


Interferes


yourself thinking, “I know I knew his name!”

currently

previously


Interference


Why else might you forget a name that you

knew a week ago? One important answer is that you didn’t

learn that name in isolation. Before you learned it, you had lots


Retroactive Interference


of other names in your head; after you learned it, you probably

acquired a few more new ones. All those other names can have

Information

Information

a negative impact on your ability to retrieve the one name you

being learned

learned

need in the moment. To make this point more formally, I want


Interferes


currently

previously

you to try to learn some new word pairs. Once again, keep

working on these word pairs until you can repeat them three

times in a row without an error.


FIGURE 7.11
 Proactive and Retroactive

Apple–Robe

Interference

Hat–Circle

Proactive and retroactive interference help explain why it

Bicycle–Roof

can be difficult to encode and retrieve memories. What you

Mouse–Magazine

have learned in the past can make it more difficult for you to

Ball–Baby

encode new information (proactive interference). What you are

Ear–Penny

learning now can make it more difficult for you to retrieve old

How did it go? Examine the list. You can see what’s

information (retroactive interference).

happened—each old prompt is paired with a new response.

From Baron, Robert A., Psychology
 , 5th Edition, © 2001. Printed and

Was it harder for you to learn these new pairs? Do you think it

electronically reproduced by permission of Pearson Education Inc., Upper

Saddle River, New Jersey.

would now be harder for you to recall the old ones? (Give it a

try.) The answer in both cases is typically “yes.” This brief exercise

should give you a sense of how memories can compete—or

In this section, you’ve learned some reasons why you

provide interference
 —with each other.

might forget information. It seems fitting that we move now

You already considered a real-life example of the problem

to research that gives advice on how to make memory func-

of interference when you tried to differentiate your recollections

tion better.

of your episodes of toothbrushing. The specific memories in-

terfere with each other. Proactive interference
 ( proactive
 means

“forward acting”) refers to circumstances in which information


Improving Memory


you have acquired in the past makes it more difficult to acquire


for Unstructured Information


new information (see Figure 7.11
 ). Retroactive interference


( retroactive
 means “backward acting”) occurs when the acquisi-

After reading this whole section, you should have some con-

tion of new information makes it harder for you to remember

crete ideas about how you could improve your everyday mem-

older information. The word lists I provided demonstrate both of

ory performance—how you can remember more and forget

these types of interference. You’ve also experienced both proactive

less. ( The Critical Thinking in Your Life
 box, later in the chapter,

and retroactive interference if you’ve ever had to change your

will help you solidify those ideas with respect to school work.)

phone number. At first, you probably found it hard to remember

You know, especially, that you’re best off trying to recover a

the new number—the old one kept popping out (proactive interfer-

piece of information in the same context, or by performing the

ence). However, after finally being able to reliably reproduce the

same types of mental tasks, as when you first acquired it. But

new one, you may have found yourself unable to remember the old

there’s a slightly different problem with which you still need

number—even if you had used it for years (retroactive interference).

some help. It has to do with encoding unstructured or arbitrary

As with many other memory phenomena, Hermann

collections of information.

Ebbinghaus was the first researcher to document interference

For example, imagine that you are working as a clerk in

rigorously through experiments. Ebbinghaus, after learning

a store. You must try to commit to memory the several items

dozens of lists of nonsense syllables, found himself forgetting

that each customer wants: “The woman in the green blouse

about 65 percent of the new ones he was learning. Fifty years later,

wants hedge clippers and a garden hose. The man in the blue

students at Northwestern University who studied Ebbinghaus’s

shirt wants a pair of pliers, six quarter-inch screws, and a paint

lists had the same experience—after many trials with many lists,

scraper.” This scenario, in fact, comes very close to the types of

what the students had learned earlier interfered proactively with

experiments in which researchers ask you to memorize paired

their recall of current lists (Underwood, 1948, 1949).

associates. How did you go about learning the word pairs

I presented earlier? The task probably was somewhat of a chore

because the pairs were not particularly meaningful for you—

and information that isn’t meaningful is hard to remember. To


proactive interference
 Circumstances in which past memories make it

more difficult to encode and retrieve new information.

find a way to get the right items to the right customer, you need


retroactive interference
 Circumstances in which the formation of new

to make associations seem less arbitrary. Let’s explore elabora-


memories makes it more difficult to recover older memories.


tive rehearsal
 and mnemonics
 .
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Elaborative Rehearsal


A general strategy for improving

encoding is called elaborative rehearsal.
 The basic idea of this

technique is that while you are rehearsing information—while

you are first committing it to memory—you elaborate on the

material to enrich the encoding. One way to do this is to invent

a relationship that makes an association seem less arbitrary.

For example, if you wanted to remember the pair Mouse–Tree,


you might conjure up an image of a mouse scurrying up a tree

to look for cheese. Recall is enhanced when you encode sepa-

rate bits of information into this type of miniature story line.

Can you imagine, in the clerk situation, swiftly making up a

story to link each customer with the appropriate items? (It will

work with practice.) You may have already guessed that it is

also often helpful to supplement your story line with a mental

picture—a visual image—of the scene you are trying to remem-

ber. Visual imagery can enhance your recall because it gives

How might a server use elaborative rehearsal or mnemonics to

you codes for both verbal and visual memories simultaneously

get the right meals to the right customers?

(Paivio, 2006).

Elaborative rehearsal can also help save you from what has

been called the next-in-line effect:
 When, for example, people

method are a series of rhymes that associate numbers with

are next in line to speak, they often can’t remember what

words. For example, you might memorize “one is a bun,
 ” “two

the person directly before them said. If you’ve ever had a cir-

is a shoe,
 ” “three is a tree,
 ” and so on. Then you would associate

cle of people each give his or her name, you’re probably well

each item on your list interacting with the appropriate cue.

acquainted with this effect. What was the name of the person

Suppose a history professor asked you to memorize, in order, the

directly in front of you? The origin of this effect appears to be a

rulers of the Roman empire. You might have Augustus eating a

shift in attention toward preparing to make your own remarks

platter of buns, Tiberius wearing oversized shoes, Caligula sitting

or to say your own name (Bond et al., 1991). To counter this

in a tree, and so on. You can see that the key to learning arbitrary

shift, you should use elaborative rehearsal. Keep your attention

information is to encode the information in such a fashion that

focused on the person in front of you and enrich your encoding

you provide yourself with efficient retrieval cues.

of his or her name: Judy—She’s such a beauty
 .


Mnemonics


Another memory-enhancing option is to draw


Metamemory


on special mental strategies called mnemonics
 (from the Greek

Suppose you’re in a situation in which you’d really like to

word meaning “to remember”). Mnemonics
 are devices that

remember something. You’re doing your best to use retrieval

encode a long series of facts by associating them with familiar

cues that reflect the circumstances of encoding, but you just

and previously encoded information. Many mnemonics work

can’t get the bit of information to emerge. Part of the reason

by giving you ready-made retrieval cues that help organize

you’re expending so much effort is that you’re sure that you are

otherwise arbitrary information. These mnemonics also

in possession of the information. But are you correct to be so

encourage you to use visual imagery which, as noted earlier,

confident about the contents of your memory? Questions like

provides effective elaboration as you rehearse new information.

this one—about how your memory works or how you know

Consider the method of loci,
 first practiced by ancient

what information you possess—are questions of metamemory.


Greek orators. The singular of loci
 is locus,
 and it means “place.”

One major question on metamemory has been when and

The method of loci is a means of remembering the order of a list

why feelings-of-knowing
 —the subjective sensations that you do

of names or objects—or, for the orators, the individual sections

have information stored in memory—are accurate. Research

of a long speech—by associating them with some sequence of

on feelings-of-knowing was pioneered by J. T. Hart
 (1965),

places with which you are familiar. To remember a grocery list,

who began his studies by asking students a series of general

you might mentally put each item sequentially along the route

knowledge questions. Consider the question, “What planet

you take to get from home to school. To remember the list

is the largest in our solar system?” Do you know the answer?

later, you mentally go through your route and find the item

If you don’t, how would you respond to this question: “Even

associated with each spot (see Figure 7.12
 ).

though I don’t remember the answer now, do I know the

The peg-word method
 is similar to the method of loci, except

answer to the extent that I could pick the correct answer from

that you associate the items on a list with a series of cues rather

among several wrong answers?” This was the question Hart put

than with familiar locations. Typically, the cues for the peg-word

to his participants. He allowed them to give ratings from 1, to

say they were quite sure they wouldn’t choose correctly on the

multiple choice, to 6, to say they were quite sure they would


elaborative rehearsal
 A technique for improving memory by enriching

choose correctly. What would your rating be? Now here are

the encoding of information.

your alternatives:


mnemonic
 Strategy or device that uses familiar information during the


a.
 Mars

encoding of new information to enhance subsequent access to the

information in memory.


b.
 Venus


metamemory
 Implicit or explicit knowledge about memory abilities and


c.
 Earth

effective memory strategies; cognition about memory.


d.
 Jupiter
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FIGURE 7.12
 The Method of Loci

In the method of loci, you associate the items

you wish to remember (such as the items on a

grocery list) with locations along a familiar path

(such as your route to and from school).

Bread

Orange juice

Ice cream

Bananas

If you made an accurate feeling-of-knowing judgment, you

(Rhodes & Tauber, 2011; Undorf & Erdfelder, 2011). Much of

should have been less likely to get the correct answer, d, if you

that research focuses on how activities at encoding influence

gave a 1 rating than if you gave a 6. (Of course, to have a fair test

JOLs. For that reason, the most important question you can

you’d need to answer a long series of questions.) Hart found

ask yourself is, “Why
 : Why do I believe I know (or don’t know)

that when participants gave 1 ratings, they answered the ques-

this material?”

tions correctly only 30 percent of the time, whereas 6 ratings

You have now learned quite a bit about how you get

predicted 75 percent success. That’s pretty impressive evidence

information in and out of memory. You know what is meant

that feelings-of-knowing can be accurate.

by a “good match” between the circumstances of encoding and

You probably make another type of metamemory judg-

of retrieval. The next section shifts focus from your memory

ment, called a judgment-of-learning
 (JOL), each time you pre-

processes to the content of your memories.

pare for an exam. JOLs are your estimates of how well you have

learned something. Research suggests that students use their

JOLs to decide how to apportion their study time (Metcalfe,


Stop
 and
 Review


2009). They spend more time reviewing material they believe

they haven’t already mastered. This real-world practice leads to

Do circumstances of recall or recognition generally

an important question: Do JOLs allow people to predict their

provide more retrieval cues?

future performance on exams? You should want the answer to

At a party, why might you have the best recall of the

be “yes.” If you believe
 that you’ve learned some information,

first person to whom you spoke?

you should want that to mean that you have, in fact, learned

What does the perspective known as transfer-

that material. However, as you might anticipate, the real

appropriate processing suggest?

answer to whether JOLs predict performance is “sometimes.”

Researchers have devoted a good deal of effort to try to under-

For your English class, you memorize “The Raven.”

stand when JOLs do and do not predict future performance

When you’re done, you can no longer recite last
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Critical Thinking in Your Life



HOW CAN MEMORY RESEARCH HELP YOU PREPARE FOR EXAMS?


One important use of critical thinking is to apply new

t Elaborative rehearsal and mnemonics.
 Sometimes when

knowledge to your life’s important tasks. As you read about

you study for exams, you will feel as if you are trying

memory, you might ask yourself, “How will this research help

to acquire “unstructured information.” You might, for

me prepare for my next exam?” Let’s see what advice can be

example, be asked to memorize the dimensions of the

generated from this type of critical thinking:

five-factor model of personality (see Chapter 13). This

feels just like a list with five items, so you need to find

t Encoding specificity.
 As you’ll recall, the principle

ways to provide structure yourself. Try to form visual

of encoding specificity suggests that the context of

images or make up sentences or stories that use the

retrieval should match the context of encoding. In school

concepts in creative ways. For the five-factor model, I use

settings, “context” often will mean “the context of other

the mnemonic OCEAN. See if that helps when you reach

information.” If you always study material in the same

Chapter 13.

context, you may find it difficult to retrieve it in a different

context. As a remedy, change contexts even while you

t Metamemory.
 Research on metamemory suggests that

study. Ask yourself questions that mix different topics

people generally have good intuitions about what they know

together. If you get stuck while you’re taking an exam, try

and what they don’t know. If you are in an exam situation

to generate as many retrieval cues as you can that reinstate

in which there is time pressure, you should allow those

the original context: “Let’s see. We heard about this in the

intuitions to guide how you allocate your time. You might,

same lecture we learned about short-term memory. . . .”

for example, read the whole test over quickly and see which

questions give you the strongest feelings-of-knowing.

t Serial position.
 The serial position curve suggests that, under

very broad circumstances, information presented in the

As you read the basic facts from memory research, you might

“middle” is least well remembered. In fact, college students

not have immediately seen how to put the information to use.

fail more exam items on material from the middle of a

Can you now see how critical thinking will allow you to apply

lecture than on material from the start or end of the lecture

psychological knowledge directly to your life?

(Holen & Oaster, 1976; Jensen, 1962). When you’re listening

t Why might it be a good idea to shuffle your notes before

to a lecture, remind yourself to pay special attention in the

you study for an exam?

middle of the session. When it comes time to study, devote

some extra time and effort to that material—and make sure

t What could a professor do to help students overcome the

not to study the material in the same order each time.

impact of serial position on lecture material?

week’s assignment. Is this an example of proactive or

information you acquire over time becomes represented in

retroactive interference?

large bodies of organized knowledge.
 Recall, for example, that

How could you use the method of loci to remember the

I asked you to consider whether grape
 is a fruit. You could

say yes
 very quickly. How about porcupine
 ? Is it a fruit? How

order of elements in the periodic table?

about tomato
 ? In this section, we will consider how the dif-

What is a judgment of learning?

ficulty of these types of judgments relates to the way informa-


CRITICAL THINKING


Recall the experiment that tested

tion is structured in memory. You will also learn how memory

implicit memory for U.S. states. Why did the researchers use

organization allows you to make a best guess at the content of

a different state each time they replicated the experiment?

experiences you can’t remember exactly.


Study
 and Review
 on MyPsychLab



Memory Structures


An essential function of memory is to draw together similar


STRUCTURES IN


experiences, to enable you to discover patterns in your inter-

actions with the environment. You live in a world filled with


LONG-TERM MEMORY


countless individual events, from which you must continually

extract information to combine them into a smaller, simpler

Our focus so far has been on how you encode and later retrieve

set that you can manage mentally. But apparently you don’t

information from memory. This next section focuses on an

need to expend any particular conscious effort to find structure

important aspect of memory storage: the way in which the

in the world. It’s unlikely that you ever formally thought to
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yourself something like, “Here’s what belongs in a kitchen.”

to determine that a robin is a bird would be quicker than your

It is through ordinary experience in the world that you have

reaction time to determine that an ostrich is a bird (Rosch et al.,

acquired mental structures to mirror environmental structures.

1976). But what makes people consider a robin to be a typi-

Let’s look at the types of memory structures you have formed

cal bird, rather than an ostrich? Answers to this question have

in your moment-by-moment experience of the world.

often focused on family resemblance
 —typical category mem-

bers have attributes that overlap with many other members of


Categories and Concepts


Let’s begin by previewing one

the category (Rosch & Mervis, 1975). Robins have most of the

of the topics you will see in Chapter 10—the mental effort a

attributes you associate with birds—they are about the right

child must go through to acquire the meaning of a word, such

size, they fly, and so on. Ostriches, by contrast, are unusually

as doggie.
 For this word to have meaning, the child must be

large, and they do not fly. These examples suggest that family

able to store each instance in which the word doggie
 is used,

resemblance plays a role in judgments of typicality. However,

as well as information about the context. In this way, the child

recent research suggests that the most typical category mem-

finds out what common core experience—a furry creature

bers are also the ideal
 category members.

with four legs—is meant by doggie.
 The child must acquire the

knowledge that doggie
 applies not just to one particular animal,


F



A team of researchers recruited individuals from two com-



ea


but to a whole category
 of creatures. This ability to categorize


tured



munities who had several decades of fishing experience:


individual experiences—to take the same action toward them


One group was Native American Menominee Indians from
 Stud


or give them the same label—is one of the most basic abilities of


northern central Wisconsin; the second group was Euro-


thinking organisms (Murphy, 2002).


y



pean Americans from roughly the same geographical loca-


The mental representations of the categories you form


tion (Burnett et al., 2005). The experiment used these two


are called concepts.
 The concept doggie,
 for example, names


groups because they differ with respect to the species of


the set of mental representations of experiences of dogs that


fish they consider to be most desirable or ideal. For exam-


a young child has gathered together in memory. (As you will


ple, the Menominee people consider sturgeon to be sacred.


see in Chapter 10, if the child hasn’t yet refined his or her


The researchers presented the participants with a group of


meaning for doggie,
 the concept might also include features


44 cards printed with the names of local fish. Participants


that adults wouldn’t consider to be appropriate.) You have


sorted these cards into groups—the researchers used the


acquired a vast array of concepts. You have categories for ob-



participants’ verbal justifications (for example, “good eat-



jects
 and activities,
 such as barns
 and baseball.
 Concepts may


ing”) for which fish they grouped together as an index of


also represent properties,
 such as red
 or large; abstract ideas,



desirability. Also, the participants rated the extent to which


such as truth
 or love;
 and relations,
 such as smarter than
 or each species was a good example of the “fish” category.



sister of.
 Each concept represents a summary unit for your


The researchers found a 0.80 correlation between desirabil-


experience of the world.


ity and typicality. (Recall from Chapter 2 that correlations


As you consider the many categories you experience in


range from
 1.0 to
 1.0.) That’s impressive evidence that


the world, you will recognize that some category members


the participants’ notions of the “ideal” fish played a role in


are more or less typical. You can develop this intuition if you


their judgments of typicality. In addition, the ratings were


think about a category like bird
 . You would probably agree


influenced by cultural differences in desirability. For example,


that a robin is a typical bird, whereas an ostrich or a penguin


the Menominee group rated sturgeon as even more typical


is atypical. The degree of typicality of a category member has


than did the European American group.


real-life consequences. Classic research has shown, for exam-

ple, that people respond more quickly to typical members of

a category than to its more unusual ones. Your reaction time

If you don’t have a lot of fishing experience, you might have

less of a sense than these participants did about which fish are

desirable. However, you can think about categories with which

you have a lot of experience to see how your notions of what is

ideal inform your judgments about what is typical.


Hierarchies and Basic Levels


Concepts do not exist in

isolation. As shown in Figure 7.13
 on page 194, concepts can

often be arranged into meaningful organizations. A broad cat-

egory like animal
 has several subcategories, such as bird
 and


fish,
 which in turn contain exemplars such as canary, ostrich,



shark,
 and salmon.
 The animal category is itself a subcategory

of the still larger category of living beings.
 Concepts are also

linked to other types of information: You store the knowledge

that some birds are edible,
 some are endangered,
 some are na-



tional symbols.


There seems to be a level in such hierarchies at which peo-

ple best categorize and think about objects. This has been called

How does the formation of categories—such as what

constitutes a healthy head of lettuce, a sweet melon, or a

flavorful tomato—help you make daily decisions like what to

buy for dinner?


concepts
 Mental representation of a kind or category of items and ideas.
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Has skin


FIGURE 7.13
 Hierarchically

Organized Structure of

Can move around

Concepts

Animal

Eats

The category animal
 can be

Breathes

divided into subcategories such

as bird
 and fish;
 similarly, each

subcategory can be further

divided. Some information (such

as “has skin”
 ) applies to all

concepts in the hierarchy; other

information (such as “can sing”
 )

Has fins

Has wings

applies only to concepts at lower

Bird

Fish

Can swim

levels (for example, a canary
 ).

Can fly

Has gills

Has feathers

Has long

Is pink

Can sing

thin legs

Can bite

Canary

Ostrich

Is tall

Shark

Salmon

Is edible

Is yellow

Is dangerous

Swims upstream

Can’t fly

to lay eggs

the basic level
 (Rosch, 1973, 1978). For example, when you buy

more specific type of memory representation that specifies how

an apple at the grocery store, you could think of it as a piece of


events unfold in time (Schank & Abelson, 1977). For example,


fruit
 —but that seems imprecise—or a Golden Delicious
 —but

you have likely encoded scripts that specify what happens when

that seems too specific or narrow. The basic level is just apple.


you go to a restaurant or visit a doctor’s office.

If you were shown a picture of such an object, that’s what you’d

Later chapters will provide more illustrations of the types

be likely to call it. You would also be faster to say that it was an

of schemas that shape your day-to-day experiences. For exam-

apple than that it was a piece of fruit (Rosch, 1978). The basic

ple, in Chapter 10, we’ll see that the attachment relationships

level emerges through your experience of the world. You are

children form with their parents provide schemas for later

more likely to encounter the term apple
 than its more or less

social interactions. In Chapter 13, we’ll see that you possess a

specific alternatives. If you became an apple grower, however,


self-schema
 —a memory structure that allows you to organize

you might find yourself having daily conversations about Cort-


information about yourself.


lands
 or Granny Smiths
 . With those experiences, your basic

One thing you may have guessed is that your schemas

level would probably shift lower in the hierarchy.

do not include all the individual details of all your varied

experiences. A schema represents your average experience of


Schemas


We have seen that concepts are the building

situations in the environment. Thus your schemas are not per-

blocks of memory hierarchies. They also serve as building

manent but shift with your changing life events. Your schemas

blocks for more complex mental structures. Recall Figure 7.1

also include only those details in the world to which you have

on page 175. Why did you instantly know that the rabbit didn’t

devoted sufficient attention. For example, when asked to draw

belong in the kitchen? I suggested earlier that this judgment

the information on the head sides of U.S. coins, college students

relied on implicit memory—but I didn’t say what type of

virtually never filled in the word Liberty,
 although it appears on

memory structure you were using. Clearly, what you need is

every coin (Rubin & Kontis, 1983). Check a coin! Thus your

some representation in memory that combines the individual

schemas provide an accurate reflection of what you’ve noticed


concepts of a kitchen—your knowledge about ovens, sinks,

about the world. Let’s now look at all the ways in which you use

and refrigerators—into a larger unit. We call that larger unit

your concepts and schemas.

a schema. Schemas
 are conceptual frameworks, or clusters of

knowledge, regarding objects, people, and situations. Schemas


Using Memory Representations


Let’s consider some in-

are “knowledge packages” that encode complex generalizations

stances of memory structures in action. To begin, consider the

about your experience of the structure of the environment.

picture in Part A of Figure 7.14
 . What is it? Although this is

You have schemas for kitchens and bedrooms, race car drivers

certainly an unusual member of the category, you probably

and professors, surprise parties and graduations. A script
 is a

reached the conclusion “It’s a chair” with reasonable ease.

However, to do so, you needed to draw on your memory

representations of members of that category. You can say “It’s

a chair” because the object in the figure calls to mind your past


basic level
 The level of categorization that can be retrieved from

experiences of chairs.

memory most quickly and used most efficiently.

Researchers have provided two theories of how people


schema
 General conceptual framework, or cluster of knowledge,

regarding objects, people, and situations; knowledge package that

use concepts in memory to categorize the objects they encoun-

encodes generalizations about the structure of the environment.

ter in the world. One theory suggests that, for each concept
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B.

C.


FIGURE 7.14
 Theories of Categorization

A. What is this unusual object? B. One theory suggests that you categorize this object as a chair by comparing it to a single prototype stored in memory. C. An alternative theory suggests that you categorize this object by comparing it to the many exemplars you have in memory.

in memory, you encode a prototype
 —a representation of the

Chapter 4, sometimes the world provides ambiguous stimuli—

most central or average member of a category (Rosch, 1978).

and you use prior knowledge to help interpret those stimuli.

On this view, you recognize objects by comparing them to pro-

Do you remember Figure 7.15
 on page 196? Do you see a duck

totypes in memory. Because the picture in Part A of Figure 7.14

or a rabbit? Let’s suppose you have the expectation that you’re

matches many of the important attributes of the prototype in

going to see a duck. If you match the features of the picture

Part B, you can recognize the picture as a chair.

against the features of a duck present in exemplars in memory,

An alternative theory suggests that people retain

you’re likely to be reasonably content. The same thing would

memories of the many different exemplars
 they experience for

happen if you were expecting a rabbit. You use information

each category. Part C of Figure 7.14 gives you a subset of the

from memory to generate—and confirm—expectations.

exemplars of chairs you might have seen. On the exemplar view,

As previously noted, memory representations also allow

you recognize an object by comparing it to the exemplars you

you to understand when something is unusual in the world.

have stored in memory. You recognize the picture as a chair

That’s why you could quickly notice the anomalous rabbit

because it is similar to several of those exemplars. Researchers

in the center of Figure 7.1. Because the rabbit is inconsistent

have conducted a large number of studies to contrast prototype

with your kitchen schema, you’d also be particularly likely to

and exemplar accounts of categorization. The data largely sup-

remember seeing it in the picture. That claim is supported by

port the exemplar view: People appear to categorize the objects

a study in which researchers filled a graduate student office

they encounter by comparing them to multiple representations

with both typical objects (such as notebook, pencil) and atypi-

in memory (Nosofsky, 2011; Voorspoels et al., 2008).

cal objects (such as harmonica, toothbrush) (Lampinen et al.,

The picture in Figure 7.14 was meant to be an unusual

2001). Participants spent one minute in the room. Later in the

chair but clearly a chair nonetheless. However, as you saw in

experiment, the participants indicated which items on a list had

been present in the room. Their memory was consistently more

accurate for the atypical items than for the typical items. This


prototype
 The most representative example of a category.

study illustrates how memory structures direct your attention


exemplar
 Member of a category that people have encountered.

to unusual aspects of a scene.
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remembered stories whose themes and wording were taken

from another culture. His most famous story was “The War of

the Ghosts,” an American Indian tale.

Bartlett found that his readers’ reproductions of the story

were often greatly altered from the original. The distortions

OR

Bartlett found involved three kinds of reconstructive processes:

t Leveling
 —simplifying the story.

t Sharpening
 —highlighting and overemphasizing certain

details.

t Assimilating
 —changing the details to better fit the


FIGURE 7.15
 Recognition Illusion

participant’s own background or knowledge.

Duck or rabbit?

Thus readers reproduced the story with words familiar

in their culture taking the place of those unfamiliar: Boat


Taken together, these examples demonstrate that the avail-

might replace canoe
 and go fishing
 might replace hunt seals.


ability of memory representations influences the way you think

Bartlett’s participants also often changed the story’s plot to

about the world. Your past experiences color your present

eliminate references to supernatural forces that were unfamil-

experiences and provide expectations for the future. You will see

iar in their culture.

shortly that, for much the same reasons, concepts and schemas

Following Bartlett’s lead, contemporary researchers

can sometimes work against accurate memory.

have demonstrated a variety of memory distortions that

occur when people use constructive processes to reproduce

memories. How, for example, do you remember what you did


Remembering as a


as a child? Participants in one experiment were asked to indi-


Reconstructive Process


cate whether, before the age of 10, they had “Met and shook

hands with a favorite TV character at a theme resort” (Braun

Let’s turn now to another important way in which you use

et al., 2002, p. 7). After answering that question—as part of

memory structures. In many cases, when you are asked to

a larger life-experiences inventory—some of the participants

remember a piece of information, you can’t remember the

read an advertisement for Disneyland that evoked the idea of

information directly. Instead, you reconstruct
 the information

a family visit: “Go back to your childhood . . . and remember

based on more general types of stored knowledge. To experience

the characters of your youth, Mickey, Goofy, and Daffy Duck.”


reconstructive memory,
 consider this trio of questions:

Later the ad described circumstances in which the visitor was

t Did Chapter 3 have the word the
 in it?

able to shake hands with a childhood hero: “Bugs Bunny, the

t Did 1991 contain the day July 7?

character you’ve idolized on TV, is only several feet away. . . .

t Did you breathe yesterday between 2:05 and 2:10 p.m.?

You [reach up] to grab his hand” (p. 6). After reading this type

of ad, participants were now more likely to indicate—though

You probably were willing to answer “Yes!” to each of these

they hadn’t before—that they shook a character’s hand. Moreo-

questions without much hesitation, but you almost certainly

ver, they were more likely to report a specific memory that they

don’t have specific, episodic memories to help you (unless, of

had shaken Bugs Bunny’s hand at Disneyland: 16 percent of

course, something happened to fix these events in memory—

the participants in this advertisement group remembered hav-

perhaps July 7 is your birthday or you crossed out all the the
 ’s

ing done so versus 7 percent of the participants in a group that

in Chapter 3 to curb your boredom). To answer these ques-

hadn’t read the autobiographical ad. Of course, none of these

tions, you must use more general memories to reconstruct

memories can be accurate: Bugs Bunny isn’t a Disney character!

what is likely to have happened. Let’s examine this process of

This study suggests how even memories for your own

reconstruction in a bit more detail.

life events are reconstructed from various sources. The study

also illustrates the fact that people are not always accurate at


The Accuracy of Reconstructive Memory


If people

recalling the original sources for various components of their

reconstruct some memories, rather than recovering a spe-

memories (Mitchell & Johnson, 2009). In fact, researchers have

cific memory representation for what happened, then you

demonstrated that individuals will sometimes come to believe

might expect that you could find occasions on which the

that they actually carried out actions that they, in fact, only

reconstructed memory differed from the real occurrence—

accomplished in their imaginations.

distortions. One of the most impressive demonstrations

of memory distortions is also the oldest. In his classic book


F



Remembering: A Study in Experimental and Social Psychol-



A group of 40 college students participated in an experiment
 eat



ogy
 (1932), Sir Frederic Bartlett
 (1886–1969) undertook a


ured



that had three sessions (Seamon et al., 2006). In session 1,


program of research to demonstrate how individuals’ prior


the students joined an experimenter for a one-hour walk
 Stud


knowledge influenced the way they remembered new in-


around campus. The pair stopped 48 times during the walk.
 y


formation. Bartlett studied the way British undergraduates


At each stop, the experimenter read an action statement such



as “Check the Pepsi machine for change.” After hearing each



statement, the students did one of four things: They performed



the actions themselves, they watched the experimenter



reconstructive memory
 The process of putting information together


perform the actions, they imagined that they were perform-


based on general types of stored knowledge in the absence of a

specific memory representation.


ing the actions, or they imagined that the experimenter was
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imagine setting the clock often enough, you might mistakenly

come to believe that you actually did so!

It is important to keep in mind, however, that just as in

Chapter 4’s discussion of perceptual illusions, psychologists

often infer the normal operation of processes by demonstrat-

ing circumstances in which the processes lead to errors. You

can think of these memory distortions as the consequences of

processes that usually work pretty well. In fact, a lot of the time,

you don’t need to remember the exact details of a particular

episode. Reconstructing the gist of events will serve just fine.


Flashbulb Memories


For most of your past life experiences,

you would probably agree that you need to reconstruct the mem-

ories. For example, if someone asked you how you celebrated

your birthday three years ago, you’d likely count backwards

and try to reconstruct the context. However, there are some cir-

cumstances in which people believe that their memories remain

completely faithful to the original events. These types of memo-

ries—which are called flashbulb memories
 —arise when people

experience emotionally charged events: People’s memories are

so vivid that they seem almost to be photographs of the original

incident. The first research on flashbulb memories focused on

people’s recollections of public events (Brown & Kulik, 1977).

For example, the researchers asked participants if they had spe-

cific memories of how they first learned about the assassination

of President John F. Kennedy. All but one of the 80 participants

reported vivid recollections.

The concept of flashbulb memory applies to both private

and public events. People might have vivid memories, for

example, of an accident they experienced or how they learned

about the September 11 attacks. However, research on

flashbulb memories has largely focused on public events. To

conduct these studies, researchers recruit participants and ask

them to share their memories of emotionally resonant events.

Suppose, while you were at a party, someone told you the man

For different age groups, such events might be the Challenger


you had just met was a millionaire. How would this affect your

explosion, the death of Princess Diana, or the attack on Pearl

memories for his actions at the party? What if you had been

Harbor. The content of flashbulb memories reflects how people

told he only had delusions of being a millionaire?

learned about the events. For example, people who acquired

their information from the media tend to include more event


performing them. In addition, half the actions were bizarre. For


facts in their memory reports than do people who acquired


example, rather than “Check the Pepsi machine for change,”


information from another individual (Bohannon et al., 2007).


half the students got “Get down on one knee and propose


U.S. citizens had more specific recollections of the September 11


marriage to the machine.” The experimenter and the partici-


attacks than did citizens of other countries such as Italy, the


pants took a second walk during session 2, which took place


Netherlands, and Japan (Curci & Luminet, 2006).


24 hours later. On the second walk, the students imagined


Research on these public events confirms that people


themselves or the experimenter performing some new and


acquire flashbulb memories. The question remains, however,


some old actions (both ordinary and bizarre) at locations that


whether these memories are as accurate as people believe them


were also divided between new and old. In session 3, which


to be. To address the question of accuracy, researchers recruit


took place two weeks after session 2, the students were asked


participants directly after the events and then assess their mem-


to think back to the first session. They tried to recall whether


ories at one or more points later in time. One such study began


each action had been performed or imagined. For both ordinary


on September 12, 2001.


and bizarre actions, the same finding held true: Students often



recalled that the actions they had only been asked to imag-



F



The day after the September 11 attacks, students provided
 e



ine had actually been performed by them or the experimenter.



atured



answers to a series of questions, including “Where were you



Thus, some participants agreed that they had actually proposed



when you first heard the news?” and “Were there others



marriage to a Pepsi machine or patted a dictionary to ask how it



Stud



with you and, if so, who?” (Talarico & Rubin, 2003). For pur-



was doing when they had only imagined doing so.



y



poses of comparison, the students also reported memories


Can you find applications of this result in your own life? Sup-

pose you keep reminding yourself to set your alarm clock be-


flashbulb memories
 People’s vivid and richly detailed memory in

fore you go to bed. Each time you remind yourself, you form

response to personal or public events that have great emotional

a picture in your head of the steps you must go through. If you

significance.
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for an everyday event (such as a party or sporting event)



that occurred in the few days before the attack. The stu-



dents answered the same types of questions for those eve-



ryday memories (for example, “Where were you physically?”



and “Were there others present and, if so, who?”). The re-



searchers called the students back to the laboratory 1, 6, or



32 weeks after the initial memory test. At each delay, the



students answered the same series of memory questions



they had answered on September 12. The researchers deter-



mined which details were consistent with the original reports



and which were inconsistent. As you can see in
 
Figure 7.16

 ,



there were no differences between September 11 memories



and everyday memories. The students recalled consistent



details and introduced inconsistent details at nearly the same


Why might the different words eyewitnesses use to describe


rate for both types of memories.


an accident affect their later recall?

vivid memories)? The same processes of reconstruction we saw

The researchers extended their project by inviting the original

earlier apply to flashbulb memories. However, people’s desire to

participants for another memory test after a full year had passed

hold tight to their memories for particularly emotional events

(Talarico & Rubin, 2007). The conclusions remained the same:

makes it quite difficult for them to consider the possibility that

In a pattern that was quite similar for both types of memories,

those memories might not be accurate. In Chapter 12, where

the participants’ ability to provide correct details decreased,

you’ll learn more about emotions themselves, you’ll have

whereas their tendency to introduce incorrect details increased.

another opportunity to consider the impact of moods and

There was, however, one feature that set flashbulb memories

emotions on memory.

apart from everyday memories: For their flashbulb memories,

Let’s turn now to a domain in which people’s over-

participants were considerably more confident that they were

confidence in their memories can have negative real-world

providing accurate memories.

consequences. In the domain of eyewitness testimony, people are

That final result indicates why it is often difficult for

always held responsible for reporting exactly
 what happened.

people to accept the results of research on flashbulb memories.

How could memories that feel so vivid and true actually be


Eyewitness Memory


A witness in a courtroom swears

inaccurate (or, at least, be no more accurate than other less

“to tell the truth and nothing but the truth.” Throughout this

chapter, however, you have seen that whether a memory is

accurate or inaccurate depends on the care with which it was

14

encoded and the match of the circumstances of encoding and

Flashbulb

Everyday

retrieval. Consider the cartoon of a crowd scene you examined

12

earlier in the chapter, in Figure 7.3. Without looking back, try

Consistent

to write down or think through as much as you can about the

10

scene. Now turn back to page 178. How did you do? Was eve-

rything you recalled accurate? Because researchers understand

8

that people may not be able to report “the truth,” even when

6

they genuinely wish to do so, they have focused a good deal

of attention on the topic of eyewitness memory.
 The goal is to


Number of details


4

help the legal system discover the best methods for ensuring

Inconsistent

the accuracy of witnesses’ memories.

2

Influential studies on eyewitness memory were carried

out by Elizabeth Loftus
 (1979; Wells & Loftus, 2003) and

0

1

7

42

224

her colleagues. The general conclusion from their research

was that eyewitnesses’ memories for what they had seen were


Days (Log scale)


quite vulnerable to distortion from postevent information
 . For


FIGURE 7.16
 Students’ Recall of Flashbulb

example, participants in one study were shown a film of an

and Everyday Memories

automobile accident and were asked to estimate the speeds

of the cars involved (Loftus & Palmer, 1974). However, some

On September 12, 2001, students reported details of their

participants were asked, “How fast were the cars going when

memories of the September 11 attack as well as an everyday

they smashed into each other?” while others were asked, “How

memory that occurred in the few days preceding that event.

fast were the cars going when they contacted each other?”

When they were tested for the memories 1, 6, or 32 weeks later,


Smash
 participants estimated the cars’ speed to have been over

the students’ performance was highly similar for both types of

40 miles per hour; contact
 participants estimated the speed at

memories. Over time, they reported fewer details consistent

30 miles per hour. About a week later, all the eyewitnesses were

with their first reports and more details that were inconsistent.

From Jennifer M. Talarico and David C. Rubin, “Confidence, not consistency,

characterizes flashbulb memories” Psychological Science 14
 , pages 445–461,

copyright © 2003 the Association for Psychological Science. Reprinted by


Watch
 the Video
 Thinking Like a Psychologist: Eyewitness Testimony


permission of Sage Publications.

on MyPsychLab
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Psychology in Your Life



HOW CAN YOU BENEFIT FROM THE “TESTING EFFECT”?


What strategies do you use when you want to learn important

consider all the extra work the students carried out to create

information? If you’re like many students, your impulse might

the concept maps.)

be to study the material as often as you can. However, a

Do these studies suggest a plan of action? After you

large body of research supports the existence of the testing


have studied material, you should give yourself a test! For


effect:
 Students have better long-term retention of information


Psychology and Life
 , read each chapter, take the practice

when they take a test on the material rather than engaging in

exam, consult the answer key, and then ensure you know

repeated study (Roediger & Butler, 2011).

why the right answer is, in fact, the right answer. You might

Consider a project in which students read two brief

also ask your professor to give you more exams. Researchers

science passages (Roediger & Karpicke, 2006). In the project’s

carried out a project in a middle-school science classroom

first phase, participants read one of the passages twice. That’s

in which students took a series of multiple-choice quizzes

the Study, Study
 condition. The participants read the second

across a semester (McDaniel et al., 2011). The multiple-choice

passage once and then immediately tried to recall its contents.

questions covered a subset of the material the teacher taught.

That’s the Study, Test
 condition. In the project’s second phase,

On the end-of-semester exam, students got 79 percent of the

participants tried to recall both passages either five minutes,

questions right for material on which they had been quizzed.

two days, or one week later. The figure presents the results.

They got 72 percent correct on the material for which they

As you can see, when participants were tested after just five

hadn’t previously been quizzed. Just taking the quizzes (which

minutes, there was an advantage for repeated study. However,

didn’t count toward their grades) gave the students a 7 percent

after either two days or one week, participants were much

boost on the material those quizzes covered!

better off when they had engaged in study followed by a test.

Another project demonstrated the testing effect in

Study, Study

Study, Test

the context of more elaborate study procedures. College

0.9

undergraduates studied material from a science text (Karpicke

& Blunt, 2011). In one condition, participants learned to create

0.8


concept maps
 for the texts: “In concept mapping, students


ecalled


construct a diagram in which nodes are used to represent

concepts, and links connecting the nodes represent relations

0.7

among the concepts” (p. 772). You can imagine carrying

out that exercise as a way to commit science concepts to

0.6

memory. In another condition, participants obtained retrieval



practice
 : They studied the text and then attempted to recall

0.5

the information; they studied the text a second time and

once again recalled it. One week later, the students returned


oportion of ideas units r
 0.4

to the laboratory to complete a short-answer test. Students


Pr


who had engaged in concept mapping answered 45 percent

of the questions correctly. Students who engaged in retrieval

5 Minutes

2 Days

1 Week

practice got 67 percent correct. That’s quite a difference! (And


Retention interval


asked, “Did you see any broken glass?” In fact, no broken glass

one study participants watched a slide show of a traffic acci-

had appeared in the film. However, about a third of the smash


dent. They were then asked a series of questions. For half of

participants reported that there had been glass, whereas only

the participants, one question was, “Did another car pass the

14 percent of the contact
 eyewitnesses did so. Thus postevent

red Datsun while it was stopped at the stop sign?” For the other

information had a substantial effect on what eyewitnesses

half, the question read, “Did another car pass the red Datsun

reported they had experienced.

while it was stopped at the yield sign?” The original slide show

This experiment represents what is probably the real-life

displayed a stop sign. Still, when participants were asked to rec-

experience of most eyewitnesses: After the events, they have

ognize the original slide between options with a stop sign or a

a lot of opportunities to acquire new information that can

yield sign, those who had been asked about the stop sign were

interact with their original memories. In fact, Loftus and her

75 percent correct, whereas those who had been asked about

colleagues demonstrated that participants often succumb to

a yield sign were only 41 percent correct (Loftus et al., 1978).

a misinformation effect
 (Frenda et al., 2011). For example, in

That’s a large impact of misinformation.

Structures in Long-Term Memory


199



Research on eyewitness memory has evolved to capture

How did Elizabeth Loftus and her colleagues

a broader range of the experiences of real eyewitnesses. For

demonstrate misinformation effects?

example, researchers have turned their attention to circumstances

in which witnesses discuss events with other people who saw the


CRITICAL THINKING


Recall the study that investigated

same events, co-witnesses, before they provide testimony. Sur-

the typicality of fish. Why might the researchers have used

vey data confirm the importance of this question: In one sample,

two groups from the same geographical region?

86 percent of the individuals who had witnessed serious events


Study
 and Review
 on MyPsychLab


such as physical assault and property vandalism had discussed the

events with a co-witness (Paterson & Kemp, 2006). When people

spoke to the police about the events, they were discouraged only

14 percent of the time from having such conversations. This is


BIOLOGICAL ASPECTS


problematic because co-witnesses may serve as a source of infor-

mation that taints the witnesses’ own memories.


OF MEMORY



F


The time has come, once again, for you to recall the number


ea



A team of researchers sought to demonstrate that people’s



tured


you committed to memory at the beginning of the chapter.


memory performance can be harmed if they discuss events


Can you still remember it? What was the point of this exercise?


Stud



with co-witnesses (Paterson et al., 2011). Each participant


Think for a minute about biological aspects of your ability to


watched one of two versions of a robbery video. The two



y


look at an arbitrary piece of information and commit it in-


versions differed in several details (for example, the thief


stantly to memory. How can you do that? To encode a memory


called himself Joe versus James in the two versions). After


requires that you instantly change something inside your brain.


watching a video, the participants were paired up to dis-


If you wish to retain that memory for at least the length of a


cuss what they’d seen. In some pairs, both participants had


chapter, the change must have the potential to become perma-


watched the same video. In other pairs, the participants had


nent. Have you ever wondered how memory storage is pos-


watched contrasting videos. That different-video condition


sible? My excuse for having you recall an arbitrary number was


should increase the probability that participants will acquire


so that I could ask you to reflect on how remarkable the biology


misinformation from their co-witness. One week later, the


of memory really is. Let’s take a closer look inside the brain.


participants were interviewed to elicit their memories for the



robbery. At the end of the interview, the participants signed



transcripts of their statements to indicate that they were



Searching for the Engram



“accurate and complete” (p. 46). The researchers compared


Let’s consider your memory for the number 51 or, more spe-


the participants’ statements to the original videos they had


cifically, your memory that the number 51 was the number you


watched. Of the participants in the different-video condi-


tried to remember. How could we determine where in your


tion, 42 percent reported misinformation compared to only


brain that memory resides? Karl Lashley
 (1929, 1950), who per-


19 percent in the same-video condition.


formed pioneering work on the anatomy of memory, referred to

this question as the search for the engram,
 the physical memory

representation. Lashley trained rats to learn mazes, removed

The interviewer actually warned some participants that their

varying-size portions of their cortexes, and then retested their

co-witness might have seen a slightly different video. However,

memories for the mazes. Lashley found that memory impair-

that warning had almost no impact on the participants’

ment from brain lesioning was proportional to the amount of

ability to exclude misinformation from their statements.

tissue removed. The impairment grew worse as more of the cor-

This experiment suggests that, after discussing events with

tex was damaged. However, memory was not affected by where


co-witnesses, people may find it difficult to isolate their own

in the cortex the tissue was removed. Lashley concluded that the

eyewitness memories from what they have learned from others.

elusive engram did not exist in any localized regions but was

Such results are important because when people testify in

widely distributed throughout the entire cortex.

court, they swear to report just information they obtained from

Perhaps Lashley could not localize the engram partly

their own experience of the events.

because of the variety of types of memories that are called into

We have now considered several important features

play even in an apparently simple situation. Maze learning,

of the encoding, storage, and retrieval of information. The

in fact, involves complex interactions of spatial, visual, and

final section of the chapter discusses the brain bases of these

olfactory signals. Neuroscientists now believe that memory

memory functions.

for complex sets of information is distributed across many

neural systems, even though discrete types of knowledge are

separately processed and localized in limited regions of the


Stop
 and
 Review


brain (Nadel & Hardt, 2011).

Five major brain structures are involved in memory:

What is the relationship between categories and

t The cerebellum,
 essential for procedural memory, memo-

concepts?

ries acquired by repetition, and classically conditioned

What claim is made by the exemplar theory of

responses

categorization?

On Frederic Bartlett’s account, what three processes

create distortions in reconstructive memory?


engram
 The physical memory trace for information in the brain.
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FIGURE 7.17
 Brain Structures

Involved in Memory

Thalamus

This simplified diagram shows some of

the main structures of the brain that are

involved in the formation, storage, and

retrieval of memories.

Striatum

Prefrontal

cortex

Amygdala

Cerebellum

Brain stem

Hippocampus

t The striatum,
 a complex of structures in the forebrain; the

from his memory. He cannot remember the plot of a television

likely basis for habit formation and for stimulus response

show unless, during commercials, he actively thinks about and

connections

rehearses what he was just watching.

t The cerebral cortex,
 responsible for sensory memories and

The particular type of amnesia from which Nick suffers

associations between sensations

is called anterograde amnesia.
 This means that Nick can no

t The hippocampus,
 largely responsible for declarative

longer form explicit memories for events that occur after the

memory of facts, dates, and names, and the consolidation

time at which he suffered physical damage. One consequence

of spatial memories

of chronic alcoholism is Korsakoff’s syndrome,
 for which

t The amygdala,
 which plays a critical role in the formation

anterograde amnesia is a prominent symptom. Other patients

and retrieval of memories with emotional significance

suffer from retrograde amnesia.
 In those cases, brain damage

prevents access to memories that preceded the moment of

Other parts of the brain, such as the thalamus, the basal forebrain,

injury. If you’ve ever had the misfortune of receiving a sharp

and the prefrontal cortex, are involved also as way stations for

blow to the head (during, for example, a car crash), you’re

the formation of particular types of memories (see Figure 7.17
 ).

likely to have experienced retrograde amnesia for the events

Chapter 3 focused directly on brain anatomy. Here, let’s

leading up to the accident.

take a look at the methods that neuroscientists use to draw

Researchers are grateful to patients like Nick for allowing

conclusions about the role of specific brain structures for

themselves to be studied as “experiments of nature.” By

memory. This section examines two types of research. First, we

relating the locus of brain injuries like Nick’s to patterns of

consider the insights generated by “experiments of nature”—

performance deficit, researchers have begun to understand

circumstances in which individuals who have suffered brain

the mapping between the types of memories reviewed in this

damage volunteer to further memory research. Second, we

chapter and regions of the brain (Squire & Wixted, 2011). Nick

reflect on the ways in which researchers are applying new

still remembers how to do things—his procedural knowledge

brain-imaging techniques to improve their understanding of

appears to be intact even in the absence of declarative knowledge.

memory processes in the brain.

So, for example, he remembers how to mix, stir, and bake the

ingredients in a recipe, but he forgets what the ingredients are.


Memory Disorders


The selective impairment of explicit memory of the sort

demonstrated by Nick is one of the major facts of the biology of

In 1960, Nick A., a young Air Force radar technician, experi-

memory: There is abundant evidence to support the conclusion

enced a freak injury that permanently changed his life. Nick

had been sitting at his desk while his roommate played with

a miniature fencing foil. Then, suddenly, Nick stood up and

turned around—just as his buddy happened to lunge with the


Watch
 the Video
 Special Topics: When Memory Fails
 on MyPsychLab


sword. The foil pierced Nick’s right nostril and continued to


amnesia
 A failure of memory caused by physical injury, disease, drug

cut into the left side of his brain. The accident left Nick seri-

use, or psychological trauma.

ously disoriented. His worst problem was amnesia,
 the failure


anterograde amnesia
 An inability to form explicit memories for events

of memory over a prolonged period. Because of Nick’s amnesia,

that occur after the time of physical damage to the brain.

he forgets many events immediately after they happen. After


retrograde amnesia
 An inability to retrieve memories from the time

he reads a few paragraphs of writing, the first sentences slip

before physical damage to the brain.

Biological Aspects of Memory
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that different brain regions underlie explicit and implicit uses of

of memory processes. Recall, for example, the discussion of

memory (Voss & Paller, 2008). However, researchers continue to

metamemory which revealed that people’s feeling-of-knowing

explore which exact functions are subsumed by each brain area.

judgments are often reasonably accurate. Researchers suggested

that regions of the prefrontal cortex (PFC) (see Figure 7.17)


Fe


provide the brain basis for those judgments (Modirrousta &


a



A team of researchers tested people who had experienced



tured


Fellows, 2008). To test that claim, the researchers identified five


damage to the hippocampus (Aly et al., 2010). The participants


individuals who had damage in those PFC regions. These in-


Stud



studied colored drawings of faces and lists of words. Then,


dividuals with PFC damage and matched controls all tried to


they completed recognition memory tests for each type of



y


learn new associations between faces and names. Even when


stimulus. The participants indicated their recognition on a scale


the two participant groups performed equally well on a recog-


ranging from 1 (certain it is new) to 6 (certain it is old). The


nition test, the individuals with PFC damage were consistently


participants’ recognition performance was much more im-


less accurate on their feeling-of-knowing judgments. This ex-


paired for words than for faces. The researchers wanted to


periment supports the claim that the prefrontal cortex plays a


understand that result, so that they could further pinpoint the


role in metamemory. It also provides an example of the value of


hippocampus’s role in recognition memory. Their analysis fo-


research that examines more subtle forms of memory disorder.


cused on the distinction between recollection and familiarity.



Suppose you recognize a woman walking by you. If you have



Brain Imaging



a concrete sense of how you know the woman, that’s recol-



lection. If you know that you know the woman, but you can’t


Psychologists have gained a great deal of knowledge about the


recall how or why, that’s familiarity. The researchers suggested


relationship between anatomy and memory from the amnesic


that faces are more likely to create experiences of familiarity


patients who generously serve as participants in these experi-


than are words. On that view, the reason that the participants


ments. However, the advent of brain-imaging techniques has


with hippocampal damage had greater recognition memory


enabled researchers to study memory processes in individuals


for faces than for words is because the hippocampus is neces-


without brain damage. (You may want to review the section on


sary for recollection but not for familiarity. The data supported


imaging techniques in Chapter 3.) For example, using positron


that hypothesis for the hippocampus’s particular function.


emission tomography (PET), Endel Tulving and his colleagues

(Habib et al., 2003) have identified a difference in activation

between the two brain hemispheres in the encoding and re-

This experiment demonstrates how research on people who

trieval of episodic information. Their studies parallel standard

have amnesia can provide a deeper understanding of the way

memory studies, except that the participants’ cerebral blood flow

that precise memory functions are distributed to particular

is monitored through PET scans during encoding or retrieval.

brain structures.

As you can see in Figure 7.18
 these researchers discovered

The cases in which people lose the ability to recall past infor-

mation or acquire new information are the most dramatic forms

of memory disorders. However, people experience less extensive

Right

Left

memory disruptions as a result of injury or disease. Alzheimer’s



disease
 is the most common disease that affects memory function.

The disease affects about 13 percent of Americans ages 65 and

older; it affects 43 percent of Americans 85 and older (Alzheimer’s

Encoding

Association, 2011). In the earliest stages of Alzheimer’s disease,

people often have difficulty retaining new information. As the dis-

ease progresses, the memory loss becomes much more extensive. In

Chapter 10, we will see that human aging is accompanied by some

ordinary changes in memory function. To make a timely diagnosis

of Alzheimer’s disease, doctors must determine whether older

adults’ memory impairments are something more than ordinary

change. The symptoms of Alzheimer’s disease were first described

in 1906 by the German psychiatrist Alois Alzheimer. In those earli-

Retrieval

est investigations, Alzheimer noted that the brains of individuals

who had died from the disease contained unusual tangles of neural

tissue and sticky deposits called plaques. Still, Alzheimer could not

determine whether those brain changes were the cause of the dis-

ease or its products. Contemporary researchers have provided evi-


FIGURE 7.18
 Brain Activity for Encoding

dence that plaques themselves cause the brain to deteriorate (Hardy

and Retrieval

& Selkoe, 2002). Researchers study individuals who are at high

When this set of brain regions was particularly active at time of

risk for Alzheimer’s disease to understand the biological basis for

encoding, people were more likely to remember details from

successive changes in memory function (Murphy et al., 2008).

their viewing of a sitcom. The areas are the right temporal pole

Researchers often seek out people who have damage in

(TP), superior temporal gyrus (STG), anterior parahippocampal

particular brain regions to test specific theories about the biology

cortex (aPHG), posterior parahippocampal gyrus (pPHG), and

temporal parietal junction (TPJ). RH and LH refer to the right

and left hemispheres.

Reprinted from Trends in Cognitive Sciences 7
 (6), Reza Habib, Lars Nyberg,


Watch
 the Video
 Memory Hazards and What Happens with Alzheimer’s


Endel Tulving, “Hemispheric asymmetries of memory: The HERA model

on MyPsychLab


revisited,” pp 241–245, © 2003, with permission from Elsevier.
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FIGURE 7.19
 Brain Regions

That Predict Successful

Memory

When this set of brain regions

was particularly active at time

of encoding, people were more

likely to remember details from

their viewing of a sitcom. The

areas are the right temporal pole

(TP), superior temporal gyrus

(STG), anterior parahippocampal

cortex (aPHG), posterior

parahippocampal gyrus (pPHG),

and temporal parietal junction

(TPJ). RH and LH refer to the

right and left hemispheres.

disproportionately high brain activity in the left prefrontal cortex for


the researchers were able to determine how different


encoding of episodic information and in the right prefrontal


brain areas became involved in different aspects of auto-


cortex for retrieval of episodic information. Thus the processes


biographical memory. For example, early on, structures


show some anatomical distinctions in addition to the conceptual


like the hippocampus were active as participants searched


distinctions made by cognitive psychologists.


their episodic memories. As participants elaborated their


Research with functional magnetic resonance imaging


memories, activity in other areas became more prominent.


(fMRI) has also provided remarkable detail about the way that


For example, participants’ visual cortex became more


memory operations are distributed in the brain. For example,


active as they enriched their memories with visual images.


studies with fMRI have begun to identify the specific brain


When the visual cortex was particularly active, participants


regions that are activated when new memories are formed. Con-


reported the strongest sense that they were actually reliv-


sider a study in which participants underwent fMRI scans while


ing the memory.


watching an episode of the sitcom “Curb Your Enthusiasm”

that was new to them (Hasson et al., 2008). Over the course

Take a moment to retrieve your own memory in response to

of 27 minutes, the main character engaged in a series of events


tree.
 Do you feel your recollection of the event become more

such as attending a dinner party and arguing with friends. Three

elaborate over time? The fMRI scans provide a moment-by-

weeks later, the participants returned to the laboratory to take

moment account of where and how that elaboration occurs in

a 77-question memory test on the episode. Each participant

your brain.

remembered some details but not others. The researchers ana-

The results from imaging studies illustrate why research-

lyzed the fMRI data to identify those brain regions that were

ers draw from different disciplines in the quest for a full un-

particularly active when information was successfully encoded.

derstanding of memory processes. Classic memory research

As shown in Figure 7.19
 , several brain regions emerged from

provides the fuel for neuropsychologists’ detection of special-

that analysis. Unless you pursue studies in cognitive neuro-

ized brain structures. At the same time, the realities of physi-

science, you needn’t worry why it is activity in exactly this set of

ology constrain psychologists’ theories of the mechanisms of

structures that predicts later recall. Figure 7.19 should suggest

encoding, storage, and retrieval. Through shared effort, scien-

to you that researchers are making progress toward the goal of

tists in several fields of research provide great insight into the

witnessing the birth and consolidation of new memories.

operation of memory processes.

Brain scans also provide information about how mem-

ory processes unfold in time. If you try to recall the capital of

France, the answer might present itself to you (or not) rather

quickly. However, if you try to recall what happened the first


Stop
 and
 Review


time you met someone from France, you’ll likely need more

What did Karl Lashley conclude about the location of the

time to retrieve and elaborate that memory. For those sorts of

rich autobiographical memories, the role of different regions of

engram?

the brain changes over time.

What has been learned about the impairment of implicit

memory for individuals with amnesia?


F


What have PET studies indicated about the brain bases


ea



A team of researchers asked participants to retrieve autobio-



tured


of encoding and retrieval of episodic information?


graphical memories while undergoing fMRI scans (Daselaar



Stud



et al., 2008). Participants heard a cue word, such as
 tree,


CRITICAL THINKING


Recall the study that looked


and attempted to bring a specific event to mind that was



y


at memory for sitcom details. Why was it important that


associated with the word. Participants pushed a button on


participants hadn’t seen the episode before?


a response box to indicate when they had retrieved a mem-



ory. Because this process unfolded over several seconds,
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Recapping Main Points




What Is Memory?


t For implicit memories, it is important that the processes

of encoding and retrieval be similar.

t Cognitive psychologists study memory as a type of

information processing.

t Ebbinghaus studied the time course of forgetting.

t Memories involving conscious effort are explicit.

t Interference occurs when retrieval cues do not lead

uniquely to specific memories.

Unconscious memories are implicit.

t Declarative memory is memory for facts; procedural

t Memory performance can be improved through elaborative

rehearsal and mnemonics.

memory is memory for how to perform skills.

t Memory is often viewed as a three-stage process of

t In general, feelings-of-knowing accurately predict the

availability of information in memory.

encoding, storage, and retrieval.


Memory Use for the Short Term



Structures in Long-Term Memory


t Iconic memory has large capacity but very short duration.

t Concepts are the memory building blocks of thinking.

They are formed when memory processes gather

t Short-term memory (STM) has a limited capacity and lasts

together classes of objects or ideas with common

only briefly without rehearsal.

properties.

t Maintenance rehearsal can extend the presence of material

t Concepts are often organized in hierarchies, ranging from

in STM indefinitely.

general, to basic level, to specific.

t STM capacity can be increased by chunking unrelated

t Schemas are more complex cognitive clusters.

items into meaningful groups.

t All these memory structures are used to provide

t The broader concept of working memory includes STM.

expectations and a context for interpreting new

t The four components of working memory provide the

information.

resources for moment-by-moment experiences of

t Remembering is not simply recording but is a

the world.

constructive process.


Long-Term Memory: Encoding and Retrieval


t People encode flashbulb memories in response to events

with great emotional significance, but those memories

t Long-term memory (LTM) constitutes your total

may not be more accurate than everyday memories.

knowledge of the world and of yourself. It is nearly

t New information can bias recall, making eyewitness

unlimited in capacity.

memory unreliable when contaminated by

t Your ability to remember information relies on the match

postevent input.

between circumstances of encoding and retrieval.

t Retrieval cues allow you to access information in LTM.


Biological Aspects of Memory


t Episodic memory is concerned with memory for events

t Difference brain structures (including the hippocampus, the

that have been personally experienced. Semantic memory

amygdala, the cerebellum, the striatum, and the cerebral

is memory for the basic meaning of words and concepts.

cortex) have been shown to be involved in different types

t Similarity in context between learning and retrieval aids

of memories.

retrieval.

t Experiments with individuals with memory disorders have

t The serial position curve is explained by distinctiveness

helped investigators understand how different types of

in context.

memories are acquired and represented in the brain.

t Information processed more deeply is typically

t Brain-imaging techniques have extended knowledge about

remembered better.

the brain bases of memory encoding and retrieval.
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 Practice Test
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1.
 At her school’s talent show, Noa answers questions about


10.
 At the start of each exam, Sarah reads over the full set of

politics while spinning basketballs on her fingers. The

questions to determine which ones she feels pretty sure

question and answering mostly require _______ memory,

she’ll get right. To make these judgments, Sarah is using

whereas the ball spinning mostly requires _______

a. encoding specificity.

c. elaborative rehearsal.

memory.

b. mnemonics.

d. metamemory.

a. implicit; procedural

c. procedural; declarative


11.
 When you enter a restaurant to enjoy a meal, you’ll

b. declarative; procedural

d. implicit; declarative

probably put a memory structure known as a(n)_______ to


2.
 To demonstrate the capacity of iconic memory, George

good use.

Sperling showed that participants performed better with

a. script

c. prototype

the _______ procedure.

b. exemplar

d. chunk

a. whole-report

c. partial-report


12.
 Your professor wants to give you advice based on the

b. procedural memory

d. implicit memory

“testing effect.” What is he likely to say?


3.
 Mark looks a number up in a phone book, but he forgets

a. Quiz yourself after you finish reading each chapter!

it before he has a chance to make the call. It sounds like

b. Study material from the middle of the chapter most

Mark should have spent more effort on

carefully!

a. rehearsal.

c. memory span.

c. Use your judgments-of-learning to decide what to

b. chunking.

d. iconic memory.

study more!

d. Try to study in the same room in which you’re going


4.
 Which of these is not
 a component of working memory?

to take the test!

a. the iconic memory buffer

b. the phonological loop


13.
 Karl Lashley carried out his search for the engram by

c. the central executive

training rats on mazes and then removing different

d. the visuospatial sketchpad

amounts of the

a. cerebellum.

c. striatum.


5.
 Because of the usefulness of the retrieval cues, _______ is

b. cortex.

d. amygdala.

usually easier than _______.

a. recall; episodic memory


14.
 Alois Alzheimer was able to demonstrate that

b. recognition; recall

a. plaques in the brain caused Alzheimer’s disease.

c. semantic memory; recognition

b. amyloid ß-peptide caused Alzheimer’s disease.

d. recall; recognition

c. people who died of Alzheimer’s disease had plaques

in their brains.


6.
 After Meghan meets a group of people, she can remember

d. plaques in the brain could be used to prevent

the name of only the last person she met. This is an

Alzheimer’s disease.

example of a(n) _______ effect.

a. primacy

c. encoding specificity


15.
 If you were asked to identify the brain bases of the

b. temporal distinctiveness

d. recency

encoding and retrieval of episodic memories, you should

point to the


7.
 Consider the word Mississippi
 . Which of these questions

a. striatum.

c. amygdala.

asks you to process that word at the deepest level of

b. cerebellum.

d. prefrontal cortex.

processing?

a. How many times does the letter s
 appear in the word?

b. Is this word the name of a river?


ESSAY QUESTIONS


c. How many syllables does the word have?

d. What is the word’s first letter?


1.
 What are the relationships among encoding, storage,

and retrieval?


8.
 You’ve just memorized a list of nonsense words. You are

going to try to recall the words every day for the next 30


2.
 What are the primary functions of working memory?

days (without looking back at the list). You would expect to


3.
 In what ways have brain-imaging techniques helped

show the most forgetting between

confirm some of the theoretical distinctions made by

a. day 1 and day 2.

c. day 5 and day 10.

memory researchers?

b. day 3 and day 5.

d. day 10 and day 30.


9.
 Pavel needs to learn the order of the planets with respect

to their distance from the sun. To begin, he imagines

Mercury as a giant bun and Venus shaped like a shoe. It

sounds like Pavel is using

a. the method of loci.

c. metamemory.

b. the peg-word method.

d. iconic memory.

Recapping Main Points
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LANGUAGE USE
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Heuristics and Judgment t The Psychology

of Decision Making

RECAPPING MAIN POINTS

236


It is midnight. There’s a knock on your door. When you

answer, no one is there, but you see an envelope on the

floor. Inside the envelope is a single sheet of paper with

Philosophy

a handwritten message: “The cat is on the mat.” What do

you make of this?

You must now begin to engage a variety of cognitive proc-

esses. You will need language processes to put together some

Computer

Neuroscience

basic meanings for the words, but what then? Can you find

science

(Brain

any episode in memory to which these words are relevant?

(AI)

sciences)


Cognitive


(Recall that Chapter 7 discussed memory as a type of cogni-


Science


tive processing.) If you can’t, you’ll have to give other types

of thought to the matter. Is the message a code? What kind of

code? Whom do you know who might encode a message? Does

the fate of civilization rest in your hands?

Perhaps this is getting a bit carried away, but I want to

Cognitive

Linguistics

make plain to you what kinds of activities count as cognitive


psychology


processes
 and why they might interest you. The capacity to

use language and to think in abstract ways has often been

cited as the essence of the human experience. You tend to


FIGURE 8.2
 The Domain of Cognitive Science

take cognition for granted because it’s an activity you do con-

The domain of cognitive science occupies the intersection

tinually during your waking hours. Even so, when a carefully

of philosophy, neuroscience, linguistics, cognitive psychology,

crafted speech wins your vote or when you read a detective

and computer science (artificial intelligence[AI]).

story in which the sleuth combines a few scraps of appar-

ently trivial clues into a brilliant solution to a crime, you are

forced to acknowledge the intellectual triumph of cognitive

processes.

these mental contents—in ways that enable you to interpret the


Cognition
 is a general term for all forms of knowing: As

world around you and to find creative solutions to your life’s

shown in Figure 8.1
 , the study of cognition is the study of your

dilemmas.

mental life. (Note that Chapters 4 and 7 already discussed some

Within psychology, the study of cognition is carried out

of the topics shown in Figure 8.1.) Cognition includes both

by researchers in the field of cognitive psychology.
 Over

contents and processes. The contents
 of cognition are what


the past three decades, the field of cognitive psychology has

you know—concepts, facts, propositions, rules, and memories:

been supplemented by the interdisciplinary field of cognitive


“A dog is a mammal.” “A red light means stop.” “I first left


science
 (see Figure 8.2
 ). Cognitive science focuses the col-

home at age 18.” Cognitive processes
 are how
 you manipulate

lected knowledge of several academic specialties on the same

theoretical issues. It benefits the practitioners of each of these

fields to share their data and insights. You saw this cognitive

science philosophy at work when Chapter 7 described how

Human

studies of the biology of memory can be used to limit and

intelligence

refine theories of memory processes. Many of the theories we

consider in this chapter have similarly been shaped through

the interactions of researchers from a number of disciplinary

Perception

Language

perspectives.

This study of cognition will begin with a brief descrip-

tion of the ways in which researchers try to measure the in-


Cognitive


ner, private processes involved in cognitive functioning. Then


Psychology


we’ll turn to topics in cognitive psychology that generate much

basic research and practical application: language use, visual

cognition, problem solving, reasoning, judging, and decision

Thinking and

Attention

making.

problem solving

Memory


Watch
 the Video
 The Big Picture: I Am, Therefore I Think
 on MyPsychLab



cognitive process
 One of the higher mental processes, such as perception,

memory, language, problem solving, and abstract thinking.


FIGURE 8.1
 The Domain of Cognitive Psychology


cognition
 Processes of knowing, including attending, remembering,

Cognitive psychologists study higher mental functions, with

and reasoning; also the content of the processes, such as concepts

particular emphasis on the ways in which people acquire

and memories.

knowledge and use it to shape and understand their experiences


cognitive psychology
 The study of higher mental processes such as

in the world.

attention, language use, memory, perception, problem solving,

and thinking.

From Solso, Robert L., Cognitive Psychology,
 3rd Edition, © 1991. Printed

and electronically reproduced by permission of Pearson Education Inc.,


cognitive science
 The interdisciplinary field of study of systems and

Upper Saddle River, New Jersey.

processes that manipulate information.
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You can understand why, once you appreciate the necessary


STUDYING COGNITION


steps:

How can you study cognition? The challenge, of course, is that


a.
 Determine whether a character is a capital letter

it goes on inside the head. You can see the input—for exam-

or a lowercase letter.

ple, in a text message that says “Call me”—and experience the


b.
 Determine whether each capital letter is a vowel

output—you make a phone call—but how can you determine

or a consonant.

the series of mental steps that connected the message to your


c.
 If it is a consonant, draw a C
 on top. If it is a vowel, draw a V
 .

response? How can you reveal what happened in the middle—

Thus, going from task 1 to task 2, you add the two mental steps

the cognitive processes and the mental representations on

of stimulus categorization
 (vowel or consonant?) and response


which your action relies? This section describes the types of


selection
 (draw a C
 or draw a V
 ). Task 1 requires one stimulus

logical analyses that have made possible the scientific study of

categorization step. Task 2 requires two such categorizations.

cognitive psychology.

Task 2 also requires selecting between two responses. Because

task 2 requires you to do everything you did for task 1 and more,

it takes you more time. That was Donders’s fundamental insight:


Discovering the Processes of Mind


Extra mental steps will often result in more time to perform a task.

You may be wondering why task 3 is there. This is a neces-

One of the fundamental methodologies for studying men-

sary procedural control for the experiment. It’s important to

tal processes was devised, in 1868, by the Dutch physiologist

ensure that the time difference between tasks 1 and 2 does not


F. C. Donders
 (1818–1889). To study the “speed of mental

stem from the fact that it takes much longer to draw V
 s than to

processes,” Donders invented a series of experimental tasks

draw C
 s. Task 3 should still be much swifter than task 2. Was it?

that he believed were differentiated by the mental steps in-

Researchers still follow Donders’s basic logic. They frequently

volved for successful performance (Brysbaert & Rastle, 2009).

use reaction time
 —the amount of time it takes experimental par-


Table 8.1
 provides a paper-and-pencil experiment that follows

ticipants to perform particular tasks—as a way of testing specific

Donders’s logic. Before reading on, please take a moment to

accounts of how some cognitive process is carried out. Donders’s

complete each task.

basic premise that extra mental steps will result in extra time is still

How long did you take to do task 1? Suppose you wanted

fundamental to a great deal of cognitive psychological research. Let’s see

to give a list of the steps you carried out to perform the task. It

how this successful idea has been developed over the past 140 years.

might look something like this:


a.
 Determine whether a character is a capital letter


Mental Processes and Mental Resources


or a lowercase letter.


b.
 If it is a capital letter, draw a C
 on top.

When cognitive psychologists break down high-level activi-

ties, like language use or problem solving, into their component

How long did you take for task 2? Students often take an

processes, they often act as if they are playing a game with blocks.

additional half minute or more beyond their time for task 1.

Each block represents a different component that must be car-

ried out. The goal is to determine the shape and size of each


Table 8.1


block and to see how the blocks fit together to form the whole


t
 Donders’s Analysis of Mental

Processes

activity. For the Donders tasks, you saw that the blocks can be

laid out in a row (see Figure 8.3
 , part A). Each step comes directly

Note how long (in seconds) it takes you to complete each of these three

after another. The block metaphor allows you to see that we

tasks. Try to complete each task accurately, but as quickly as possible.

could also stack the blocks so more than one process occurs

simultaneously (part B). These two pictures illustrate the dis-


Task 1:
 Draw a C
 on top of all the capitalized letters:

tinction between serial
 and parallel processes.
 Processes are

TO Be, oR noT To BE: tHAT Is thE qUestioN:


serial
 when they take place one after the other. Suppose you’re

WhETher ‘Tis noBIEr In tHE MINd tO SuFfER

in a restaurant and you need to decide what to order. You focus

tHe SLings AnD ARroWS Of OUtrAgeOUs forTUNe,

on entries one at a time and then judge whether they qualify as

or To TAke ARmS agaINST a sEa Of tROUBleS,

“yes,” “no,” or “maybe.” For each entry, your judgment proc-

AnD by oPPOsinG END theM. TIME: ______________

esses follow your reading processes. Processes are parallel
 when


Task 2:
 Draw a V
 on top of the capitalized vowels and a C
 on top of the

they overlap in time. When it comes time to place your order,

capitalized consonants:

the language processes that enable you to understand the wait-

TO Be, oR noT To BE: tHAT Is thE qUestioN:

er’s question (“What can I get for you?”) are likely to operate

WhETher ‘Tis noBIEr In tHE MINd tO SuFfER

at the same time as the processes that allow you to formulate

tHe SLings AnD ARroWS Of OUtrAgeOUs forTUNe,

your reply (“I’d like the osso buco”). That’s why you’re ready to

or To TAke ARmS agaINST a sEa Of tROUBleS,

respond as soon as the waiter finishes his question.

AnD by oPPOsinG END theM. TIME: ______________


Task 3:
 Draw a V
 on top of all the capitalized letters:

TO Be, oR noT To BE: tHAT Is thE qUestioN:


Watch
 the Video
 The Basics: The Mind is What the Brain Does
 on

WhETher ‘Tis noBIEr In tHE MINd tO SuFfER


MyPsychLab


tHe SLings AnD ARroWS Of OUtrAgeOUs forTUNe,


serial processes
 Two or more mental processes that are carried out in

or To TAke ARmS agaINST a sEa Of tROUBleS,

order, one after the other.

AnD by oPPOsinG END theM. TIME: ______________


parallel processes
 Two or more mental processes that are carried out

simultaneously.
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Chapter 8
 Cognitive Processes


A. The Donders Task


FIGURE 8.3
 Breaking Down High-Level

Cognitive Activities

CAPITAL LETTER?

CONSONANT OR VOWEL?

WRITE C OR V?

Cognitive psychologists attempt to determine the

identity and organization of the mental processes

Time

that are the building blocks of high-level cognitive

activities.

B. Serial versus Parallel Processes

(A) This version of the Donders task requires that

at least three processes be carried out one after

PROCESS A

PROCESS B

PROCESS C

the other.

(B) Some processes are carried out serially, in

sequence; others are carried out in parallel, all

PROCESS A

at the same time.

(C) The time taken to perform a task does not

always allow researchers to conclude whether

PROCESS B

serial or parallel processes were used.

PROCESS C

Time

C. Time Equivalence of Serial and Parallel Processes

PROCESS X

PROCESS Y

PROCESS X

PROCESS Y

Time

Cognitive psychologists often use reaction times to deter-

A key assumption in this example is that you have limited


mine whether processes are carried out in parallel or serially.

processing resources that must be spread over different men-

However, the examples in part C of Figure 8.3 should convince

tal tasks (Daffner et al., 2011; Wyble et al., 2011). Your atten-


you that this is a tricky business. Imagine that we have a task


tional processes
 are responsible for distributing these resources.

that we believe can be broken down into two processes, X
 and Y.


Chapter 4 discussed attention as the set of processes that al-

If the only information we have is the total time needed

low you to select, for particular scrutiny, some small subset of

to complete the process, we can never be sure if processes

available perceptual information. The use of attention
 here pre-


X
 and Y
 happen side by side or one after the other. Much of the

serves the idea of selectivity. The decision now, however, con-

challenge of research in cognitive psychology is to invent task

cerns which mental processes will be selected as the recipients

circumstances that allow the experimenter to determine which

of processing resources.

of many possible configurations of blocks is correct. In task 2

There’s one more complication to add: Not all processes put

of the exercise you just did, we could be reasonably certain that

the same demands on resources. Researchers define a dimen-

the processes were serial because some activities logically re-

sion that goes from processes that are controlled
 to those that

quired others. For example, you couldn’t execute your response

are automatic
 (Shiffrin & Schneider, 1977). Controlled proc-


(prepare to draw a C
 or a V
 ) until you had determined what the


esses
 require attention; automatic processes
 generally do not. It

response might be.

is often difficult to carry out more than one controlled process at

In many cases, theorists try to determine if processes are serial

a time because they require more resources; automatic processes

or parallel by assessing the extent to which the processes place de-

can often be performed alongside other tasks without interference.

mands on mental resources.
 Suppose, for example, you are walking

Let’s consider an example of an automatic process. To get started,

to class with a friend. Ordinarily, it should be easy for you to walk

take a moment to carry out the task in Table 8.2
 on page 210. Make

a straight path at the same time you carry on a conversation—your

navigation processes and your language processes can go on in

parallel. But what would happen if you suddenly get to a patch of


Simulate
 the Experiment
 Selective Attention
 on MyPsychLab


sidewalk that’s dotted with puddles? As you pick your way among


controlled process
 Process that requires attention; it is often difficult to

the puddles, you may have to stop talking. Now your navigation

carry out more than one controlled process at a time.

processes require extra resources for planning, and your language


automatic process
 Process that does not require attention; it can often

processes are momentarily squeezed out.

be performed along with other tasks without interference.

Studying Cognition
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Table 8.2 t
 Size Judgments

Your task is to circle the number that is physically
 larger in each pair.

Try to judge which list is harder.


List A


61—67

22—28

25—29

47—41

68—64

27—23

43—49

44—48


List B


47—41

61—67

27—23

25—29

22—28

68—64

43—49

44—48

sure you circle the number that is physically
 larger. Did you

find one list to be somewhat harder?


Fea
 Experimental participants were asked to make the types of



tured



judgments illustrated in Table 8.2. If you look closely at



Stud



the table, you’ll see that the items on List A present a



mismatch between physical size and the magnitude



y



of each number (i.e., 61 is physically larger but it’s a



number of smaller magnitude than 67). On List B, there



is a match between the physical size and the magni-


Why is it difficult to carry on a conversation while you are trying


tude of the numbers. If you worked your way through


to avoid puddles?


Table 8.2, you won’t be surprised to learn that participants



took longer to make size judgments when there was a


You now know a lot about the logic of mental processes. To


mismatch (List A) than when there was a match (List B)


explain how complex mental tasks are carried out, theorists pro-


(Ganor-Stern et al., 2007). But why should the magnitude


pose models that combine serial and parallel and controlled and


of the numbers matter for a judgment of physical size? The


automatic processes. The goal of much cognitive psychological


researchers suggested that when you look at 61 or 67 you


research is to invent experiments that confirm each of the com-


can’t help but think of the quantity it represents—even


ponents of such models. Now that you understand some of the


when the quantity, in this case, impairs performance on


logic behind cognitive psychological research into mental proc-


the task you’ve been asked to carry out. That is, you auto-


esses, it is time to move to more specific domains in which you


matically access the meaning of a number, even when


put cognitive processes to work. Let’s begin with language use.


you don’t need (or want) to do so.


This number task illustrates that automatic processes rely


Stop
 and
 Review


heavily on the efficient use of memory (Barrett et al., 2004).

When you see 61, 67, and so on, your memory processes swiftly

What was Donders’s goal when he had participants

provide information about quantity. The number task also

carry out different experimental tasks?

illustrates the way in which tasks that first involved control-

What is the distinction between serial and parallel

led processes can become automatic with sufficient practice.

processes?

You probably remember, as a small child, having to learn how

What types of processes do not generally require

numbers work. Now, the association between numbers and the

attentional resources?

quantities they represent has become so automatic, you can’t

shut off the association.


Study
 and Review
 on MyPsychLab


Let’s apply this knowledge of controlled and automatic

processes back to the situation of walking and talking. When

you are walking a straight route, you feel little interference be-

tween the two activities, suggesting that maintaining your path


LANGUAGE USE


and planning your utterances are each relatively automatic

activities. The situation changes, however, when the puddles

Let’s return to the message you received at midnight, “The

force you to choose between a greater number of options for

cat is on the mat.” What in this situation could change so that

your path. Now you must select where to go and what to say.

this message immediately made sense to you? The easiest step

Because you can’t make both choices simultaneously, you have

would be to introduce appropriate background knowledge.

come up against the limits of your processing resources (Chun

Suppose you are a secret agent who always gets instructions

et al., 2011).

in this curious fashion. You might know that “the cat” is your
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 Cognitive Processes





contact and that “on the mat” means in the wrestling arena. Off

you go.

But you don’t have to be a spy for “The cat is on the mat”

to take on a variety of meanings:

t Suppose your cat waits on a mat by the door when she

wants to be let out. When you say to your roommate,

“The cat is on the mat,” you use those words to communi-

cate, “Could you get up and let the cat out?”

t Suppose your friend is worried about pulling the car out

of the driveway because she’s uncertain where the cat is.

When you say, “The cat is on the mat,” you use those words

to communicate, “It’s safe to pull out of the driveway.”

t Suppose you are trying to have a race between your cat and

your friend’s dog. When you say, “The cat is on the mat,”

you use those words to communicate, “My cat won’t race!”

These examples illustrate the difference between sentence



meaning
 —the generally simple meaning of the combined

words of a sentence—and speaker’s meaning
 —the unlimited

number of meanings a speaker can communicate by putting a

sentence to good use (Grice, 1968). When psychologists study

language use, they want to comprehend both the production


and the understanding
 of speakers’ meaning:

t How do speakers produce the right words to communi-

cate the meaning they intend?

t How do listeners recover the messages the speakers

wished to communicate?


FIGURE 8.4
 Language Production

This section will examine each of these questions in turn.

How would you describe this person to a friend? How might

We will also consider the evolutionary and cultural context of

your description change if your friend were blind?

language use.


Table 8.3
 on page 212 presents each of those maxims, as well


Language Production


as an invented conversation that illustrates the effect the maxims

Look at Figure 8.4
 . Try to formulate a few sentences about this

have on moment-by-moment choices in language production.

picture. What did you think to say? Suppose now you needed

The illustrations should feel quite familiar from your own experi-

to describe the person for someone who was blind. How would

ences in conversation. For example, when Chris says, “I loved all

your description change? Does this second description seem to

the bed bugs,” he is expressing sarcasm. Think about your own

require more mental effort? The study of language production


uses of sarcasm. In almost every instance, you are violating Grice’s

concerns both what people say—what they choose to say at a

maxim of quality (because you are saying something that you be-

given time—and the processes they go through to produce the

lieve to be false). When you do so, you are trusting that your lis-

message. Note that language users need not produce language

tener will recognize the violation. In Table 8.3, Chris assumes that

out loud. Language production also includes both signing and

Pat will recover what he means (“Yuck!”) from what he said.

writing. For convenience, however, I will call language produc-

As you can see from Table 8.3, being a cooperative speaker

ers speakers
 and language understanders listeners.


depends, in large part, on having accurate expectations about

what your listener is likely to know and understand. Thus you


Audience Design


I asked you to imagine the different de-

certainly wouldn’t tell a friend “I’m having lunch with Alex” if

scriptions you’d give of Figure 8.4 to a sighted and a blind per-

you didn’t have good reason to believe that your friend knew

son as a way of getting you to think about audience design
 in

who Alex was. You also must assure yourself that, of all the

language production. Each time you produce an utterance, you

Alexes your friend might know and that she knows that you

must have in mind the audience to whom the utterance will

know, only one would come to mind as the specific Alex you

be directed, and what knowledge you share with members of

would mention in these circumstances. More formally, we can

that audience (Brennan & Hanna, 2009). For example, it won’t

say that there must be some Alex who is prominent in the com-


do you the least bit of good to say, “The cat is on the mat” if


mon ground
 —common knowledge—you share with your friend.

your listener does not know that the cat sits on the mat only

when she wishes to be let out. An overarching rule of audience

design, the cooperative principle,
 was first proposed by the phi-


Watch
 the Video
 Thinking Like a Psychologist: Speaking One’s Mind
 on

losopher H. Paul Grice
 (1975). Grice phrased the cooperative


MyPsychLab


principle as an instruction to speakers that they should produce


language production
 What people say, sign, and write, as well as the

utterances appropriate to the setting and meaning of the ongo-

processes they go through to produce these messages.

ing conversation. To expand on this instruction, Grice defined


audience design
 The process of shaping a message depending on the

four maxims that cooperative speakers live by.

audience for which it is intended.

Language Use
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Table 8.3 t
 Grice’s Maxims in Language Production

1. Quantity:
 Make your contribution as informative as is required (for the current purposes of the exchange). Do not make your contribution more informative than is required.




The consequence for the speaker:
 You must try to judge how much information your audience really needs. Often this judgment will require you to assess what your listener is likely to know already.

2. Quality:
 Try to make your contribution one that is true. Do not say what you believe to be false. Do not say that for which you lack adequate evidence.


The consequence for the speaker:
 When you speak, listeners will assume that you can back up your assertions with appropriate evidence. As you plan each utterance, you must have in mind the evidence on which it is based.

3. Relation:
 Be relevant.




The consequence for the speaker:
 You must make sure that your listeners will see how what you are saying is relevant to what has come before. If you wish to shift the topic of conversation—so that your utterance is not directly relevant—you must make that clear.

4. Manner:
 Be perspicacious. Avoid obscurity of expression. Avoid ambiguity. Be brief. Be orderly.


The consequence for the speaker:
 It is your responsibility to speak in as clear a manner as possible. Although you will inevitably make errors, as a cooperative speaker you must ensure that your listeners can understand your message.


In this conversation, can you see how Chris follows (or violates) Grice’s maxims?



What Is Said



What Chris Might Be Thinking


Pat: Have you ever been to New York City?


I don’t know why Pat is asking me this question, so I probably should say a little more than

Chris: I was there once in 2009.


just “yes.”

Pat: I’m supposed to visit, but I’m worried


I can’t say that he shouldn’t worry because he won’t believe me.


about being mugged.


What can I say that will sound true but make him feel OK?

Chris: I think a lot of areas are safe.


Pat: How was your hotel?


I’m counting on Pat to conclude that I didn’t really

Chris: I loved all the bed bugs.


love sharing the room with bed bugs.

Pat: Would you like to go to New York


I don’t want to go, but I don’t want to seem rude. Will Pat notice that I’m being evasive


with me?


in my response?

Chris: I’d have to find a way to see if it would



be possible for me to leave without it being



too impossible.


Pat: Huh?


Trapped.

Chris: Well.
 . . .


Herbert Clark
 (1996) suggested that language users have

there in the room (perceptual copresence). You can see from

different bases for their judgments of common ground:

this example why judgments of common ground often rely on

the ability of your memory processes to provide information

t Community membership.
 Language producers often make

about individuals and communities (Horton, 2007; Horton &

strong assumptions about what is likely to be mutually

Gerrig, 2005).

known based on shared membership in communities of

The discussion so far has focused on language production

various sizes.

at the level of the message: How you shape what you wish to say

t Copresence for actions.
 Language producers often assume

will depend on the audience to whom you are speaking. Let’s

that the actions and events they have shared with other

turn now to a discussion of the mental processes that allow you

conversationalists become part of common ground. This

to produce these messages.

includes information discussed in earlier parts of a con-

versation (or in past conversations).


Speech Execution and Speech Errors


Would you like

t Perceptual copresence.
 Perceptual copresence exists when

to be famous for tripping over your tongue? Consider the

a speaker and a listener share the same perceptual events

Reverend W. A. Spooner of Oxford University, who lent

(sights, sounds, and so on).

his name to the term spoonerism:
 an exchange of the ini-

Thus your use of Alex in “I’m having lunch with Alex” might

tial sounds of two or more words in a phrase or sentence.

succeed because your friend and you are part of a small com-

Reverend Spooner came by this honor honestly. When, for

munity (for example, roommates) that includes only one

example, he was tongue-lashing a lazy student for wast-

Alex (community membership). Or it might succeed because

ing the term, Reverend Spooner said, “You have tasted the

you’ve introduced the existence of Alex earlier in the conversa-

whole worm!” A spoonerism is one of the limited types of

tion (copresence for actions). Or Alex might be standing right

speech errors that language producers make. These errors
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Table 8.4 t
 Errors in Planning Speech Production


Types of Planning:


t 4QFBLFSTNVTUDIPPTFUIFDPOUFOUXPSETUIBUCFTUGJUUIFJSJEFBT

If the speaker has two words in mind, such as grizzly
 and


ghastly,
 a blend like grastly
 might result.

t 4QFBLFSTNVTUQVUUIFDIPTFOXPSETJOUIFSJHIUQMBDFTJOUIF

utterance.

Because speakers plan whole units of their utterances while

they produce them, content words will sometimes become

misplaced.

a tank of gas S a gas of tank

wine is being served at dinner S dinner is being served at wine

t 4QFBLFSTNVTUGJMMJOUIFTPVOETUIBUNBLFVQUIFXPSETUIFZXJTI

to utter.


FIGURE 8.5
 Selecting a Sentence Structure

Once again, because speakers plan ahead, sounds will some-

times get misplaced.

How would you describe this scene?

left hemisphere S heft lemisphere

pass out S pat ous

words, and structures. For example, researchers might study

why speakers find it easier to produce some sounds than oth-

give researchers insight into the planning that goes on as

ers in ongoing speech (Goldrick & Larson, 2008). The analy-

speakers produce utterances. As you can see in Table 8.4
 ,

ses focus on such factors as the relative frequency of certain

you need to engage in several types of planning, and speech

sounds in particular positions (for example, an s
 sound is more

errors give evidence for each type (Dell, 2004). What should

likely than a z
 sound to occur at the beginning of an English

impress you about all these examples of errors is that they

word). Other projects examine the time course with which peo-

are not just random—they make sense given the structure

ple produce the particular words of an utterance. Researchers

of spoken English. Thus a speaker might exchange initial

have demonstrated, for example, that people find it harder to

consonants—“tips of the slung” for “slips of the tongue”—

produce a word (such as cow
 ) when they have recently spo-

but would never say “tlips of the sung,” which would violate

ken another word with which it is associated (such as milk
 ).

the rule of English that “tl” does not occur as an initial sound

Such results are explained as a consequence of different mem-

(Fromkin, 1980).

ory representations competing to be included in an utterance

Given the importance of speech errors to developing theo-

(Rahman & Melinger, 2007).

retical models of speech production, researchers have not al-

For structures, researchers often examine the factors that

ways been content just to wait around for errors to happen

lead speakers to choose one or another way of expressing the

naturally. Instead, researchers have explored a number of ways

same idea. Consider Figure 8.5
 . If you described this scene, you

to produce artificial errors in controlled experimental settings

might either say “The mailman was chased by the dog” or “The

(for example, Corley et al., 2011; Humphreys et al., 2010).

dog chased the mailman.” To understand why speakers choose

One classic technique is called SLIP (for “spoonerisms of

a particular structure, researchers point to such factors as the

laboratory-induced predisposition”; Baars, 1992). In this pro-

recent language that the speaker has heard and understood

cedure, participants are asked to read silently lists of word pairs

(Bock et al., 2007). If, for example, you have recently heard a

that provide models for the sound structure of a target spoon-

sentence such as “The embassy staff isn’t being evacuated by

erism: ball doze, bash door, bean deck, bell dark.
 They then are

the government,” you would be more likely to produce an ut-

required to pronounce out loud a word pair like darn bore,
 but

terance that has the same global structure (such as “The mail-

under the influence of the earlier pairs it will sometimes come

man was chased by the dog”).

out barn door
 .

Speech execution is also affected by speakers’ assessments

With this technique, researchers can study the factors that

of common ground. For example, the way in which people pro-

affect the likelihood that speakers will produce errors. For ex-

nounce words is affected by the experiences they have shared

ample, a spoonerism is more likely when the error will still re-

with their listeners.

sult in real words (Baars et al., 1975). Thus an error on darn



bore
 (to produce barn door
 ) is more likely than an error on dart



F



board
 (to produce bart doard
 ). Findings like this one suggest


In the first phase of an experiment, students watched a car-



eat


that while you are producing utterances, some of your cognitive


toon in which Wile E. Coyote made repeated (unsuccess-



ured


processes are devoted to detecting and editing potential errors


ful) attempts to capture the Road Runner (Galati & Brennan,
 Stud


(Nooteboom & Quené, 2008). Those processes are reluctant to


2010). In the next phase of the experiment, the students
 y


let you pronounce sounds like doard,
 which are not real English


(the Speakers) narrated the cartoon’s events to another stu-


words.


dent who had not seen the cartoon. In the experiment’s final


Contemporary theories of speech production attempt to


phase, the Speakers narrated the events two more times,


predict how people’s utterances unfold in time for sounds,


once to the same peer (Listener A) and once to a new
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one (Listener B). Note that for this second narration, each



Language Understanding



Speaker already had common ground with his or her Lis-


Suppose a speaker has produced the utterance “The cat is on


tener A (because of the first narration) but not with Listener


the mat.” You already know that, depending on the context,


B. The researchers reasoned that common ground would


this utterance can be used to communicate any number of dif-


allow the speakers to be more casual in the way they ex-


ferent meanings. How, as a listener, do you settle on just one


ecuted their speech. To test this hypothesis, the researchers


meaning? To begin this discussion of language understanding,


found words that the Speakers had repeated across narra-


we will consider more fully the problem of ambiguity.


tions (such as “parachute” and “dynamite”). They edited



these words from the sound recordings of the narratives and



Resolving ambiguity


What does the word bank
 mean? You


asked a new group of participants to judge the relative clar-


can probably think of at least two meanings, one having to do


ity of the different versions. These judges consistently rated


with rivers and the other having to do with money. Suppose you


the words as less clear when they were addressed to those


hear the utterance “He came from the bank.” How do you know


listeners (Listeners A) with whom the speakers shared the


which meaning is intended? You need to be able to resolve the


prior narration.



lexical ambiguity
 between the two meanings. ( Lexical
 is related

to lexicon,
 a synonym for dictionary.
 ) If you think about this

As you have conversations with friends and strangers, think

problem, you’ll realize that you have some cognitive processes

about this result. Do you, in fact, find yourself speaking less

that allow you to use surrounding context to eliminate the

carefully when you address yourself to someone with whom

ambiguity—to disambiguate
 —the word. Have you been talking

you share relatively more common ground?

about rivers or about money? That broader context should

We have now looked at some of the forces that lead speak-

enable you to choose between the two meanings. But how?

ers to produce particular utterances and at some of the proc-

Before we get to an answer for that question, let’s meet

esses that allow them to do so. We turn next to the listeners,

another type of ambiguity. What does this sentence mean: “The

who are responsible for understanding what speakers intend to

mother of the boy and the girl will arrive soon”? You may de-

communicate.

tect only one meaning right off, but there is a structural ambi-



guity
 here (Akmajian et al., 1990). Take a look at Figure 8.6
 .


Explore
 the Concept
 Virtual Brain: Lateralization and Language
 on

Linguists often represent the structure of sentences with tree


MyPsychLab


diagrams to show how the various words are gathered together


Structure A



Structure B


S

S

NP

VP

NP

Aux

VP

Art

N

V

PP

Art

N

PP

The

cat

is

on the mat.

The

mother

of the boy and the girl

will

arrive soon.


Structure C


S

NP

Aux

VP

Art = article

Aux = auxiliary

NP = noun phrase

NP

NP

PP = prepositional phrase

S = sentence

VP = verb phrase

The mother of the boy

and

the girl

will

arrive soon.


FIGURE 8.6
 Sentence Structures

Linguists use tree diagrams to display the grammatical structure of sentences. Part A shows the structure of “The cat is on the mat.” Parts B and C show that the sentence “The mother of the boy and the girl will arrive soon” can be represented by two different structural analyses. Who will arrive soon, one person (structure B) or two (structure C)?
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into grammatical units. In part A, you can see an analysis of


ambiguity
 because people use its two meanings with roughly

“The cat is on the mat.” The structure is pretty simple: a noun

equal frequency. Now consider this sentence:

phrase made up of an article and a noun, plus a verb phrase


Last year the pen was abandoned because it was too


made up of a verb and a prepositional phrase. In the other two


dirty for the animals to live in.


parts, you see the more complex structures for the two different

meanings of “The mother . . . .” In part B, the analysis shows

Did that sentence give you any trouble? Pen
 also has two

that the whole phrase “of the boy and the girl” applies to the

definitions:

mother. One person—the mother of two children—will arrive


Definition 1.
 An implement for writing with ink.

soon. In part C, the analysis shows that there are two noun


Definition 2.
 An enclosure for animals.

phrases, “the mother of the boy” and “the girl.” There are two

people, both of whom will arrive soon. Which understanding


Pen
 is called a biased ambiguity
 because people use one mean-

of the sentence did you come to when you first read it? Now

ing (that is, Definition 1) much more often than the other. You

that you can see that two meanings are possible, we arrive at

may have experienced some momentary trouble understanding

the same question we did for lexical ambiguity: How does prior

this sentence because your initial bias toward understanding

context enable you to settle on one meaning when more than


pen
 to mean “an implement for writing with ink” was proved

one is possible?

wrong by the context that followed its use. Research suggests

Let’s return to lexical ambiguity (an ambiguity of word

that your brain responds differently to these two types of

meaning). Consider this sentence (from Mason & Just, 2007):

ambiguity.


To their surprise, the bark was unusual because it



sounded high-pitched and hoarse.



F



Twelve participants read sentences while undergoing fMRI
 eat


When you read this sentence, how do you interpret


scans. The sentences included balanced or biased ambi-



ured


the word bark
 ? If you imagine that you have a dictionary in


guities or were matched control sentences (Mason & Just,
 Stud


your head, your entry for bark might look something like


2007). For example, in the sentence “To their surprise, the
 y


this:


bark was unusual because it sounded high-pitched and



hoarse,” howl replaced bark (that is, “the howl was unu-



Definition 1.
 The exterior covering of a tree.


sual . . .) to provide an unambiguous sentence. The research-



Definition 2.
 The sound a dog makes.


ers predicted that, because participants need to select


Research suggests that both definitions become accessible in


between meanings, ambiguous sentences would produce


memory when you first encounter such an ambiguous word,


different patterns of brain activity than control sentences.


but you swiftly use contextual information to determine which


As seen in
 Figure 8.7
 , that prediction was confirmed. The


definition is appropriate. The word bark
 is called a balanced



reseachers also predicted that, because participants need to



FIGURE 8.7
 The Brain

Bases of Ambiguity

Resolution

Participants underwent

fMRI scans while reading

sentences with balanced or

biased ambiguities or matched

control sentences. The brain

region circled in red showed

greater activity for both types

of ambiguity (with respect to

the control sentences). The

brain region circled in green

only showed more activity for

the sentences with biased

ambiguities.
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sofa)
 . From that, we build up RUN (mouse, UNDER [mouse,



sofa])
 . Finally, we get to WATCH (cat, RUN [mouse, UNDER



(mouse, sofa)])
 .

How can we test whether your mental representations of

meaning really work this way? Some of the earliest experiments

in the psychology of language were devoted to showing the

importance of propositional representations in understanding

(Kintsch, 1974). Research has shown that if two words in an

utterance belong to the same proposition, they will be repre-

sented together in memory even if they are not close together

in the actual sentence.


F



Consider the sentence “The mausoleum that enshrined
 eat



the tzar overlooked the square.” Although
 mausoleum and
 ured


square are far apart in the sentence, a propositional analysis
 Stud


Now that you are looking at a picture of an animal pen, what


suggests that they should be gathered together in memory


comes to mind when you think of the word pen?



y



in the proposition OVERLOOKED
 (mausoleum, square) . To



test this analysis, researchers asked participants to read



recover from their biased interpretations, the biased ambi-



lists of words and say whether each had appeared in the



guities would produce different brain activity than balanced



sentence (Ratcliff & McKoon, 1978). Some participants saw



ambiguities. Again, the brain scans shown in Figure 8.7 con-


mausoleum directly after
 square on the list. Other partici-



firm that prediction.



pants saw
 mausoleum after a word from another proposi-



tion. The response “Yes, I saw
 mausoleum ” was swifter



when
 mausoleum came directly after
 square than when its


This experiment identifies brain regions that help you under-


predecessor came from another proposition. This finding


stand an ambiguous word: You put contextual information to


suggests that the concepts “
 mausoleum” and “
 square” had


swift and efficient use to arrive at a single meaning. Context


been represented together in memory.


wields a similar influence on structural ambiguities (Farmer

et al., 2007; Patson & Warren, 2011). Contextual information

speeds decisions when you must choose among different pos-

Have you ever noticed how hard it is to remember exactly


sible grammatical structures. In fact, some of the same brain

what someone said? You might, for example, have tried to

structures are active when people hear sentences with either

remember a line from a movie word-for-word—but you real-

lexial or syntactic ambiguities (Rodd et al., 2010).

ized when you got home that you could only remember the

The overall conclusion you can draw is that your language

general sense of what was said. This experiment indicates

processes use context powerfully and efficiently to resolve

why word-for-word memory isn’t so good: Because one of

ambiguities. In a way, this shows that there is a good match

the main operations your language processes carry out is the

between production and understanding. The discussion of

extraction of propositions, the exact form with which those

language production emphasized audience design—the proc-

propositions were rendered gets lost pretty quickly (for ex-

esses by which speakers try to make their utterances appro-

ample, “The cat chased the mouse” versus “The mouse was

priate in the current context. This analysis of understanding

chased by the cat”).

suggests that listeners expect speakers to have done their jobs

Not all the propositions listeners store in memory are

well. Under those circumstances, it makes sense for listeners

made up of information directly stated by the speaker. Often

to let context guide their expectations about what speakers will

listeners fill gaps with inferences
 —logical assumptions made

have meant.

possible by information in memory. Consider this pair of

utterances:


The Products of Understanding


The discussion of ambi-

guity resolution focused on the processes
 of understanding. In

I’m heading to the deli to meet Donna.

this section, we shift attention to the products
 of understand-

She promised to buy me a sandwich for lunch.

ing. The question now is: What representations
 result in mem-

To understand how these sentences go together, you must

ory when listeners understand utterances or texts? What, for

draw at least two important inferences. You must figure out

example, would be stored in memory when you hear the old

both who she
 is in the second sentence and how going to a

standby “The cat is on the mat”? Research has suggested that

deli is related to a promise to buy a sandwich. Note that a

meaning representation begins with basic units called proposi-


friend who actually uttered this pair of sentences would be


tions
 (Clark & Clark, 1977; Kintsch, 1974). Propositions are

confident you could figure these things out. You’d never

the main ideas of utterances. For “The cat is on the mat,” the

expect to hear this:

main idea is that something is on something else. When you read

the utterance, you will extract the proposition on
 and under-


I’m heading to the deli to meet Donna. She—and by she


stand the relationship that it expresses between the cat
 and the



I mean Donna—promised to buy me a sandwich—and a



mat
 . Often propositions are written like this: ON (cat, mat)
 .


deli is a place where you can buy a sandwich—for lunch.


Many utterances contain more than one proposition.

Consider “The cat watched the mouse run under the sofa.”


inference
 Missing information filled in on the basis of a sample

We have as the first component proposition UNDER (mouse,


of evidence or on the basis of prior beliefs and theories.
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Speakers count on listeners to draw inferences of this sort.

that question, researchers have largely turned to research with

A great deal of research has been directed toward deter-

other species: They attempt to define what makes humans and

mining what types of inferences listeners draw on a regular ba-

human languages special. An important focus is on language


sis (McNamara & Magliano, 2009). The number of potential


structure
 .

inferences after any utterance is unlimited. For example, be-

One property that makes human language special is that

cause you know that Donna is likely to be a human, you could

people can produce an unlimited number of messages with a

infer that she has a heart, a liver, a pair of lungs, and so on (and

limited number of words: You follow the grammatical rules of

on), but it’s unlikely that you would feel compelled to call any

your language—of the types represented by the structures in

of those (perfectly valid) inferences to mind when you heard


Figure 8.6
 —to produce as many sentences as you’ll ever need

“I’m heading to the deli to meet Donna.”

from the set of words you know. Meanwhile, there is consid-

Research suggests, in fact, that the models readers develop

erable diversity among the rules that apply within different

for the whole situation of a text affect which inferences they

languages. Humans appear to be the only species that are bio-

encode. For example, read the text numbered 1 in Table 8.5
 .

logically prepared to learn rules of the complexity found across

At the end of this text, did you encode the inference that Carol

human languages (Fitch, 2011).

is likely to dump the spaghetti on the customer? Research sug-

But how do we know that other species cannot learn com-

gests that readers consistently draw that inference (Guéraud

munication systems with the complexity of human languages?

et al., 2008). Now read the text numbered 2. In this latter case,

Beginning as early as the 1920s, psychologists tried to address

readers now infer that Carol will experience pain.

this question by attempting to teach language to chimpanzees.

This discussion of language use has demonstrated how

Chimps don’t have the appropriate vocal apparatus to produce

much work a speaker does to produce the right sentence at

spoken language, so researchers had to devise other meth-

the right time and how much work a listener does to figure out

ods of communication. For example, a chimp named Washoe

exactly what the speaker meant. You usually aren’t aware of

was taught a highly simplified version of American Sign

all this work! Does this give you a greater appreciation for the

Language (Gardner & Gardner, 1969); a chimp named Sarah

elegant efficiency of your cognitive processes?

was taught to manipulate plastic symbols (which stood for

concepts like apple
 and give
 ) on a magnetic board (Premack,

1971). The results of these experiments inspired great con-


Language and Evolution


troversy (Seidenberg & Petitto, 1979). Skeptics asked whether

the chimps’ occasional combinations of gestures or symbols

We have just seen that you have a range of processes that are

(for example, Washoe sorry
 . You more drink
 ) constituted any

working diligently in the background to help you produce

meaningful kind of language use. They also wondered whether

and understand language. A question that has long fasci-

most of the meaning attributed to the chimps’ utterances

nated researchers is whether any other species possesses the

wasn’t arising in the heads of the humans rather than in the

same range of processes. We know of no other species that

heads of the chimps.

uses a language as complex as any human language. That


Sue Savage-Rumbaugh
 and her colleagues (Savage-

observation raises an interesting question: What processes did

Rumbaugh et al., 1998) have conducted research that has

humans evolve that make human language possible? To answer

provided more solid insights into the language capabilities

of chimps. Savage-Rumbaugh works primarily with bono-



bos,
 a species of great ape that is evolutionarily more similar


Table 8.5 t
 Text Situations and Inferences

to humans even than common chimpanzees. Rather remark-

1. Carol was a single mother with two young children. She had to work

ably, two of the bonobos in her studies, Kanzi and Mulika,

two jobs to make ends meet. She worked full-time as a teacher and

acquired the meanings of plastic symbols (similar to the ones

part-time as a waitress. She hated not having much free time. Carol

the chimp Sarah had used) with no explicit training: They

was known for her short temper and her tendency to act without

acquired the symbols spontaneously
 by observing others

thinking. She never thought about the consequences of her actions,

(humans and bonobos) using them to communicate. Moreover,

so she often suffered negative repercussions. She refused to let

Kanzi and Mulika were able to understand some spoken


people walk all over her. In fact, she had just gotten a ticket for road

English. For example, when Kanzi heard a spoken word, he was

rage. She decided she would never put up with anyone that was not

able to locate either the symbol for the word or a photograph

nice to her. One particular night, Carol had an extremely rude cus-

of the object. Kanzi was also able to follow simple commands

tomer. He complained about the spaghetti, and he yelled at Carol as

such as “Take off Sue’s shoe.” Kanzi’s performance strongly

if it were her fault. Carol lifted the spaghetti above his head.

suggests that some aspects of human language performance

can be found in other species. However, Kanzi still falls short

2. Carol was a single mother with two young children. She had to work

of human abilities: He wasn’t able to acquire the type of rule

two jobs to make ends meet. She worked full-time as a teacher and

system that would allow him to produce an unlimited number

part-time as a waitress. She hated not having much free time. Carol

of utterances.

had just come back to work after having had shoulder surgery. She

Contemporary researchers have shifted their focus away

needed to be careful whenever raising anything from a customer’s

from these attempts to teach primates approximations of hu-

table. Every time she did, it would hurt so much that she thought

man languages. Instead, researchers now fous on particular

she might faint. If she raised something too high, she was extremely

uncomfortable all night. But, usually, she asked for help when she

needed to clear a table. One particular night, Carol had an extremely

rude customer. He complained about the spaghetti, and he yelled at

Carol as if it were her fault. Carol lifted the spaghetti above his head.


Watch
 the Video
 Classic Footage of Chimpanzees and Sign Language


on MyPsychLab
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attempted to create rigorous tests of these ideas. Let’s look at

some of that research.

You may be surprised to learn that languages of the world

differ with respect to the number of basic color terms they use.

As determined by linguistic analysis, English has 11 (black,



white, red, yellow, green, blue, brown, purple, pink, orange,


and gray);
 some languages of the world, such as the language

spoken by the Dani people of Papua New Guinea, have only

two, a simple distinction between black
 and white
 (or light
 and


dark
 ) (Berlin & Kay, 1969). Researchers have speculated that

the category structure implied by color terms might influence

the ways in which speakers of different languages think about

colors. For example, one study asked speakers of Himba from

northern Namibia to examine triads of color chips all taken

from the blue–green continuum. The participants’ task was to

indicate “which of these three colors look most like each other,

in the way that brothers look like each other?” (Roberson et al.,

Some bonobos have learned the meanings of words without

2005, p. 395). Unlike English, the Himba language doesn’t

explicit training. What other abilities must these animals

make a lexical distinction between blue
 and green
 . Instead,

demonstrate before it can be said that they have genuinely

Himba speakers use the term borou
 that covers most green and

acquired a human language?

blue hues. The researchers looked for evidence of categorical



perception:
 They assessed the extent to which Himba speakers

perceived hues to be more similar within the categories marked

aspects of human languages that may or may not be within the

by the language than between categories. Indeed, the Himba

competence of other species (Endress et al., 2009; Saffran et al.,

participants’ similarity judgments showed a clear impact of the

2008). The results of these studies help to define what exactly

categorical structure of their language.

is special about human languages and our species’s ability to

Number terms have provided a second context for re-

acquire those languages.

search on language and thought. Consider the Pirahã people,

An evolutionary perspective on language examines the

who live in the Amazon rainforest in Brazil. The Pirahã people

critical processes humans evolved to make language possible.

have only three number terms, hói
 , hoí
 , and baágiso
 . The near-

However, that general set of processes allows a wide variety of

est translation of those terms into English appears to be “small

languages to emerge. The next section discusses some potential

size or amount,” “somewhat larger size or amount,” and “cause

consequences of the differences among languages.

to come together/many” (Everett, 2005). The question, from

the perspective of linguistic relativity, is whether the language’s

lack of a precise number system has an impact on the Pirahã


Language, Thought, and Culture


people’s ability to carry out tasks involving number (Gordon,

Have you had the opportunity to learn more than one lan-

2004). In fact, members of the tribe are not very good at re-

guage? If so, do you believe that you think
 differently in those

membering quantities over a brief delay (Frank et al., 2008).

languages? Does language affect thought? Scholarly work on

When, for example, spools of thread are laid out and then

this question was originated by Edward Sapir
 (1941/1964)

and his student Benjamin Lee Whorf
 (1956), whose cross-

linguistic explorations led them to the somewhat radical con-

clusion that differences in language would create differences in

thought. Here’s how Sapir put it:


We see and hear and otherwise experience very largely



as we do because the language habits of our community



predispose certain choices of interpretation.


(Sapir, 1941/1964, p. 69)

For Sapir and Whorf, this conclusion emerged directly from

relationships they believed to exist in their own data. From

the hypotheses that Sapir and Whorf proposed, the one that

has received the most attention is called linguistic relativity


(Brown, 1976). According to this hypothesis, the structure of

the language an individual speaks has an impact on the way in

which that individual thinks about the world. Contemporary

researchers in psychology, linguistics, and anthropology have

The Dani people of Papua New Guinea speak a language with

only two basic color terms—they make a distinction between

black and white (or light and dark). English, by comparison, has


linguistic relativity
 The hypothesis that the structure of the language an

11 basic color terms. Could this language difference affect the

individual speaks has an impact on the way in which that individual

thinks about the world.

way people experience the world?
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Critical Thinking in Your Life



WHY AND HOW DO PEOPLE LIE?


You saw earlier that one principle for cooperative conversation

about their participation in an incident in which a gun was

is, “Try to make your contribution one that is true.” However,

fired (Mohamed et al., 2006). To make the experience of

you surely know that not all utterances are truthful. When

lying as real as possible, participants in the guilty
 condition

people keep diaries of the lies they tell, most report one or

actually fired a starter pistol (loaded with blanks) in the testing

two a day (DePaulo et al., 2003). But why do people lie? A

room. Participants in both the guilty
 and not-guilty
 conditions

study with 286 college students identified two major motives

answered a series of questions while undergoing fMRI scans.

(Phillips et al., 2011). First, students lied to manipulate others’

Participants in the guilty condition received instructions to

impressions of them (with the expectation that they would

lie about their role in the incident. The fMRI scans revealed

gain from the deception). Second, students lied to avoid

that several areas of the brain were more active for lying than

unpleasantness or to protect against harm to themselves or to

for truth-telling. For example, brain regions responsible for

other people.

planning and emotion were harder at work when participants

These data suggest that you are frequently challenged

prepared their lies.

to decide whether people are deceiving you. Unfortunately,

Research of this sort led people to wonder whether fMRI

people don’t seem to be very successful at catching lies

might be used as a high-tech form of lie detection. Although

(Hartwig & Bond, 2011). We actually have a pretty good sense

researchers were initially enthusiastic about that possibility,

of how the behavior of liars differs from that of truth-tellers.

it seems that it’s not so difficult to disrupt the process of

For example, we are correct to believe that liars provide fewer

detection. Lie detection using fMRI relies on clear contrasts

details in their accounts than do people who are telling the

between true and false responses. However, people are able

truth. However, when we hear one particular statement, how

to learn countermeasures (as simple as a subtle curling of the

can we confidently assess whether it had fewer details than

left toe while being scanned) that make it difficult to detect

it ought to have had? The problem with catching liars is not

clear differences (Ganis et al., 2011). Alas, even in the 21st

that they don’t behave differently—it’s that the differences in

century, liars retain their edge!

behavior usually aren’t dramatic enough!

t How might people’s motives for lying affect the validity

So, people’s behavior may not always give a clear indication

of research on lying?

of their truthfulness. However, there’s substantial evidence

that different brain activity underlies truth-telling and lying.

t What does the study with the starter pistol suggest about

In one study, participants were asked to lie or tell the truth

ethical constraints for studying lying in laboratory settings?

hidden by a folder, Pirahã individuals’ memory for the number


to recognize the individual who had been involved in the


of spools is relatively poor. Can you understand why a lack of


accident. The English speakers were correct 79 percent


precise numbers would make that task difficult?


of the time versus 74 percent for the Spanish speakers.


As a final example of research on linguistic relativity,

let’s turn to a contrast between English and Spanish. Sup-

The researchers suggested that the somewhat more com-

pose an English speaker and Spanish speaker both wit-

mon English practice of explicity mentioning the person

ness an accident. How might language affect what they

who caused the accident explains the English speakers’ bet-

remember?

ter memory performance. The memory difference is small,

but consistent across speakers. In fact, the size of the memory


Fea
 In an initial experiment, researchers asked English and


difference should remind you that language only influences



tured



Spanish speakers to watch short videos of accidents and


thought; you are not completely constrained by the language


Stud



described what happened (Fausey & Boroditsky, 2011). The


you speak.


English speakers produced sentences that included the per-


There are thousands of languages in the world, which


y



son who caused the accident (for example, “She broke the


provide many interesting distinctions. As researchers have


vase”) 75 percent of the time. By contrast, Spanish speak-


examined a broader range of those distinctions, they find the


ers were about 15 percent more likely to produce sentences


hypothesis of linguistic relativity is better supported in some


that omitted that information (for example, “Se rompió


domains than in others (see January & Kako, 2007; Papafragou


el florere,” which translates to “The vase broke itself”). In


et al., 2007). Still, interesting hypotheses about the link between


a second experiment, new groups of English and Span-


language and thought have yet to be tested. As Psychology



ish speakers watched the videos. Ten minutes later, they



and Life
 visits a range of cultural differences ,
 it is worth keep-


engaged in a memory task in which they were challenged


ing an open mind about linguistic relativity. Given the many

Language Use
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situations in which members of different cultures speak very

A

different languages, we can wonder to what extent language

plays a causal role in bringing about cultural differences.

Let’s turn now from circumstances in which meaning is

communicated through words to those in which meaning relies

also on visual information.


Stop
 and
 Review


What is the relationship between the cooperative

principle and audience design?

Suppose you are trying to pronounce “big pet” and

“bird pen.” Why would you be more likely to commit

the speech error “pig bet” than “pird ben”?

B

How would you detect inferences in people’s

representations?

What language ability have researchers suggested sets

humans apart from other species?

What does the linguistic relativity hypothesis suggest?


Study
 and Review
 on MyPsychLab



CRITICAL THINKING


Recall the study on speech

execution. How might the clarity of the Speakers’ words

change if the listeners had also watched the cartoon?


VISUAL COGNITION



FIGURE 8.8
 Visual Representations

Are both of these cats on the mat?

In Figure 8.8
 , you have two choices for visual representations

of the sentence “The cat is on the mat.” Which one seems right?

If you think in terms of language-based propositions, each al-

ternative captures the right meaning—the cat is
 on the mat.

capabilities for manipulating visual images. Consider a classic

Even so, you’re probably happy only with option A because it

experiment in which participants were asked to transform im-

matches the scene you likely called to mind when you first read

ages in their heads.

the sentence (Searle, 1979). How about option B? It probably

makes you somewhat nervous because it seems as if the cat is


F



Researchers presented students with examples of the
 ea


going to tip right over. This anxious feeling must arise because


t



letter
 R and its mirror image that had been rotated various
 ured


you can think with pictures. In a sense, you can see
 exactly


amounts, from 0 to 180 degrees (see
 Figure 8.9
 ) (Shepard
 Stud


what’s going to happen. This section explores some of the ways


& Cooper, 1982). As the letter appeared, the student had


in which visual images and visual processes contribute to the


y



to identify it as either the normal
 R or its mirror image.


way you think.


The reaction time taken to make that decision was longer


History is full of examples of famous discoveries appar-


in direct proportion to the amount the figure had been


ently made on the basis of mental imagery (Shepard, 1978).


rotated. This finding indicated that a subject was imagining


Frederich Kekulé, the discoverer of the chemical structure of


the figure in his or her “mind’s eye” and rotating the image


benzene, often conjured up mental images of dancing atoms


into an upright position at some fixed rate before deciding


that fastened themselves into chains of molecules. His dis-


whether the figure was an
 R or a mirror image. The consist-


covery of the benzene ring occurred in a dream in which a


ency of the rate of rotation suggested that the process of


snakelike molecule chain suddenly grabbed its own tail, thus


mental rotation was very similar to the process of physical


forming a ring. Michael Faraday, who discovered many prop-


rotation.


erties of magnetism, knew little about mathematics, but he

had vivid mental images of the properties of magnetic fields.

Albert Einstein claimed to have thought entirely in terms of


Simulate
 the Experiment
 Mental Rotation
 on MyPsychLab


visual images, translating his findings into mathematical sym-

bols and words only after the work of visually based discovery

People’s ability to engage in efficient mental rotation depends, in

was finished.

part, on their visual experiences. For that reason, some research-

These examples should encourage you to try to indulge in

ers recommend that people play complex video games as a way to

visual thinking. But even without trying, you regularly use your

improve performance on mental rotation (Spence & Feng, 2010)!
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A

B


FIGURE 8.9
 Rotated R
 Used to Assess

Mental Imagery

Slow

Participants presented with these figures in random

Normal

Backward

1,100

order were asked to say, as quickly as possible,

R

0°

R

1,000

whether each figure was a normal R
 or a mirror image.


onds)


R

The more the figure was rotated from upright, the

900

60°

R

longer the reaction time was.

R

800

120°

R

R

R

700

180°

600

R

R


Decision time (millisec


240°

500

R

Fast

300°

R

0°

60° 120° 180° 240° 300° 360°


Angle of rotation


You can also use visual images to answer certain types

In the next phase of the experiment, participants underwent

of questions about the world. Suppose, for example, I asked

fMRI scans while they either inspected the same drawings on

you whether a golf ball is bigger than a Ping-Pong ball. If you

a computer screen or generated visual images of the drawings.

can’t retrieve that fact directly from memory, you might find

For each drawing, they answered a simple question such as

it convenient to form a visual image of them side by side.

whether the object contained circular parts. Figure 8.10
 on

Your mental images also allow you to recover visual proper-

page 222 presents the results of the fMRI scans from different

ties of objects that might have escaped your attention when

regions of the brain. The left and middle columns show the re-

you first saw them (Thompson et al., 2008). For example, try

gions of the brain that differed for each task from the baseline

to create a mental image of the first letter of the English al-

condition (that is, when participants were not engaged in a

phabet as a capital letter. Does your image include a diagonal

task). The right column shows the brain regions that were par-

line? Does your image have an enclosed space? Did you get

ticular to the perception task. These data support two impor-

the sense of zooming in on the image to answer these differ-

tant conclusions. First, there was substantial overlap between

ent questions? Once again, this use of an image has much in

brain processes for perception and imagery. Second, brain

common with the properties of real visual perception. When

regions for imagery were a subset of those for perception—

an object is physically present, you can refocus your atten-

participants didn’t use any special regions to create a visual

tion to acquire more information. The same is true for visual

image. With respect to brain activity, you use much the same

images.

resources to encode the visual world as to re-create a visual

There are, of course, limits to the use of your visual imagi-

representation.

nation. Consider this problem:

This discussion so far has largely focused on the types

of visual representations that you form by committing to


Imagine that you have a large piece of blank paper. In


memory—or in the case of imagery, retrieving from memory—


your mind, fold it in half (making two layers), fold it


visual stimuli from the environment. However, you often form


in half again (four layers), and continue folding it over


visual images based on verbal descriptions. When you read, you


50 times. About how thick is the paper when you are


can form a spatial mental model
 to keep track of the wherea-


done?
 (Adams, 1986)

bouts of characters (Rinck, 2008). Researchers have often fo-

5IF BDUVBM BOTXFS JT BCPVU NJMMJPO NJMFT r

cused on the ways in which spatial mental models capture

0.028 inches, the thickness of a piece of paper), approximately

properties of real spatial experiences. Suppose, for example, you

half the distance between Earth and the sun. Your estimate

read a passage of a text that places you in the middle of an inter-

was probably considerably lower. Your mind’s eye was over-

esting environment.

whelmed by the information you asked it to represent.


You are hob-nobbing at the opera. You came tonight


Please try one last exercise using visual imagery. Find


to meet and chat with interesting members of the


any object in your environment and examine it for a few sec-


upper class. At the moment, you are standing next to


onds. Now, close your eyes and try to create a visual image of


the railing of a wide, elegant balcony overlooking the


the same object. Consider this question: How much overlap


first floor. Directly behind you, at your eye level, is an


was there in the brain regions that were active when you en-


ornate lamp attached to the balcony wall. The base


gaged in visual perception versus visual imagery? To answer


of the lamp, which is attached to the wall, is gilded in


this question, researchers had participants learn a series of line


gold.
 (Franklin & Tversky, 1990, p. 65)

drawings of common objects such as a tree (Ganis et al., 2004).

In a series of experiments, readers studied descriptions of this

sort that vividly described the layout of objects around the

viewer (Franklin & Tversky, 1990). The researchers wished to


Watch
 the Video
 Special Topics: Mental Imagery: In the Mind’s Eye


show that readers were faster or slower to access information

on MyPsychLab


about the scene, depending on where the objects were in the

Visual Cognition
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Perception

Imagery

Perception-Imagery


FIGURE 8.10
 The Brain Bases

of Visual Imagery

The figure shows the results of fMRI scans

when participants were engaged in either a

Frontal

perception task or an imagery task. The left and

Cortex

middle columns show brain activity for each task:

Regions marked with red, orange, and yellow

were more active with respect to a no-task

baseline; regions marked in shades of blue were

less active. The right column shows the brain

regions that were affected by the perception

Temporal

task but not the imagery task. These fMRI scans

Cortex

demonstrate that much the same brain regions

are used for perception and imagery.

Reprinted from Cognitive Brain Research, 20,


G. Ganis et al., “Brain areas underlying visual mental

imagery and visual perception: An fMRI study,” pp. 226–241,

copyright © 2004, with permission from Elsevier.

Pariental

Cortex

Occipital

Cortex

mental space around them. Readers, for example, were quicker

to say what object was in front of them in the scene than what

object was behind them, even though all objects were introduced

equally carefully in the stories (see Figure 8.11
 ). It’s easiest to

understand this result if you believe that the representation you

form while reading actually places you, in some sense, in the

scene. You are able to transform a verbal experience into a vis-

ual, spatial experience.

In this section, we have seen that you have visual processes

and representations to complement your verbal abilities. These

two types of access to information give you extra help in deal-

ing with the demands and tasks of your life. We turn now to do-

mains in which you put both visual and verbal representations

to use in coping with your life’s complexities: problem solving


and reasoning.



Stop
 and
 Review


How similar are the processes of physical rotation and

mental rotation?

What has research shown about the brain bases of


FIGURE 8.11
 Spatial Mental Models

visual images?

You can use imagination to project yourself into the middle

If you’re imagining yourself in a scene, does it matter

of a scene. Just as if you were really standing in the room, you

how you place yourself in the room?

would take less time to say what is in front of you (the lamp)

than what is behind you (the bust).


Study
 and Review
 on MyPsychLab
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to hold the people of Thebes in tyranny until someone could


PROBLEM SOLVING


solve the riddle. To break the code, Oedipus had to recognize ele-

ments of the riddle as metaphors. Morning, noon, and twilight


AND REASONING


represented different periods in a human life. A baby crawls and

so (effectively) has four legs, an adult walks on two legs, and an

Let’s return for a minute to your mysterious message, “The cat

older person walks on two legs but uses a cane, making a total of

is on the mat.” If you’ve come to understand the message, what

three legs. Oedipus’s solution to the riddle was humans.


do you do next? For those of you whose lives are less filled with

Although your daily problems may not seem as monu-

mystery, consider a more common situation: You’ve acciden-

mental as the one faced by young Oedipus, problem-solving

tally locked yourself out of your home, room, or car. Again,

activity is a basic part of your everyday existence. You con-

what do you do next? For both situations, reflect on the types of

tinually come up against problems that require solutions: how

mental steps you might take to overcome your difficulty. Those

to manage work and tasks within a limited time frame, how

mental steps will almost certainly include the cognitive processes

to succeed at a job interview, how to break off a relationship,

that make up problem solving
 and reasoning.
 Both of these ac-

and so on. Many problems involve discrepancies between

tivities require you to combine current information with infor-

what you know and what you need to know. When you solve

mation stored in memory to work toward some particular goal:

a problem, you reduce that discrepancy by finding a way to

a conclusion or a solution. We will look at aspects of problem

get the missing information. To get into the spirit of problem

solving and at two types of reasoning, deductive and inductive.

solving, try the problems in Figure 8.12
 . After you’re done,


Problem Solving



problem solving
 Thinking that is directed toward solving specific

problems and that moves from an initial state to a goal state by


What goes on four legs in the morning, on two legs at noon, and on


means of a set of mental operations.


three legs in the twilight?
 According to Greek mythology, this was


reasoning
 The process of thinking in which conclusions are drawn from

the riddle posed by the Sphinx, an evil creature who threatened

a set of facts; thinking directed toward a given goal or objective.

A.

B.

You have 31 tiles.

C.

D.

A

B

C

Obtain

21

127

3

100

9

42

6

21

28

76

3

25


FIGURE 8.12
 Try to Solve These Classic Problems

Can you solve each of these problems? (The answers are given in Figure 8.13
 on page 224, but don’t look until you try to solve them all.)

(A) Try to connect all nine dots using four straight lines without lifting your pen from the paper or retracing the same line.

(B) Two corners have been cut out of this checkerboard. You have 31 tiles. Each tile covers two of the squares on the checkerboard. Try to cover every square on the checkerboard with the 31 tiles.

(C) You are given a candle, a box of tacks, and a book of matches. Try to attach the candle to the wall above the table so that no wax will drip on the table.

(D) You are given three water jugs each of which holds a different amount of water. For example, in the first problem the jugs hold 21 quarts, 127 quarts, and 3 quarts respectively. For each problem, you need to pour water among the three jugs to obtain the desired quantity of water. Try to solve each of the three problems.

Problem Solving and Reasoning
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A.

B.

C.

D.

A

B

C

Obtain

21

127

3

100

9 42

6

21

28

76

3

25

= pour water out


FIGURE 8.13
 Solutions to the Classic Problems

How did you do? We will revisit these problems as you learn more about the processes of problem solving.

we’ll see how psychological research can shed light on your

specified. In such cases, the problem solver’s first task is to

performance—and, perhaps, provide some suggestions about

work out, as much as possible, exactly what the problem is—to

how to improve it.

make explicit a beginning, an ideal solution, and the possible

means to achieve it.


Problem Spaces and Processes


How do you define a

As you know from your own experience, even when the

problem in real-life circumstances? You usually perceive the

initial and goal states are well defined, it can still be difficult

difference between your current state and a desired goal: For

to find the right set of operations to get from the beginning to

example, you are broke, and you’d like to have some money.

the end. If you think back to your experience in math classes,

You are also usually aware of some of the steps you would be

you know that this is true. Your teacher gave you a formula like

able (or willing) to take to bridge the gap: You will try to get a


x
 2 x
 12 0 and asked you to solve for possible values of

part-time job, but you won’t become a pickpocket. The formal


x.
 What do you do next? To solve this algebra problem, you

definition of a problem
 captures these three elements (Newell &

can use an algorithm:
 a step-by-step procedure that always

Simon, 1972). A problem is defined by (1) an initial state
 —the

provides the right answer for a particular type of problem. If

incomplete information or unsatisfactory conditions you start

you apply the rules of algebra correctly, you are guaranteed to

with; (2) a goal state
 —the information or state of the world you

obtain the correct values of x
 (3 and –4). If you’ve ever forgot-

hope to obtain; and (3) a set of operations
 —the steps you may

ten the combination to a lock, you may also have engaged in

take to move from an initial state to a goal state. Together, these

behavior guided by an algorithm. If you try solutions system-

three parts define the problem space.
 You can think of solving

atically (for example, 1, 2, 3; 1, 2, 4) you will definitely arrive

a problem as walking through a maze (the problem space) from

at the right combination—though you may be at it for a good

where you are (the initial state) to where you want to be (the

goal state), making a series of turns (the allowable operations).

Much of the initial difficulty in solving a problem will

arise if any of these elements are not well defined (Simon,


Watch
 the Video
 In the Real World: A Crash Course In Problem Solving


1973). A well-defined problem
 is similar to a textbook problem

on MyPsychLab


in which the initial state, the goal state, and the operations


problem space
 The elements that make up a problem: the initial state,

are all clearly specified. Your task is to discover how to use

the incomplete information or unsatisfactory conditions the person

starts with; the goal state, the set of information or state the person

allowable, known operations to get the answer. By contrast,

wishes to achieve; and the set of operations, the steps the person

an ill-defined problem
 is similar to designing a home, writ-

takes to move from the initial state to the goal state.

ing a novel, or finding a cure for AIDS. The initial state, the


algorithm
 A step-by-step procedure that always provides the right

goal state, and/or the operations may be unclear and vaguely

answer for a particular type of problem.
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long while! Because well-defined problems have clear initial


Table 8.6 t
 The Hiker Puzzle

states and goal states, algorithms are more likely to be avail-

able for them than for ill-defined problems. When algorithms

For his summer vacation, a skilled hiker decided to climb to the top of Mt.

are unavailable, problem solvers often rely on heuristics,
 which

Clark and camp out over night. First thing Monday morning, he set out

are strategies or “rules of thumb.” Suppose, for example, you

along the narrow winding trail that led to the summit. Because it was such

are reading a mystery and you’d like to solve the problem of

a beautiful day, the hiker maintained a leisurely pace. From time to time,

who murdered an e-commerce tycoon. You might rule out the

he stopped to photograph the scenery and to text several friends, “Wish

possibility that “the butler did it” because you use the heuristic

you were here.” When the hiker arrived at the top of Mt. Clark, he rolled

that authors wouldn’t use such a trite plot line. As we shall see

out his sleeping bag and settled in for a good night’s sleep. The hiker

shortly, heuristics are also a critical aspect of judgment
 and de-


started his descent early the next morning. Because there were threaten-


cision making.


ing clouds in the sky, he hurried down the trail to get back to his car.

Researchers have been interested in understanding the

How could you prove that there was one spot along the trail the hiker

way people apply both algorithms and heuristics as they make

crossed at exactly the same time on both days?

their way through a problem space. To study the steps problem

See a “proof” for the Hiker Puzzle in Figure 8.14 on page 226.

solvers take, researchers have often turned to think-aloud pro-



tocols.
 In this procedure, participants are asked to verbalize

2005). Read the puzzle given in Table 8.6
 (based on Duncker,

their ongoing thoughts (Fox et al., 2011). For example, a pair of

1945). How would you go about offering this proof? Think

researchers were interested in capturing the mental processes

about it for a few minutes before you read on. How well did

that enable participants to solve the mutilated checkerboard

you do? If the word proof
 suggested to you something math-

problem that is part B of Figure 8.12 (Kaplan & Simon, 1990).

ematical, you probably didn’t make much progress. A better

Here is one of their participants having the crucial break-

way to think about the problem is to imagine two hikers, one

through that the problem cannot be solved with only hori-

starting at the top and another starting at the bottom (Adams,

zontal and vertical placement of pieces (the checkerboard was

1986). As one climbs and one descends, it’s clear that they will

pink and black):

pass at some point along the mountain, right (see Figure 8.14



So you’re leaving . . . it’s short—how many, you’re


on page 226)? Now replace the pair of hikers with just the


leaving uhhhh . . . there’s more pinks than black, and


one—conceptually it’s the same—and there’s your proof. What


in order to complete it you’d have to connect two pinks


makes this problem suddenly very easy is using the right sort of


but you can’t because they are diagonally . . . is that


representation: visual rather than verbal or mathematical.


getting close?
 (Kaplan & Simon, 1990, p. 388)

If you go back to the problems in Figure 8.12 you’ll have

another good example of the importance of an appropriate rep-

The solver has just realized that the goal cannot be accom-

resentation of the problem space. To mount the candle on the

plished if the dominoes can just be placed horizontally or verti-

wall, you had to alter your usual perspective and perceive the

cally. Researchers have often used participants’ own accounts

tack box as a platform instead of as a container. This problem

of their thinking as the starting point for more formal models

shows a phenomenon called functional fixedness (Duncker,

of problem solving.

1945; Maier, 1931). Functional fixedness
 is a mental block that


Improving your Problem Solving


adversely affects problem solving by inhibiting the perception of

What makes problem

a new function for an object that was previously associated with

solving hard? If you reflect on your day-to-day experience, you

some other purpose. Whenever you are stuck on a problem, you

might come up with the answer, “There are too many things

should ask yourself, “How am I representing the problem? Are

to consider all at once.” Research on problem solving has led

there different or better ways that I can think about the problem

to much the same conclusion. What often makes a problem

or components of its solution?” If words don’t work, try draw-

difficult to solve is that the mental requirements for solving a

ing a picture. Or try examining your assumptions and see what

particular problem overwhelm processing resources (Cho et al.,

“rules” you can break by making novel combinations.

2007; Kirschner et al., 2011). To solve a problem, you need to

Let’s turn now to another concept that likely comes to mind

plan the series of operations you will take. If that series becomes

when you consider improving problem solving—creativity.

too complex, or if each operation itself is too complex, you may

be unable to see your way through from the initial state to the


Creativity


You have almost certainly experienced many mo-

goal state. How might you overcome this potential limitation?

ments in which people have encouraged you to be more creative.

An important step in improving problem solving is to find


Creativity
 is an individual’s ability to generate ideas or products

a way to represent a problem so that each operation is possible,

that are both novel
 and appropriate
 to the circumstances in which

given your processing resources. If you must habitually solve sim-

they were generated (Hennessey & Amabile, 2010). Consider the

ilar problems, a useful procedure is to practice each of the compo-

nents of the solution so that, over time, those components require

fewer resources (Kotovsky et al., 1985). Suppose, for example, you


heuristic
 Cognitive strategies, or “rules of thumb,” often used as

were a cab driver in New York City and were faced with daily

shortcuts in solving a complex inferential task.

traffic jams. You might mentally practice your responses to jams


think-aloud protocol
 Report made by an experimental participant of the

at various points in the city, so that you’d have ready solutions to

mental processes and strategies he or she uses while working on a task.

components of the overall problem of getting your fare from a


functional fixedness
 An inability to perceive a new use for an object

pickup spot to a destination. By practicing these component solu-

previously associated with some other purpose; adversely affects

tions, you could keep more of your attention on the road!

problem solving and creativity.

Sometimes, finding a useful representation means finding


creativity
 The ability to generate ideas or products that are both novel

a whole new way to think about the problem (Novick & Bassok,

and appropriate to the circumstances.
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FIGURE 8.14
 A “Proof”

for the Hiker Puzzle

Panel A shows two hikers, one who

starts at the bottom of the mountain

and one who starts at the top. Panel

B shows that they must meet at

some time during the day. Replace

the two hikers with a single hiker,

and you have your proof!

A

B

invention of the wheel. The device was novel because no one

need to extend beyond the boundaries of the square created by

before its unknown inventor had seen the application of rolling

the nine dots. To solve the problem, you must literally think

objects. It was appropriate because the use to which the novel

outside the box! We would credit people whose bursts of in-

object could be put was very clear. Without appropriateness, new

sight give rise to novel solutions as being creative.

ideas or objects are often considered strange or irrelevant.

A different approach to judging some individuals as crea-

How might you go about rating individuals as (relatively)

tive or uncreative is to ask them specifically to generate a crea-

creative or uncreative? Researchers have used tasks that meas-

tive product—a drawing, a poem, or a short story. Judges then

ure both divergent
 and convergent thinking
 (Nielsen et al., 2008;

rate the creativity of each of the products. Consider the two pho-

Runco, 2007). Many approaches focus on divergent thinking,


tographs shown in Figure 8.15
 . Which do you think is more

which is defined as the ability to generate a variety of unusual

creative? Could you explain why you think so? Do you think your

solutions to a problem. Questions that test divergent thinking

friends would agree? Research has shown that agreement is quite

give the test taker the opportunity to demonstrate fluid
 (swift)

high when judges rank products for creativity (Hennessy & Ama-

and flexible
 thinking (Torrance, 1974; Wallach & Kogan, 1965):

bile, 2010). People can be reliably identified across judges as being

high or low in creativity. In fact, people are also pretty accurate at

t Name all the things you can think of that are square.

judging whether their own efforts are creative.

t List as many white edible things as you can in three minutes.

t List all the uses that you can think of for a brick.



F



In one study, 226 students completed a test of divergent
 e


Responses are scored along such dimensions as fluency,
 the


at



thinking (Slivia, 2008). For example, the students tried to
 ured


overall number of distinct ideas; uniqueness,
 the number of


generate unusual uses for a knife. After completing each
 Stud


ideas that were given by no other person in an appropriate


task, the participants read their responses and chose the two


sample; and unusualness,
 the number of ideas that were given


y



they thought showed the most creativity. The participants’


by, for example, less than 5 percent of a sample (Runco, 1991).


responses were also evaluated by a group of three judges.



Convergent thinking
 is defined as the ability to gather to-


On the whole, the participants and the judges showed good


gether different sources of information to solve a problem. We


agreement about which responses counted as the most cre-


would credit people as being creative if they can put informa-


ative. Still, some students were better than others at judging


tion together in a way that produces novel solutions. One test


their own products. In particular, those students who judged


researchers use to study convergent thinking is called the re-



themselves as being particularly creative and open to new



mote associates test
 . Test takers are challenged to find the term


experiences were also best at identifying their most crea-


that provides a link for other words (Bowden & Beeman, 2003):


tive responses. The researcher concluded that “creative peo-


t What word are all three of these words related to? Cottage,



ple are doubly skilled: they are better at generating creative



Swiss, cake



ideas and at discerning which ones are the best”
 (p. 145) .


t What word are all three of these words related to? Fish,



mine, rush


t What word are all three of these words related to? Flower,



friend, scout



Watch
 the Video
 What is Creativity?
 on MyPsychLab


(Look for the answers at the end of this section.) Other meas-


divergent thinking
 An aspect of creativity characterized by an ability to

ures of convergent thinking focus on insight,
 which is defined

produce unusual but appropriate responses to problems.

as circumstances in which solutions suddenly come to mind.


convergent thinking
 An aspect of creativity characterized by the ability to

Take another look back at Figure 8.12. In Part A, the problem

gather together different sources of information to solve a problem.

challenged you to connect nine dots with four continuous lines.


insight
 Circumstances of problem solving in which solutions suddenly

That problem requires insight. You must realize that the lines

come to mind.
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Meanwhile, how did you do on the convergent thinking

problems? The answers were cheese, gold,
 and girl
 .

Often, when you try to solve problems, you engage in spe-

cial forms of thinking that are called reasoning. Let’s turn now

to a first type of reasoning you use to solve problems, deductive

reasoning.


Deductive Reasoning


Suppose you are on your way to a restaurant and you want

to pay for your meal with your only credit card, American

Express. You call the restaurant and ask, “Do you accept

American Express?” The restaurant’s hostess replies, “We ac-

cept all major credit cards.” You can now safely conclude

that they accept American Express. To see why, we can re-

formulate your interchange to fit the structure of the syl-



logism,
 introduced by the Greek philosopher Aristotle over

2,000 years ago:


Premise 1.
 The restaurant accepts all major credit cards.


Premise 2.
 American Express is a major credit card.


Conclusion.
 The restaurant accepts American Express.

Aristotle was concerned with defining the logical relationships

between statements that would lead to valid
 conclusions. Deduc-



tive reasoning
 involves the correct application of such logical

rules. The credit-card example shows that you are quite capable

of drawing conclusions that have the form of logical, deductive

proofs. However, your real-world deductive reasoning is affected

both by the specific knowledge you possess about the world and

the representational resources you can bring to bear on a par-

ticular reasoning problem. Let’s expand on these conclusions.


FIGURE 8.15
 Making Judgments about Creativity

Hypothetical photography class assignment: Take the

best picture you can of a tree. (A) a noncreative response;

(B) a creative response.

You might be happy to know that others are likely to agree with

your judgments when you believe you have been creative. In

fact, highly creative individuals pursue their tasks because of the

enjoyment and satisfaction they take in the products they gener-

ate; this pattern is known as intrinsic motivation
 (Hennessey &

Amabile, 2010). The Psychology in Your Life
 box on page 228

reviews research on how you might increase your creativity.


deductive reasoning
 A form of thinking in which one draws a

conclusion that is intended to follow logically from two or more

statements or premises.

Copyright © Sidney Harris/ScienceCartoonsPlus.com
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Psychology in Your Life



HOW CAN YOU BECOME MORE CREATIVE?


Do you believe that creativity is something that some people

“tomorrow” or “one year from now.” After a brief interval,

have and others do not? If so, you might be surprised to learn

participants responded to this scenario: “Ms. Miller likes her

how consistently contexts influence the quality of people’s

plants. Please help her to find as many creative ways as you

creative products. Let’s consider three examples.

can regarding how she can further improve her room” (p. 184).

The first example focuses on students’ multicultural

Participants who had imagined what their lives would be like in

experiences (Leung & Chiu, 2010). The researchers reasoned

a year consistently provided more creative responses.

that exposure to another culture gives people experience in

A third method to increase creativity focuses on how

recruiting “ideas from unfamiliar sources and places” and

people ponder what might have been (Markman et al.,

synthesizing “seemingly incompatible ideas from diverse

2007). When people think back on their lives, they often

cultures” (p. 173). To test those ideas, the researchers had

contemplate counterfactual thoughts (for example, “If I

participants watch different versions of a 45-minute slide show.

hadn’t eaten that omelette, I wouldn’t have gotten sick.”).

One version focused only on Chinese culture (which was

Some of those counterfactuals are additive
 because they

unfamiliar to the participants). The other version juxtaposed

encode a broader range of possible actions (such as, “If I had

Chinese and American cultures. After each slideshow,

done . . . , the outcome would have been better”). Some of

the participants attempted to write a creative version of

the counterfactuals are subtractive
 because they encode a

the Cinderella story. Those participants who watched the

narrower range of actions (such as, “If I had not
 done . . . , the

slideshow juxtaposing the two cultures were consistently more

outcome would have been better”). The researchers asked

creative. The key to increased creativity was that the students

some participants to construct additive counterfactuals and

experienced the two cultures side-by-side.

some to construct subtractive counterfactuals with respect

A second method to increase creativity contrasts people’s

to a negative outcome. The researchers reasoned that

thoughts about the near and distant future (Förster et al.,

“additive counterfactuals—those that add new . . . elements to

2004). Suppose I asked you how you might plan a party

reconstruct reality—evoke an expansive processing style that

either for tomorrow or for next year. When you consider the

facilitates creative generation” (p. 322). In fact, participants

near future, you’re likely to focus on concrete details; when

who constructed additive counterfactuals produced more short-

you consider the far future, you’re thoughts are likely to be

term creative behavior (e.g., they were able to generate more

more abstract. The researchers predicted that they could

creative novel uses for a brick) than participants who generated

increase creativity by getting participants to think in that more

subtractive counterfactuals.

abstract fashion. To test that prediction, the researchers asked

Can you see how you might apply each of these projects

participants to spend two minutes imagining their lives either

to improve your everyday creativity?

How does knowledge influence deductive reasoning?

and judge as invalid those conclusions they find unbelievable

Consider this syllogism:

(Janis & Frick, 1943). One explanation for belief bias emerges

from signal detection theory, which you learned about in


Premise 1.
 All things that have a motor need oil.

Chapter 4 (see pages 83–84). Recall that the mathemetics of


Premise 2.
 Automobiles need oil.

signal detection theory enables researchers to determine the


Conclusion.
 Automobiles have motors.

extent to which people’s judgments are subject to responses

Is this a valid conclusion? According to the rules of logic, it is not


biases. In the case of deductive reasoning, people must judge

because Premise 1 leaves open the possibility that some things

a conclusion as “valid” or “invalid.” These responses are par-

that don’t have motors will also need oil. The difficulty is that

allel to the “yes” and “no” judgments from the example in

what is invalid in a logic problem is not necessarily untrue in real

Chapter 4. In the face of uncertainty, a deductive conclusion

life. That is, if you take Premises 1 and 2 to be all the information

that is consistent with prior knowledge creates a response

in your possession—as you should if you accept this simply as an

bias toward a “valid” judgment; a conclusion that is inconsist-

exercise in formal logic—the conclusion is not valid.

ent with prior knowledge creates a bias toward an “invalid”

This example illustrates the belief-bias effect:
 People tend

judgment (Dube et al., 2010).

to judge as valid those conclusions that they find believable

In some cases, your ability to apply past experience helps

you to perform better on reasoning tasks. Imagine that you

are given the array of four cards pictured in Figure 8.16
 ,

which have printed on them A, D, 4,
 and 7.
 Your task is to


belief-bias effect
 A situation that occurs when a person’s prior

knowledge, attitudes, or values distort the reasoning process by

determine which cards you must turn over to test the rule “If

influencing the person to accept invalid arguments.

a card has a vowel on one side, then it has an even number on
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Inductive Reasoning


Abstract task

A

D

4

7

Let’s suppose that you have arrived outside the restaurant and

only then think to check to see if you have enough cash. Once

again you find that you’ll want to use your American Express

card, but there’s no helpful sign on the outside. You peek

DRINKING

Real-world task

DRINKING

23

17

through the restaurant’s windows and see well-dressed clientele.

BEER

SODA

You look at the expensive prices on the menu. You consider the

upscale quality of the neighborhood. All these observations lead


FIGURE 8.16
 Abstract versus Real-World

you to believe that the restaurant is likely to take your credit

card. This is not deductive reasoning because your conclusion

Reasoning

is based on probabilities rather than logical certainties. Instead,

In the top row, you are required to say which cards you must

this is inductive reasoning
 —a form of reasoning that uses avail-

turn over to test the rule “If a card has a vowel on one side,

able evidence to generate likely, but not certain, conclusions.

then it has an even number on the other side.” In the bottom

Although the name might be new, you have already en-

row, you must say which cards you need to turn over to test

countered several examples of inductive reasoning. You saw in

the rule “If a customer is to drink an alcoholic beverage, then

both Chapters 4 and 7 that people use past information to gener-

she must
 be at least 18.” People typically do better on the

ate expectations about the present and future. You are using in-

second task, which allows them to use real-world strategies.

ductive reasoning, for example, if you decide that a certain odor

in the air indicates that someone is making popcorn; you are us-

the other side” (Johnson-Laird & Wason, 1977). What would

ing inductive reasoning if you agree that the words on this page

you do? Most people say that they would turn over the A
 ,

are unlikely to suddenly become invisible (and that, if you study,

which is correct, and the 4
 —which is incorrect. No matter

your knowledge of this material won’t become invisible on test

what character appears on the flip side of the 4,
 the rule will

day). Finally, the language understanding section of this chap-

not be falsified. Suppose there’s an E on the flip side. The rule

ter discussed the types of inferences people draw when they use

would be confirmed. Suppose there’s a T. The rule doesn’t

language. Your belief that she
 must be Donna
 in the sequence of

say anything about consonants, so you gather no informa-

utterances you read earlier relies on inductive inference.

tion with respect to it. Do you now see why you can’t test

In real-life circumstances, much of your problem-solving

the rule by turning the 4 over? Instead, you must flip the 7.

ability relies on inductive reasoning. Return to the opening ex-

If you were to find a vowel there, you would have invalidated

ample: You have accidentally locked yourself out of your home,

the rule.

room, or car. What should you do? A good first step is to call up

The original research on this task, which is often called the

from memory solutions that worked in the past. This process


Wason selection task,
 prompted doubts about people’s ability to

is called analogical problem solving:
 You establish an analogy

reason effectively. However, deductive reasoning is improved

between the features of the current situation and the features

when participants are able to apply their real-world knowl-

of previous situations (Christensen & Schunn, 2007; Lee &

edge to the Wason task. Suppose you were asked to perform

Holyoak, 2008). In this case, your past experiences of “being

what is a logically comparable task, on the lower set of cards in

locked out” may have allowed you to form the generalization


Figure 8.16. In this case, however, you are asked to evaluate the

“find other people with keys.” With that generalization in hand,

rule “If a customer is to drink an alcoholic beverage, then she

you can start to figure out who those individuals might be and


must
 be at least 18” (Cheng & Holyoak, 1985). Now you can

how to find them. This task might require you to retrieve the

probably see immediately which are the correct cards to turn

method you developed for tracking down your roommates at

over: 17
 and drinking beer.
 If you look at Figure 8.16, you’ll see

their afternoon classes. If this problem seems easy to you, it’s

that 7
 and 17
 have the same logical function. You need to turn

because you have grown accustomed to letting your past inform


17
 over for the same reasons of logic you need to turn 7
 over.

your present: Inductive reasoning allows you to access tried-

However, your real-world experience helps you appreciate why

and-true methods that speed current problem solving.

turning 17
 over is logically necessary.

There’s one caution to add about inductive reasoning.

This example of age and alcohol comes from the more

Often a solution that has worked in the past can be reused for

general category of permission situations. You probably have a

a successful solution. But sometimes you must recognize that

good deal of experience with these sorts of situations—recall all

reliance on the past can hamper your problem-solving ability

the times you were given conditions like, “You can’t watch tel-

when there is a critical difference between the old and current

evision unless you do your homework.” You most likely never

situations. The water-jar problem given in Figure 8.12 is a clas-

recognized that deductive inference was involved in such cir-

sic example of circumstances in which reliance on the past may

cumstances! However, the experience you’ve accumulated with

cause you to miss a solution to a problem (Luchins, 1942). If you

these situations now allows you to make correct judgments

had discovered, in the first two problems in part D, the concep-

without much difficulty.

tual rule that B
 A
 2( C
 ) answer,
 you probably tried the

This section began by describing a situation in which you

same formula for the third problem and found it didn’t work.

drew a valid deductive inference about your ability to use your

Actually, simply filling jar A
 and pouring off enough to fill jar

American Express card to buy a meal. Unfortunately, life pro-

vides many occasions on which you cannot be so certain that

you have drawn valid inferences from valid premises. We turn


inductive reasoning
 A form of reasoning in which a conclusion is made

now to a version of the restaurant scenario that requires you to

about the probability of some state of affairs, based on the available

use a different form of reasoning.

evidence and past experience.
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C
 would have left you with the right amount. If you were using

This series of questions illustrates one of the great

your initial formula, you probably did not notice this simpler

truths of your day-to-day experience: You live in a world

possibility—your previous success with the other rule would

filled with uncertainty
 . Here are some more questions, of

have given you a mental set. A mental set
 is a preexisting state

a sort that will be entirely familiar. Should you spend $10

of mind, habit, or attitude that can enhance the quality and

on a movie you may or may not enjoy? Before an exam,

speed of perceiving and problem solving under some condi-

would you be better off studying your notes or rereading

tions. However, the same set may inhibit or distort the quality

the chapter? Are you ready to commit yourself to a long-

of your mental activities at times when old ways of thinking

term relationship? Because you can only guess at the future,

and acting are nonproductive in new situations. When you find

and because you almost never have full knowledge of the

yourself frustrated in a problem-solving situation, you might

past, very rarely can you be completely certain that you have

take a step back and ask yourself, “Am I allowing past successes

made a correct judgment or decision. Thus the processes of

to narrow my focus too much?” Try to make your problem

judgment and decision making must operate in a way that

solving more creative by considering a broader spectrum of

allows you to deal efficiently with uncertainty (Gigerenzer &

past situations and past solutions.

Gaissmaier, 2011).

This section has examined a range of types of problem

Before we move on, let’s quickly distinguish between the

solving and reasoning—with suggestions, in each case, for con-

two processes of judgment and decision making. Judgment
 is

crete steps you can take to improve your performance in real-

the process by which you form opinions, reach conclusions,

world circumstances. The final section of the chapter follows

and make critical evaluations of events and people. You often

the same strategy. I describe some major research findings on

make judgments spontaneously, without prompting. Deci-


the processes of judgment
 and decision making
 and then sug-


sion making
 is the process of choosing between alternatives,

gest how you can apply those findings to important situations

selecting and rejecting available options. Judgment and deci-

in your life.

sion making are interrelated processes. For example, you might

meet someone at a party and, after a brief discussion and a

dance together, judge
 the person to be intelligent, interesting,

honest, and sincere. You might then decide
 to spend most of


Stop
 and
 Review


your party time with that person and to arrange a date for the

next weekend; decision making is more closely linked to behav-

With respect to problem solving, what is an algorithm?

ioral actions. Let’s turn now to research on these two types of

What does it mean to overcome functional fixedness?

thinking.

What are two important criteria for judging ideas or

products as creative?

What happens when people succumb to the belief-bias


Heuristics and Judgment


effect?

What role does memory play in inductive reasoning?

What’s the best way to make a judgment? Suppose, for exam-

ple, you are asked whether you enjoyed a movie. To answer this


Study
 and Review
 on MyPsychLab


question, you could fill out a chart with two columns, “What

I liked about the movie” and “What I didn’t like about the


CRITICAL THINKING


Recall the experiment on

movie,” and see which column came out longer. To be a bit

judgments of creativity. Why would the researchers have

more accurate, perhaps you’d weight the entries in each list ac-

used multiple judges to assess the responses?

cording to their importance (thus you might weight “the actors’

performances” as more important on the plus side than “the

blaring sound track” on the minus side). If you went through


JUDGMENT AND DECISION



MAKING


For a final time, we’re back to “The cat is on the mat.” Let’s en-

gage the processes of judgment
 and decision making
 . How likely

is it that the message was just a prank? How likely is it that the

message has some real importance that has eluded you? Should

you just give up and go to sleep?


Watch
 the Video
 What’s In It For Me?: Making Choices
 on


MyPsychLab



mental set
 The tendency to respond to a new problem in the manner

used to respond to a previous problem.


judgment
 The process by which people form opinions, reach

conclusions, and make critical evaluations of events and people

based on available material; also, the product of the mental activity.

What processes influence your decision that you are ready


decision making
 The process of choosing between alternatives;

selecting or rejecting available options.

to commit to a long-term relationship?
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this whole procedure, you’d probably be pretty confident of

judge which sport is more dangerous, bowling or hang gliding.

your judgment—but you know already that this is an exercise

You’ll probably find it easier to retrieve memories of hang glid-

you rarely undertake. In real-life circumstances, you have to

ing accidents than memories of bowling accidents. If you based

make judgments frequently and rapidly. You don’t have the

your judgment on the ease of retrieval, you’d be likely to con-

time—and often you don’t have sufficient information—to use

clude that hang gliding is more dangerous. The second com-

such a formal procedure.

ponent of availability is the content of the memories you find

What do you do instead? An answer to this question

easy to retrieve. Suppose you described the first five memories

was pioneered by Amos Tversky
 and Daniel Kahneman,


that come to mind about bowling. If all those memories were

who argued that people’s judgments often rely on heuristics

unhappy memories, you’d likely conclude that bowling might

rather than on formal methods of analysis. As the discus-

not be your best choice for a leisure time activity. Let’s see how

sion of problem solving noted, heuristics are informal rules

each of these components of availability can lead to potential

of thumb that provide shortcuts, reducing the complexity of

problems.

making judgments. Following the lead of Tversky and Kah-

Recall from Chapter 7 the discussion of how retrieval cues

neman, researchers have suggested that humans evolved an

function to give you access to memories. You learned that the


adaptive toolbox:
 a repertory of “fast and frugal” heuristics

same retrieval cues will be more or less effective, depending on

that yield judgments that are most often likely to be correct

the context in which you put them to use. Suppose, before I

(Gigerenzer & Gaissmaier, 2011). The important claim is that

asked you the k
 question, I started you out with some examples

the ability to make correct judgments quickly (fast) and with

of k
 in the third position (such as bike, cake, poke,
 and take
 ).

limited resources (frugal) is adaptive—the ability has survival

That change in the context of retrieval could possibly change

value. Researchers have defined a number of fast and frugal

your judgment. In that way, the fluency of information—the

heuristics and demonstrated that they often lead to correct

ease with which you can retrieve information from memory—

judgments (Hertwig et al., 2008).

will vary from context to context. Consider a study in which

Even so, research on heuristics has often focused on cir-

participants provided typicality ratings for exemplars from

cumstances in which they lead to incorrect
 judgments. There

categories (Oppenheimer & Frank, 2008). In some cases, the

are two explanations for this focus. To begin, the research fol-

exemplars appeared in easy-to-read fonts:

lows a logic that might sound familiar from earlier chapters:

hummingbird

Just as you can understand perception by studying perceptual

illusion and memory by studying memory failures, you can un-

In other cases, the exemplars were hard to read:

derstand judgment processes by studying judgment errors. In

addition, there’s value in being able to recognize circumstances

hummingbird

in which heuristics might lead to errors. That gives people the

Participants gave higher typicality ratings to the same exem-

opportunity to engage other mental properties to make better

plars when they appeared in the easy-to-read fonts! An ex-

judgments.

planation for this result is that participants’ assessments of

Still, as you read this section, keep in mind that “fast

fluency—the difficulty they experienced making their way

and frugal” heuristics mostly yield correct judgments. Keep

from the printed word to their representations in memory—

that conclusion in mind as you read about three heuristics—

contributed to their judgments of typicality. This study illus-

availability, representativeness, and anchoring—try to get some

trates how judgments you make based on fluency may depend

concrete ideas about circumstances in which conscious inter-

on context. Different contexts may yield different judgments

vention may be necessary.

(as with the change in font). When you are making important

judgments, ask yourself, “How might this context affect the


Availability Heuristic


Let’s begin by considering a rather

ease with which I can retrieve particular information?”

trivial judgment. Suppose you were to read a few pages from

You may also experience difficulties with availability when

a novel. Do you believe more words in the excerpt would

the information you have stored in memory has a bias to it.

begin with the letter k
 (for example, kangaroo
 ) or have k
 in

Consider what happens when you take a a multiple-choice

third position (for example, duke
 )? If you are like the partici-

exam. You answer a question, but then, after giving it some

pants in a study by Tversky and Kahneman (1973), then you

additional thought, you decide to change your answer. Are you

probably judged that k
 is found more often at the beginning

more likely to change from wrong to right or right to wrong?

of words. In fact, k
 appears about twice as often in the third

If you are like most students, you probably believe that you

position.

should stick with your first answer—it probably makes you

Why do most people believe that k
 is more likely to ap-

nervous to change your answer. But should it? In fact, many

pear in first position? The answer has to do with the avail-


students show a bias in the way they commit information to


ability
 of information from memory. It’s much easier to think

memory that has a negative impact on test performance.

of words that begin with k
 than to think of those in which k


comes third. Your judgment, thus, arises from use of the


F



availability heuristic:
 You base your judgment on informa-


Researchers inspected the multiple-choice exams of a group
 eat


tion that is readily available in memory. This heuristic has two


of 1,561 students to determine the consequences of answer
 ured


components. The first component is the relative ease or fluency



changes (Kruger et al., 2005). Of the 3,291 answers those
 Stud


with which you can retrieve information. Suppose you try to


students changed, 23 percent were from one wrong answer
 y



to another wrong answer. Of the remaining changes, 51 per-



cent made a wrong answer right; 25 percent made a right



answer wrong. This pattern suggests that you shouldn’t be



availability heuristic
 A judgment based on the information readily

available in memory.


reluctant to consider changing an answer. However, when
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a subset of this group were asked about the wisdom of



changing answers, 75 percent indicated that it’s a better



idea to stick with one’s original answer. The researchers



argued that students’ prejudice against changing answers



comes from a memory bias: They suggested that students



find more memorable instances in which changed answers



led to negative outcomes than when they led to positive out-



comes. How many times have you complained to yourself,



“I had that one right!” Now, how many times have you com-



plained, “I had that one wrong!” To test the hypothesis that



students are more likely to commit negative outcomes to



memory, the researchers carried out a second experiment.



In this case, the researchers gave students feedback on cor-



rect and incorrect answers shortly after they completed a



multiple-choice exam. Four to six weeks later, the research-



ers asked the participants to try to recall the instances in



which they had considered changing their answers, what



they had decided, and the consequences of those decisions.



A student might, for example, have reported that she had



deliberated on three problems and always stuck with her



original answer. The memory data showed a consistent bias:



FIGURE 8.17
 Using the Representativeness


Participants overestimated how often they switched an an-


Heuristic


swer and then got the question wrong; they underestimated



how often they switched an answer and then got the ques-


When asked to choose the attorney’s favorite sport, the


tion right.


representativeness heuristic leads most people to choose

“tennis.” However, as shown in the bottom part of the figure,

the more probable answer is “a ball game,” because that

Put yourself in a classroom while you are taking a test. You

includes within it “tennis.”

get to a moment at which you’re trying to decide whether to

change an answer. These data suggest that you make this judg-

ment with respect to a biased database: You have committed

more negative outcomes to memory than positive outcomes—

correct to you? Most people who address this problem choose

those are the outcomes that are available. This analysis certainly


tennis
 rather than a ball game
 . The lower part of Figure 8.17

doesn’t mean that you should always
 change your answers.

shows why tennis
 shouldn’t be the first choice: Tennis is in-

However, you should be aware now of why your feelings of

cluded within the category a ball game
 . Participants judge

distress arise when you contemplate a change.


tennis
 to be a better answer because it seems to have all the

features of the sport the attorney is likely to play. However, this

judgment by representativeness causes participants to neglect


Representativeness Heuristic


When you make judgments

another sort of information—category structure. The implica-

based on the representativeness heuristic,
 you assume that if

tion for your day-to-day life is that you should not be fooled

something has the characteristics considered typical of mem-

into grabbing at a representative alternative before you con-

bers of a category, it is, in fact, a member of that category. This

sider the structure of all the alternatives.

heuristic will seem familiar to you because it captures the idea

Let’s look at another use of representativeness. Con-

that people use past information to make judgments about

sider the last time you went to hear live music. Suppose a

similar circumstances in the present. That is the essence of in-

friend asked you, “How much did you enjoy the concert?”

ductive reasoning. Under most circumstances—as long as you

How do you answer such a question? Most live perform-

have unbiased ideas about the features and categories that go

ances unfold over a period of time; they have some good

together—making judgments along the lines of similarity will

moments and some not-so-good moments. To answer the

be quite reasonable. Thus, if you are deciding whether to begin

global question (that is, “How much . . . ?), you need to

a new activity like hang gliding, it makes sense to determine

provide a value that is representative of all those various

how representative that sport is of the category of activities you

moments. Research suggests that representative values often

have previously enjoyed.

reflect an average of an event’s moment of peak
 intensity

Representativeness will lead you astray, however, when

and the intensity at the event’s end
 (Kahneman & Frederick,

it causes you to ignore other types of relevant information

2002). Let’s look at a study that tested this hypothesis in an

(Kahneman & Frederick, 2002; Kahneman & Tversky, 1973).

academic context.

Consider the description of a successful attorney given in


Figure 8.17
 (Bar-Hillel & Neter, 1993). Which option seems


F



Participants in the study tried to learn the English trans-



eat



lations for Spanish words (Finn, 2010). In the short trial,
 ured



they studied 30 Spanish-English translations that other stu-



Stud



representativeness heuristic
 A cognitive strategy that assigns an object


dents had found extremely difficult. In the extended trial,


to a category on the basis of a few characteristics regarded as


y


representative of that category.


participants also studied 30 extremely difficult translations
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followed by 15 translations that were only moderately dif-



ficult. All the participants completed both trials, but some



did the short trial first whereas the others did the extended



trial first. After the two study trials, participants answered



this question: “Suppose we paid you to come back tomor-



row to complete one more study list. Would you rather



study a list (of new words) that was more like List 1 or



like List 2?” (p. 1550). In response, 73 percent of the par-



ticipants chose the list that had been their extended trial.



That is, they expressed a preference for learning 45 words



rather than 30!


Do you see why the average of the peak and the end would be

the lower for the extended trial? For the short trial, the peak

equals the end so the average would be “extremely difficult.”

For the extended trial, the peak is “extremely difficult,” but that

How might retailers use “original prices” as anchors to get you

would be combined with the end point of “moderately diffi-

to pay more for an item?

cult” to yield a lower average. That pattern explains the pref-

erence for the extended trial. The same peak-end rule applies

to positive experiences (Do et al., 2008). In one study, people

insufficient adjustments—either up or down—from an original

were happier when they received less
 candy if the single piece

starting value. In other words, your judgment is “anchored”

of “peak” candy was better than the average of the “peak” candy

too firmly to an original guess. Consider a study in which busi-

and the “end” candy.

ness students were asked to say how much they would pay for

Can you see how you might apply this peak-end rule to

a “35 mm–75 mm with a flash” (Adaval & Wyer, 2011). Some

your own life? To influence people’s evaluation of an event,

participants provided their estimate in the context of a high

you should think about how to arrange the components of

anchor: They first said whether they thought the camera would

the event so that people encode the desired representative

cost greater or less than $419; then they indicated what they

value.

would pay. Other participants provided their estimates in the

context of a low anchor: They made the “greater or less” judg-


Anchoring Heuristic


To introduce you to a third heuristic,

ment with respect to $49 before indicating their own price. The

you need you to try a thought experiment. First take five sec-

anchor had a $238 effect: Participants who started with the

onds to estimate the following mathematical product and write

high anchor, on average, said that they’d be willing to pay $317;

down your answer:

those who started with the low anchor said they’d be willing to

1 2 3 4 5 6 7 8 ______________

pay $78.

Why do people make insufficient adjustments from an-

In five seconds, you can probably make only a couple of calcu-

chors? Researchers have begun to address this question in

lations. You get a partial answer, perhaps 24, and then adjust

real-life circumstances—in which people produce their own

up from there. Now try this series of numbers:

anchors before beginning the adjustment process. Consider

8 7 6 5 4 3 2 1 ______________

this question: What is the duration of Mars’s orbit around the

sun? How might you answer that question? Research suggests

Even if you notice that this is the same list in reverse, you

that you start with the duration of Earth’s orbit of 365 days

can see how the experience of carrying out the multiplication

as an anchor. What next? You might use the knowledge that

would feel quite different. You’d start with 8 7, which is 56,

Mars is farther from the sun than Earth is to adjust away from

and then attempt 56 6, which already feels quite large. Once

the 365-day anchor toward a larger value. In fact, participants

again, you can only make a partial guess and then adjust up-

in an experiment estimated Mars’s orbit to be about 492 days

ward. When Tversky and Kahneman (1974) gave these two

(Epley & Gilovich, 2006). This estimate is still short of the ac-

arrangements of the identical problem to experimental partici-

tual value, which is 869 days. What people appeared to do in

pants, the 1 to 8 order produced median estimates of 512, and

the experiment was to start with a reasonable anchor (365 days)

the 8 to 1 group produced estimates of 2,250 (the real answer is


and keep adjusting until they reached a value that seemed plau-



40,320).
 Apparently, when participants adjusted up from their


sible
 . When you find yourself in situations of anchoring and

five-second estimates, the higher partial solutions led to higher

adjustment, put this result to use: You should expend some

estimates.

extra effort to confirm that a plausible value is, in fact, the right

Performance on this simple multiplication task provides

answer.

evidence for the anchoring heuristic:
 People’s judgments

You employ judgmental heuristics like availability, repre-

of the probable value of some event or outcome represent

sentativeness, and anchoring because, in most situations, they

allow you to make efficient, acceptable judgments. Given the

uncertainties of situations and constraints on your processing

resources, you are doing quite well! However, you have also


anchoring heuristic
 An insufficient adjustment up or down from an

original starting value when judging the probable value of some

seen that heuristics can lead to errors. Try to use this knowl-

event or outcome.

edge when the time comes to make important judgments. Be
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Table 8.7 t
 The Effect of Framing


Survival Frame



Surgery
 . Of 100 people having surgery, 90 live through the postopera-

tive period, 68 are alive at the end of the first year, and 34 are alive at

the end of five years.


Radiation therapy.
 Of 100 people having radiation therapy, all live

through the treatment, 77 are alive at the end of one year, and 22 are

alive at the end of five years.


What do you choose: surgery or radiation?



Mortality Frame



Surgery.
 Of 100 people having surgery, 10 die during surgery or the

postoperative period, 32 die by the end of one year, and 66 die by the

end of five years.

In what ways can salespeople frame their products to get

prospective customers to consider them in a positive light?


Radiation therapy.
 Of 100 people having radiation therapy, none

dies during treatment, 23 die by the end of one year, and 78 die by the

end of five years.


What do you choose: surgery or radiation?


year—objectively, you’d be in exactly the same position—but

the psychological effect is very different. That’s why reference



points
 are important in decision making (Kahneman, 1992).

What seems like a gain or a loss will be determined in part

by the expectations—a $0 raise or a $10,000 raise—to which

especially critical when you feel others might be trying to bias

a decision maker refers. (The decision, in this case, might be

your judgments. Let’s move now to the decisions you make,

whether to stay in the job.)

often on the basis of those judgments.

Let’s now take a look at a slightly more complex example

in which framing has a sizable impact on the decisions people

make. In Table 8.7
 , you are asked to imagine making a choice


The Psychology of Decision Making


between surgery and radiation for treatment of lung cancer.

First, read the survival
 frame for the problem and choose your

Your life is filled with decisions both great (“With whom

preferred treatment; then read the mortality
 frame and see if

should I share my life?”) and small (“What pen should I bring

you feel like changing your preference. Note that the data are

to my exam?”). This section will explore important psychologi-

objectively the same in the two frames. The only difference

cal aspects of decision making. You will see that the way in

is whether statistical information about the consequences of

which a question is phrased can have great consequences for

each treatment is presented in terms of survival rates or of

the decision you will make. You’ll learn, in addition, how your

mortality rates. When this decision was presented to partici-

decisions are affected both by the consequences you anticipate

pants, the focus on relative gains and losses had a marked ef-

and those you experience.

fect on choice of treatment. Radiation therapy was chosen by

only 18 percent of the participants who were given the survival


The Framing of Decisions


One of the most natural ways

frame but by 44 percent of those given the mortality frame.

to make a decision is to judge which option will bring about

This framing effect held equally for a group of clinic patients,

the biggest gain or which option will bring about the small-

statistically sophisticated business students, and experienced

est loss. Thus, if someone offers you either $5 or $10, you will

physicians (McNeil et al., 1982).

feel very little uncertainty that the better option is $10. What

Now that you know about frames, you should start to look

makes the situation a bit more complicated, however, is that

for them in your everyday life. You’re especially likely to find

the perception of a gain or a loss often depends on the way in

them when people are trying to get you to buy their products.

which a decision is framed
 . A frame
 is a particular descrip-

Consider a study that looked at people’s judgments about the

tion of a choice. Suppose, for example, you were asked how

choices they would make between two butchers.

happy you would be to get a $1,000 raise in your job. If you

were expecting no raise at all, this would seem like a great


F


gain, and you’d probably be quite happy. But suppose you’d


The participants in an experiment read a brief scenario
 eat


been told several times to expect a raise of $10,000. Now how


that described two neighborhood butchers (Keren, 2007).
 ured


do you feel? Suddenly, you may feel as if you’ve lost money


Butcher A advertised his meat as 25 percent fat; Butcher B
 Stud


because the $1,000 is less than what you had expected. You’re


advertised his meat as 75 percent lean. Participants im-



y


not happy at all! In either case, you’d be getting $1,000 more a


agined that they were preparing for a large dinner party



and had to buy their meat from one of the two butchers.



Which would they choose? The majority of the partici-



pants (82 percent) went with Butcher B. You can probably



frame
 A particular description of a choice; the perspective from which


see why: The meat that’s 75 percent lean sounds much


a choice is described or framed affects how a decision is made and

which option is ultimately exercised.


healthier. Of course, the two butchers are actually offering
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the same product (because meat that is 75 percent lean


Zeelenberg, 2005). Consider a moment on a game show when


would have 25 percent fat). Despite that math, the frame


a contestant must choose between Box A
 and Box B
 . If the con-


has a large impact. Now consider a judgment made by a


testant chooses the box with $10 instead of $10,000, it’s easy to


second group of participants: They indicated which of the


understand why he would experience regret. Some decisions in


two butchers they would trust more. For trust judgments,


life are like the game show. You have the apple pie. Your friend


participants’ preferences were reversed: A majority (73 per-


has the pecan pie. After you each take one bite, you know that


cent) said they trusted more the butcher who told them how


you made the wrong decision. You experience regret because


much fat the meat had!


you have a clear grasp on what you gave up. In other cases, you

have a much vaguer grasp on the consequences of your deci-

sion. If you choose a poodle as a pet, you’ll never know exactly

This experiment illustrates that the same frame can have an

how different your life would have been had you gone for a

opposite impact on different judgments. Do you suppose the

bulldog. In that type of situation, it’s less likely that you will

butchers would be happier to be trusted by their customers or

experience regret.

to sell their products? As you think about frames in the real

Let’s take a moment to consider the brain bases of regret.

world, you should consider what judgments people are trying

The examples we’ve considered so far have largely focused on

to affect.

people’s regret over missed opportunities. In what way does the

These results should encourage you to think about im-

brain respond to those circumstances?

portant decisions from the perspective of different frames.

Suppose, for example, you are going to buy a new car. The


F


salesperson will be inclined to frame everything as a gain:


In one study, participants looked at a computer display that
 eat


“Seventy-eight percent of the Xenons require no repairs in


showed a row of eight closed boxes (Büchel et al., 2011).
 ured


the first year!” You can reframe that to “Twenty-two percent


The participants had the option of opening as many boxes
 Stud


require some repairs in the first year!” Would the new frame


as they wished, left to right. Seven of the boxes contained
 y


change how you feel about the situation? It’s an exercise worth


“gold” and one contained “a devil.” On each of about 70


trying in real life.


rounds, the participants could open as many boxes as they


The car salesperson is a good example of a situation in


wished. They kept all the gold they found—unless they


which someone is trying to frame information in a fashion that


opened the box with the devil, at which point they lost


will have a desired effect on your decision. This, of course, is


their gold. Thus, after each box participants had to decide


a regular part of your life. For example, as each election ap-


whether to keep their winnings or go on. If they chose


proaches, the opposing candidates compete to have their fram-


to stop without finding the devil, the position of the devil


ings of themselves and of the issues prevail among the voters.


was revealed to them.
 Figure 8.18
 on page 236 displays


One candidate might say, “I believe in sticking with policies


fMRI data from a structure in the brain called the puta-


that have been successful.” His opponent might counter, “He


men. The figure’s top portion shows the location of this


is afraid of new ideas.” One candidate might say, “That policy


structure in your brain. The bottom portion shows that the


will bring about economic growth.” Her opponent might coun-


change in the putamen’s activity depended on the size of


ter, “That policy will bring about environmental destruction.”


the missed opportunity. When the devil was in the very


Often both claims are true—the same policy often will bring


next box (marked as 1 at the bottom of the figure), the


about both economic good and environmental harm. In this


participants had stopped at exactly the right box. The puta-


light, whichever frame seems more compelling may be largely


men activity changed very little. When the devil was several


a matter of personal history. Thus your knowledge of framing


boxes in the future (5 in the figure), the putamen showed


effects can help you understand how people can come to such


considerably greater change.


radically different decisions when they are faced with exactly

the same evidence. If you want to understand other people’s

When participants experienced larger missed opportunities

actions, try to think about how those individuals have framed

they subsequently took greater risks (that is, they often opened

a decision.

more boxes on the next round). The activity in the putamen

appeared to provide information to other brain structures that


Consequences of Decision Making


What happens when

ultimately produced that pattern of risk taking.

you make a decision? In the best of all possible worlds, eve-

One final observation: Not all decision makers are cre-

rything goes well—and you never look back. However, as

ated equal. Suppose you go to the Web to choose a movie

you likely know, not all decisions yield the best of all possible

to download for a Saturday night viewing. If you are a sat-


worlds. When decisions turn out badly, you will likely experi-


isficer,
 you would likely to consider options until you got to

ence regret
 . Studies suggest that the categories in which people

one that struck you as interesting enough. If you are a maxi-


express the greatest regret is their decisions with respect to


mizer,
 you would likely browse through a long list until you

their education and careers (Roese & Summerville, 2005). To

had convinced yourself that you’d found exactly the best one.

explain this finding, researchers point to the fact that these

Researchers have demonstrated that there are both satisfic-

two domains provide a particularly wide range of opportuni-

ers and maximizers in the world—and that the style of deci-

ties: There are many ways to pursue an education and many

sion making has important consequences (Parker et al., 2007;

careers to which someone might aspire. That range of oppor-

Schwartz et al., 2002).

tunities makes it quite easy for people to wonder, “Did I make

For example, one study followed a group of 548 stu-

the right decision?”

dents from 11 colleges and universities as they went onto the

People also experience more regret when they are clear

job market (Iyengar et al., 2006). The students completed a

on the costs associated with particular decisions (van Dijk &

questionnaire that revealed the extent to which they were
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A

students were interviewing and then accepting jobs. The

researchers collected a variety of data to determine how the

students experienced the process. Those data showed a clear

pattern: The maximizers had accepted jobs that, on average,

provided 20 percent higher salaries—yet they were misera-

ble. As the researchers put it, “Despite their relative success,

maximizers [were] less satisfied with the outcomes of the job

search, and more pessimistic, stressed, tired, anxious, worried,

overwhelmed, and depressed throughout the process” (Iyen-

gar et al., 2006, p. 147). Apparently, the quest for an elusive

“best” outcome provided the maximizers with a substantial

psychological burden. Most people would probably like to

have a good job without making themselves miserable. As you

undertake your own job searches, you might think back to

this distinction between maximizers and satisficers—to con-

sider how you might achieve a decision that affords your life a

B

sense of balance.

1

Throughout this chapter, you’ve had several opportunities

to contemplate the mysterious midnight message, “The cat is on

0

the mat.” The goal has been to get you to consider your many

types of cognitive processing—language use, visual cognition,

problem solving, reasoning, judging, and deciding. Now that

–1

this chapter has come to an end, I hope that the example will


y


stick with you—so that you’ll never take your cognitive proc-

–2

esses for granted. Every chance you get, give some thought to

your thought! You will be reflecting on the essence of the hu-


e in activit


man experience.

–3


Chang


–4


Stop
 and
 Review


–5 0

1

2

3

4

5

6

Why do people rely on heuristics when they are making


Distance to the devil box


judgments?

What heuristic might you use to answer the question,


FIGURE 8.18
 The Brain’s Response to Missed

“What is the age of the oldest living human being?”

Opportunities

Why do frames play such a large role in the psychology

Participants engaged in a task that allowed for missed

of decision making?

opportunities that were relatively small or large. Activity in the

What is the distinction between satisficers and

putamen changed the most in response to the largest missed

maximizers?

opportunity.


Study
 and Review
 on MyPsychLab


satisficers or maximizers: They indicated their agreement


CRITICAL THINKING


Recall the study on the length of

with statements such as “When shopping, I have a hard time

Spanish-English word lists. Why was it important that some

finding clothes that I really love.” The researchers contacted

the students three months and six months after they com-

participants had the extended lists first and some had them

pleted the initial questionnaire—at those points in time, the

second?



Recapping Main Points




Studying Cognition



Language Use


t Cognitive psychologists study the mental processes and

t Language users both produce and understand language.

structures that enable you to perceive, use language,

t Speakers design their utterances to suit particular

reason, solve problems, and make judgments and

audiences.

decisions.

t Speech errors reveal many of the processes that go into

t Researchers use reaction time measures to break up

speech planning.

complex tasks into underlying mental processes.
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t Language understanding often requires the use of context

t Creativity is often assessed using tests of divergent and

to resolve ambiguities.

convergent thinking.

t Memory representations of meaning begin with

t Deductive reasoning involves drawing conclusions from

propositions supplemented with inferences.

premises based on rules of logic.

t Studies of language evolution have focused on grammatical

t Inductive reasoning involves inferring a conclusion from

structure.

evidence based on its likelihood or probability.

t The language individuals speak may play a role in

determining how they think.


Judgment and Decision Making


t Much of judgment and decision making is guided by


Visual Cognition


heuristics—mental shortcuts that can help individuals reach

solutions quickly.

t Visual representations can be used to supplement

propositional representations.

t Availability, representativeness, and anchoring all allow for

efficient judgments under uncertainty.

t Visual representations allow you to think about visual

aspects of your environment.

t Decision making is affected by the way in which different

options are framed.

t People form visual representations that combine verbal and

visual information.

t The possibility of regret makes some decisions hard,

particularly for individuals who are maximizers rather than


Problem Solving and Reasoning


satisficers.

t Problem solvers must define initial state, goal state, and

the operations that get them from the initial to the goal

state.



KEY TERMS



algorithm (p. 224)

convergent thinking (p. 226)

judgment (p. 230)

anchoring heuristic (p. 233)

creativity (p. 225)

language production (p. 211)

audience design (p. 211)

decision making (p. 230)

linguistic relativity (p. 218)

automatic process (p. 209)

deductive reasoning (p. 227)

mental set (p. 230)

availability heuristic (p. 231)

divergent thinking (p. 226)

parallel processes (p. 208)

belief-bias effect (p. 228)
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problem solving (p. 223)
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problem space (p. 224)

cognitive process (p. 207)
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reasoning (p. 223)
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controlled process (p. 209)
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think-aloud protocol (p. 225)
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Study
 and Review
 on MyPsychLab



1.
 According to the logic of Donders’s analysis,


9.
 Suppose you study a text that inserts you into the middle

a. categorization is among the hardest mental processes.

of a room with objects around you. It should take you the

b. it should always take longer to draw a capital C
 than a

least time to verify that object that is

capital V
 .

a. in front of you.

c. extra mental steps often result in more time to

b. behind you.

complete a task.

c. on your left side.

d. reaction time is useful for understanding the order of

d. on your right side.

mental processes.


10.
 A(n) ________ is not
 one component of the definition of a


2.
 When Jerry goes with friends to a fast-food restaurant,

problem space.

they each wait in a different line to see who gets to

a. algorithm

c. goal state

the counter first. That’s a good example of ________

b. set of operations

d. initial state

processing.


11.
 An explanation based on signal detection theory suggests

a. serial

c. parallel

that the belief-bias effect happens because of

b. automatic

d. ambiguity

a. inductive reasoning.


3.
 Lauren can juggle and talk at the same time. Warren

b. the representativeness heuristic.

cannot. It sounds as if juggling is more of a(n) ________

c. response bias.

process for Lauren than for Warren.

d. the influence of framing.

a. controlled

c. parallel


12.
 When you are engaging in ________ reasoning, you should

b. automatic

d. serial

be wary of a(n) ________.


4.
 A friend walks up to you and says, “Remember what I

a. inductive; algorithm

said yesterday? Well, forget about it.” If you understand all

b. inductive; mental set

of this, it’s because your friend has made an appropriate

c. deductive; premise

assessment of common ground based on

d. deductive; think-aloud protocol

a. copresence for actions.


13.
 Suppose you are asked to estimate whether Hollywood

b. perceptual copresence.

releases more comedies or horror flicks each year. To

c. community membership.

answer this question, you are most likely to use the

d. linguistic membership.

________ heuristic.


5.
 Research has demonstrated that ________ can learn

a. anchoring

the meanings of plastic symbols without any explicit

b. adjustment

training.

c. representativeness

a. vervet monkeys

c. chimpanzees

d. availability

b. orangutans

d. bonobos


14.
 Because Paul is a satisficer, you would expect him to


6.
 The hypothesis of linguistic relativity suggests that

a. watch the first TV channel that catches his interest.

a. languages can carve up the color spectrum in any way

b. be unhappy even though he recently obtained a high-

they choose.

paying job.

b. the languages individuals speak affect the way they

c. test drive dozens of new cars before making a

think about the world.

purchase.

c. people have evolved to use languages with greater

d. try every flavor of coffee at the new corner market.

complexity than other species.


15.
 Suppose you wanted to provide a short-term boost to the

d. some languages do not allow people to engage in

creativity of your friend Constance. You ask her to think

audience design.

about a negative event in her life and construct ________


7.
 Research using fMRI scans suggests that lying

counterfactuals about it.

draws heavily on brain areas responsible for ________

a. additive

c. distant

and ________.

b. near

d. subtractive

a. aggression; planning

b. emotion; pattern recognition


ESSAY QUESTIONS


c. planning; emotion

d. ambiguity resolution; aggression


1.
 Why is ambiguity an important problem for language


8.
 You are lying on your side when a friend walks up to say

comprehension?

hello. To recognize your friend, you might have to use


2.
 What factors affect your ability to engage in accurate

a. mental rotation.

deductive reasoning?

b. mental scanning.

c. a spatial mental model.


3.
 Under what circumstances are decisions more likely to

d. a problem space.

cause people regret?
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the areas of law, the military, agriculture, and geography. Dur-

ing the Ming Dynasty (a.d. 1368–1644), public officials were

chosen on the basis of their performance at three stages of an

Suppose you were asked to define the word intel-



ligence
 . What types of behaviors would you include

in your definition? Think back on your own experi-

ences. What was it like when you first started school?

objective selection procedure. During the first stage, examina-

What was it like when you labored at your first job? It’s very

tions were given at the local level. The 4 percent who passed

likely that you heard your behaviors labeled as intelligent or

these tests had to endure the second stage: 9 days and nights of

unintelligent—smart or not so smart—in those and other situ-

essay examinations on the classics. The 5 percent who passed

ations. When those labels are applied in casual conversation,

the essay exams were allowed to complete a final stage of tests

they have relatively few consequences. However, there are many

conducted at the nation’s capital.

settings in which it matters whether your behaviors are con-

China’s selection procedures were observed and described

sidered intelligent or not. For example, if you grew up in the

by British diplomats and missionaries in the early 1800s. Modi-

United States, it is likely that your “potential” was measured at

fied versions of China’s system were soon adopted by the Brit-

an early age. In most school districts, teachers and administra-

ish and later by the Americans for the selection of civil service

tors attempt, very early in your life, to measure your intelligence.


personnel (Wiggins, 1973).

The goal, most often, is to match students with classroom work

The key figure in the development of Western intelligence

that makes appropriate demands. However, as you’ve almost

testing was an upper-class Englishman, Sir Francis Galton


certainly observed, people’s lives often seem to be affected by

(1822–1911). His book Hereditary Genius,
 published in 1869,

intelligence testing in areas well outside the classroom.

greatly influenced subsequent thinking on the methods, theo-

This chapter examines the foundations and uses of intel-

ries, and practices of testing. Galton, a half cousin to Charles

ligence assessment. It will review the contributions psycholo-

Darwin, attempted to apply Darwinian evolutionary theory to

gists have made to the understanding of individual differences

the study of human abilities. He was interested in how and

in the areas of intelligence. We will also consider the types of

why people differ in their abilities. He wondered why some

controversies that almost inevitably arise when people begin

people were gifted and successful—like him—while many

to interpret these differences. The focus will be on how intel-

others were not.

ligence tests work, what makes any test useful, and why they

Galton was the first to postulate four important ideas

do not always do the job they were intended to do. The chapter

about the assessment of intelligence. First, differences in intel-

will conclude by considering the role of psychological assess-

ligence were quantifiable
 in terms of degrees of intelligence. In

ment in society.

other words, numerical values could be assigned to distinguish

Let’s begin with a brief overview of the general practice of

among different people’s levels of intelligence. Second, differ-

psychological assessment.

ences among people formed a bell-shaped curve,
 or normal dis-



tribution.
 On a bell-shaped curve, most people’s scores cluster

in the middle, and fewer are found toward the two extremes of

genius and mental deficiency (we’ll return to the bell-shaped

curve later in the chapter). Third, intelligence, or mental abil-


WHAT IS ASSESSMENT?


ity, could be measured by objective tests, tests on which each

question had only one “right” answer. And fourth, the precise


Psychological assessment
 is the use of specified testing proce-

extent to which two sets of test scores were related could be de-

dures to evaluate the abilities, behaviors, and personal quali-

termined by a statistical procedure he called co-relations,
 now

ties of people. Psychological assessment is often referred to as

known as correlations.
 These ideas proved to be of lasting value.

the measurement of individual differences
 because the majority

of assessments specify how an individual is different from or

similar to other people on a given dimension. Let’s begin with

a brief history of assessment. This historical overview will help

you to understand both the uses and limitations of assessment,

as well as prepare you to appreciate some current controversies.


History of Assessment


The development of formal tests and procedures for assess-

ment is a relatively new enterprise in Western psychology,

coming into wide use only in the early 1900s. However, long

before Western psychology began to devise tests to evaluate

people, assessment techniques were commonplace in ancient

China. In fact, China employed a sophisticated program of civil

service testing over 4,000 years ago—officials were required to

demonstrate their competence every third year at an oral ex-

amination. Two thousand years later, during the Han Dynasty,

written civil service tests were used to measure competence in

What important ideas about the assessment of intelligence are


psychological assessment
 The use of specified procedures to evaluate

the abilities, behaviors, and personal qualities of people.

credited to Sir Francis Galton (1822–1911)?
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Unfortunately, Galton postulated a number of ideas that

unreliable only to the extent that the underlying concept it is

proved considerably more controversial. He believed, for ex-

measuring should remain unchanged.

ample, that genius was inherited. In his view, talent, or emi-

One straightforward way to find out if a test is reliable is

nence, ran in families; nurture had only a minimal effect on

to calculate its test–retest reliability
 —a measure of the cor-

intelligence. In his view, intelligence was related to Darwinian

relation between the scores of the same people, on the same

species’ fitness and, somehow, ultimately to one’s moral worth.

test, given on two different occasions. A perfectly reliable test

Galton attempted to base public policy on the concept of ge-

will yield a correlation coefficient of 1.00. This means that

netically superior and inferior people. He started the eugen-


the identical pattern of scores emerges both times. The same


ics
 movement, which advocated improving the human species

people who got the highest and lowest scores the first time do

by applying evolutionary theory to encouraging biologically

so again. A totally unreliable test results in a 0.00 correlation

superior people to interbreed while discouraging biologically

coefficient. That means there is no relationship between the

inferior people from having offspring. Galton wrote, “There ex-

first set of scores and the second set. Someone who initially got

ists a sentiment, for the most part quite unreasonable, against

the top score gets a completely different score the second time.

the gradual extinction of an inferior race” (Galton, 1883/1907,

As the correlation coefficient moves higher (toward the ideal

p. 200). You’ll see later in the chapter that remnants of these

of 1.00), the test is increasingly reliable. Another measure of

elitist ideas are still being proposed today.

reliability is the internal consistency
 of responses on a single

Sir Francis Galton’s work created a context for contempo-

test. For example, we can compare a person’s score on the odd-

rary intelligence assessment. Let’s now see what features define

numbered items of a test with the score on the even-numbered

circumstances of formal assessment.

items. A reliable test yields the same score for each of its halves.

The researchers who develop and administer assessment

devices work hard to ensure reliability. Did you take the SAT I


Basic Features of Formal Assessment


exam for college admissions? You may not know this, but one

section of the exam you took did not have an impact on your

To be useful for classifying individuals or for selecting those

score. The questions on this unscored section were most likely

with particular qualities, a formal assessment
 procedure

being considered for future exams. The researchers who de-

should meet three requirements. The assessment instru-

velop the exam can compare performance on the scored ques-

ment should be (1) reliable, (2) valid, and (3) standardized.

tions to performance on the unscored questions to ensure that

If it fails to meet these requirements, we cannot be sure

people’s scores on future exams are comparable to the scores

whether the conclusions of the assessment can be trusted.

on the exam that you took. For that reason, if you took the SAT I,

Although this chapter focuses on intelligence assessment,

you provided some of the information that helps to make the

formal assessment procedures apply to all types of psycho-

test reliable.

logical testing. To ensure that you’ll understand the broad

application of these principles, I will draw on examples both

from intelligence testing and other domains of psychological


Validity


Recall from Chapter 2 that the validity
 of a test is

assessment.

the degree to which it measures what an assessor intends it to

measure. A valid test of intelligence measures that trait and


Reliability


As you’ll recall from Chapter 2, reliability
 is the

predicts performance in situations where intelligence is impor-

extent to which an assessment instrument can be trusted to give

tant. Scores on a valid measure of creativity reflect actual crea-

consistent scores. If you stepped on your bathroom scale three

tivity, not drawing ability or moods. In general, then, validity

times in the same morning and it gave you a different reading

reflects a test’s ability to make accurate predictions about be-

each time, the scale would not be doing its job. You would call it

haviors or outcomes related to the purpose or design of the test.


unreliable
 because you could not count on it to give consistent

The conditions under which a test is valid may be very specific,

results. Of course, if you ate a big meal in between two weigh-

so it is always important to ask about a test, “For what purpose

ings, you wouldn’t expect the scale to produce the same result.

is it valid?” Three important types of validity are content valid-


That is, a measurement device can be considered reliable or


ity, criterion-related validity,
 and construct validity.


A test has content validity
 if it measures the full range of

the domain of interest. Suppose you wanted to assess people’s

satisfaction with their lives. It wouldn’t be enough to focus,

for example, on success in school. To develop a measure that

had content validity, you’d want to sample broadly from the


formal assessment
 The systematic procedures and measurement

instruments used by trained professionals to assess an individual’s

functioning, aptitudes, abilities, or mental states.


test–retest reliability
 A measure of the correlation between the

scores of the same people on the same test given on two different

occasions.


internal consistency
 A measure of reliability; the degree to which a test

yields similar scores across its different parts, such as odd versus

How would you feel if someone used your adult height to

even items.

assess intelligence? The measure would be reliable, but would


content validity
 The extent to which a test adequately measures the full

it be valid?

range of the domain of interest.

What Is Assessment?
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different domains of people’s lives. You would ask people if they

depressed, or aggressive a person is overall. Psychologists have

were satisfied with their jobs, their relationships, and so on.

theories, or constructs,
 about these abstract qualities—what

To assess criterion-related validity,
 psychologists com-

causes them, how they affect behavior, and how they relate to

pare a person’s score on the test with his or her score on some

other variables. The construct validity
 of a test is the degree

other standard, or criterion,
 associated with what the test meas-

to which it adequately measures the underlying construct. For

ures. For example, if a test is designed to predict success in col-

example, a new measure of depression has construct validity

lege, then college grades would be an appropriate criterion. If

if the scores it produces correlate highly with valid measures

the test scores correlate highly with college grades, then the test

of the features that define the construct of depression. In ad-

has criterion-related validity. A major task of test developers is

dition, the new measure should not show relationships with

to find appropriate, measurable criteria. Let’s see how research-

features that fall outside the construct of depression.

ers demonstrated the criterion-related validity of a measure of

Consider for a moment the relationship between validity

juror bias.

and reliability. Whereas reliability is measured by the degree

to which a test correlates with itself (administered at differ-


F


ent times or using different items), validity is measured by the


ea



When people become members of juries they are sup-



t


degree to which the test correlates with something external to


ured



posed to consider the evidence without any biases. A pair


it (another test, a behavioral criterion, or judges’ ratings). Usu-


Stud



of researchers sought to demonstrate the validity of a meas-


ally, a test that is not reliable is also not valid because a test that


urement device—the Pretrial Juror Attitude Questionnaire



y


cannot predict itself will be unable to predict anything else. For


(PJAQ)—that would enable them to identify potential jurors


example, if your class took a test of aggressiveness today and


who could not meet that unbiased standard (Lecci & My-


scores were uncorrelated with scores from a parallel form of


ers, 2008). The PJAQ consists of a series of 29 statements


the test tomorrow (demonstrating unreliability), it is unlikely


(for example, “If a suspect runs from police, then he prob-


that the scores from either day would predict which students


ably committed the crime,” “Many accident claims filed


had fought or argued most frequently over a week’s time: After


against insurance companies are phony”). People who take


all, the two sets of test scores would not even make the same


the PJAQ indicate their agreement to each statement on


prediction! Conversely, it is quite possible for a test to be highly


a 5-point scale ranging from strongly disagree to strongly


reliable without being valid. Suppose, for example, we decided


agree. To assess the criterion-related validity of the PJAQ,


to use your current height as a measure of intelligence. Do you


the researchers asked 617 participants to complete the


see why that would be reliable but not valid?


measure. Next, they had the same group of participants read



summaries of trials for murder, rape, and armed robbery



Norms and Standardization


So we have a reliable and valid


cases. The participants indicated what verdict they thought


test, but we still need norms
 to provide a context for interpreting


was appropriate for each case. When participants arrive at


different test scores. Suppose, for example, you get a score of 18


more guilty verdicts than the majority of their peers, that


on a test designed to reveal how depressed you are. What does


pattern suggests that some prior bias may be at work. The


that mean? Are you a little depressed, not at all depressed, or


PJAQ successfully predicted which participants were likely


about averagely depressed? To find out what your score means,


to provide a high number of guilty verdicts.


you would want to compare your individual score with typical

scores, or statistical norms,
 of other students. You would check

the test norms to see what the usual range of scores is and what

Once criterion-related validity has been demonstrated for an

the average is for students of your age and sex. That would pro-

assessment device, researchers feel confident using the device

vide you with a context for interpreting your depression score.

to make future predictions.

You probably encountered test norms when you received

For many personal qualities of interest to psychologists,

your scores on aptitude tests, such as the SAT I. The norms told

no ideal criterion exists. No single behavior or objective meas-

you how your scores compared with those of other students

ure of performance can indicate, for example, how anxious,

and helped you interpret how well you had done relative to that


normative population.
 Group norms are most useful for inter-

preting individual scores when the comparison group shares

important qualities with the individuals tested, such as age, so-

cial class, culture, and experience.

For norms to be meaningful, everyone must take the same

test under standardized circumstances. Standardization
 is the

administration of a testing device to all persons, in the same way,


criterion-related validity
 The degree to which test scores indicate a

result on a specific measure that is consistent with some other

criterion of the characteristic being assessed.


construct validity
 The degree to which a test adequately measures an

underlying construct.


norm
 Standard based on measurement of a large group of people; used

for comparing the scores of an individual with those of others within

a well-defined group.


standardization
 A set of uniform procedures for treating each

How would you test the validity of a measure of juror attitudes?

participant in a test, interview, or experiment, or for recording data.
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under the same conditions. The need for standardization sounds

Some psychologists believe that human intelligence can be

obvious, but it does not always occur in practice. Some people

quantified and reduced to a single score. Others argue that

may be allowed more time than others, be given clearer or more

intelligence has many components that should be separately

detailed instructions, be permitted to ask questions, or be mo-

assessed. Still others say that there are actually several distinct

tivated by a tester to perform better. When procedures do not

kinds of intelligence, across different domains of experience.

include explicit instructions about the way to administer a test or

In this section, you’ll learn how tests of intelligence mesh

the way to score the results, it is difficult to interpret what a given

with these different conceptions of intelligence. Let’s begin by

test score means or how it relates to any comparison group.

considering the historical context in which interest in intelli-

You have now seen some of the concerns researchers have

gence and intelligence testing first arose.

when they construct a test and find out whether it is indeed

testing what they wish to test. They must assure themselves that

the test is reliable and valid. They must also specify the stand-


The Origins of Intelligence Testing


ard conditions under which it should be administered, so that

The year 1905 marked the first published account of a workable

resulting norms have meaning. Therefore, you should evaluate

intelligence test. Alfred Binet
 (1857–1911) had responded to

any test score you get in terms of the test’s reliability and valid-

the call of the French minister of public instruction for the cre-

ity, the norms of performance, and the degree of standardiza-

ation of more effective teaching methods for developmentally

tion of the circumstances in which you took the test.

disabled children. Binet and his colleague Theodore Simon


We are now ready to turn to the measurement of

(1873–1961) believed that measuring a child’s intellectual abil-

intelligence.

ity was necessary for planning an instructional program. Binet

attempted to devise an objective test of intellectual perform-

ance that could be used to classify and separate developmen-


Stop
 and
 Review


tally disabled from normal schoolchildren. He hoped that such

a test would reduce the school’s reliance on the more subjec-

What overarching ideas did Sir Francis Galton contribute

tive, and perhaps biased, evaluations of teachers.

to the study of intelligence?

To quantify
 —measure—intellectual performance, Binet

How would a researcher determine whether a measure

designed age-appropriate problems or test items on which many

has criterion-related validity?

children’s responses could be compared. The problems on the

Why is it important to have norms for measures?

test were chosen so that they could be scored objectively as cor-

rect or incorrect, could vary in content, were not heavily influ-


CRITICAL THINKING


Recall the study that assessed

enced by differences in children’s environments, and assessed

the criterion-related validity of the Pretrial Juror Attitude

judgment and reasoning rather than rote memory (Binet, 1911).

Questionnaire. How might you assess the PJAQ’s validity in

Children of various ages were tested, and the average score

for normal children at each age was computed. Each individual

the context of real-world trials?

child’s performance was then compared with the average for other


Study
 and Review
 on MyPsychLab


children of his or her age. Test results were expressed in terms of

the average age at which normal children achieved a particular

score. This measure was called the mental age.
 For instance, when

a child’s score equaled the average score of a group of 5-year-olds,


INTELLIGENCE ASSESSMENT


the child was said to have a mental age
 of 5, regardless of his or her

actual chronological age,
 the number of years since birth.

How intelligent are you or your friends? To answer this ques-

tion, you must begin by defining intelligence.
 Doing so is not

an easy task, but a group of 52 intelligence researchers con-

curred on this general definition: “Intelligence is a very general

mental capability that, among other things, involves the abil-

ity to reason, plan, solve problems, think abstractly, compre-

hend complex ideas, learn quickly and learn from experience”

(Gottfredson, 1997, p. 13). Given this range of capabilities, it

should be clear immediately why controversy has almost al-

ways surrounded how intelligence is measured. The way in

which theorists conceptualize intelligence and higher mental

functioning greatly influences the way they try to assess it.


Watch
 the Video
 The Big Picture: What is Intelligence?
 on MyPsychLab



intelligence
 The global capacity to profit from experience and to go

beyond given information about the environment.


mental age
 In Binet’s measure of intelligence, the age at which a child

is performing intellectually, expressed in terms of the average age at

which normal children achieve a particular score.

Why did Binet’s measure of intelligence compare chronological


chronological age
 The number of months or years since an individual’s

birth.

age and mental age?

Intelligence Assessment
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Binet’s successful development of an intelligence test had

equivalent to their chronological age had IQs of 100. Thus the

great impact in the United States. A unique combination of

score of 100 was considered to be the average IQ.

historical events and social-political forces had prepared the

The new Stanford–Binet test soon became a standard instru-

United States for an explosion of interest in assessing mental

ment in clinical psychology, psychiatry, and educational coun-

ability. At the beginning of the 20th century, the United States

seling. The Stanford–Binet contains a series of subtests, each

was a nation in turmoil. As a result of global economic, social,

tailored for a particular mental age. Since it was first introduced,

and political conditions, millions of immigrants entered the

the Stanford–Binet has undergone a series of revisions (Terman &

country. New universal education laws flooded schools with

Merrill, 1937, 1960, 1972; Thorndike et al., 1986). Through those

students. Some form of assessment was needed to identify,

revisions, the range of the test has been extended to measure the

document, and classify immigrant adults and schoolchildren

IQ of very young children and very intelligent adults. In addition,

(Brysbaert & Rastle, 2009). When World War I began, mil-

the revisions have provided updated norms for age-appropriate

lions of volunteers marched into recruiting stations. Recruit-

average scores. The most recent, fifth edition of the Stanford–

ers needed to determine who of these many people had the

Binet test provides IQ estimates for individuals in the normal

ability to learn quickly and benefit from special leadership

range of performance as well as for those individuals who are

training. New nonverbal, group-administered tests of men-

either mentally impaired or mentally gifted (Roid, 2003).

tal ability were used to evaluate over 1.7 million recruits. A

group of prominent psychologists, including Lewis Terman,


The Wechsler Intelligence Scales



David Wechsler
 of

Henry Goddard, and Robert Yerkes, responded to the wartime

Bellevue Hospital in New York set out to correct the depend-

emergency and designed these tests in only one month’s time

ence on verbal items in the assessment of adult intelligence. In

(Thorne & Henley, 2005).

1939, he published the Wechsler–Bellevue Intelligence Scale,

One consequence of this large-scale testing program was

which combined verbal subtests with nonverbal, or perform-

that the American public came to accept the idea that intel-

ance, subtests. Thus, in addition to an overall IQ score, people

ligence tests could differentiate people in terms of leadership

were given separate estimates of verbal IQ and nonverbal IQ.

ability and other socially important characteristics. This accept-

After a few changes, the test was retitled the Wechsler Adult


ance led to the widespread use of tests in schools and industry.


Intelligence Scale
 —the WAIS—in 1955. Today, you would take

Assessment was seen as a way to inject order into a chaotic

the WAIS-IV (Wechsler, 2008).

society and as an inexpensive, democratic way to separate those

The WAIS-IV has 10 core subtests and five supplemental

who could benefit from education or military leadership train-

subtests that span several aspects of IQ. Table 9.1,
 provides

ing from those who could not. To facilitate the wide-scale use

examples of the types of questions you would find on the test.

of intelligence testing, researchers strove for more broadly ap-

As you can see in the table, the WAIS-IV organizes the subtests

plicable testing procedures.

into four scales that measure verbal comprehension, perceptual

reasoning, working memory, and processing speed. If you were to

take the WAIS-IV, you could receive an overall, or Full Scale, IQ


IQ Tests


as well as separate measures for each of the four scales.

The WAIS-IV is designed for people age 16 years and

Although Binet began the standardized assessment of intel-

older, but similar tests have been developed for children (see

lectual ability in France, U.S. psychologists soon took the lead.

Figure 9.1). The Wechsler Intelligence Scale for Children—


They also developed the IQ, or intelligence quotient. The IQ


Fourth Edition
 (WISC-IV; Wechsler, 2003) is suited for children

was a numerical, standardized measure of intelligence. Two

ages 6 to 16, and the Wechsler Preschool and Primary Scale of


families of individually administered IQ tests are used widely


Intelligence—Third Edition
 (WPPSI-III; Wechsler, 2002) for chil-

today: the Stanford–Binet scales and the Wechsler scales.

dren ages 2½ to 7¼ years. The revisions of both tests have made

the materials more colorful, more contemporary, and more


The Stanford–Binet Intelligence Scale


Stanford Univer-

enjoyable for children. However researchers continue to strive

sity’s Lewis Terman,
 a former public school administrator,

for improvements: Testing for a new WPPSI-IV began in 2011.

appreciated the importance of Binet’s method for assessing

The WAIS-IV, the WISC-IV, and the WPPSI-III form a

intelligence. He adapted Binet’s test questions for U.S. school-

family of intelligence tests that yield Full Scale IQ scores at all

children, he standardized the administration of the test, and

age levels. In addition, they provide comparable subtest scores

he developed age-level norms by giving the test to thousands

that allow researchers to track the development over time of

of children. In 1916, he published the Stanford Revision of the

more specific intellectual abilities. For this reason, the Wechsler

Binet Tests, commonly referred to as the Stanford–Binet Intel-


scales are particularly valuable when the same individual is to


ligence Scale
 (Terman, 1916).

be tested at different ages—for example, when a child’s progress

With his new test, Terman provided a base for the concept

in response to different educational programs is monitored.

of the intelligence quotient, or IQ
 (a term coined by William

Stern, 1914). The IQ was the ratio of mental age to chronologi-

cal age multiplied by 100 to eliminate decimals:


Watch
 the Video
 Special Topics: Intelligence Testing, Then and Now
 on

IQ mental age chronological age 100


MyPsychLab


A child with a chronological age of 8 whose test scores


Watch
 the Video
 Classic Footage of Assessment of Memory with the


revealed a mental age of 10 had an IQ of 125 (10 8 100


Stanford-Binet Intelligence Scale
 on MyPsychLab


125), whereas a child of that same chronological age who


intelligence quotient (IQ)
 An index derived from standardized tests of

intelligence; originally obtained by dividing an individual’s mental

performed at the level of a 6-year-old had an IQ of 75 (6

age by chronological age and then multiplying by 100; now directly

8 100 75). Individuals who performed at the mental age

computed as an IQ test score.
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Table 9.1 t
 Questions and Problems Similar to Those on the WAIS-IV


Verbal Comprehension Scale


Similarities

In what ways are airplanes and submarines alike?

Vocabulary

What does emulate
 mean?


Perceptual Reasoning Scale


Block Design

The test taker uses patterned blocks to reproduce designs provided by the examiner.

Picture Completion

The test taker examines a picture and says what is missing (for example, a horse without a mane).


Working Memory Scale


Digit Span

Repeat the following numbers: 3 2 7 5 9.

Arithmetic

If you paid $8.50 for a movie ticket and $2.75 for popcorn, how much change would you have left

from a $20 bill?


Processing Speed Scale


Symbol Search

The test taker tries to determine whether one of two abstract symbols (such as Q, A) appears on

a longer list of symbols.

Cancellation

The test taker looks at visual displays and carries out the examiner’s instructions (for example, “Draw a line through each blue square and green triangle”).

approximately two standard deviations below the mean on an


Extremes of Intelligence


intelligence test, they meet one criterion for a classification of in-


IQ scores are no longer derived by dividing mental age by


tellectual disability.
 For the WAIS, that criterion would represent

chronological age. If you took the test today, your score would

an IQ score of 70. However, as shown in Table 9.2,
 on page 246,

be added up and directly compared with the scores of other

people your age. An IQ of 100 is “average” and would indicate

that 50 percent of those your age had earned lower scores.


Figure 9.2
 shows the distribution of IQ scores as measured

96% of the scores

by the WAIS. In this section, we consider the individuals

68% of

whose IQ scores are below 70 and above 130. As you can see in

the scores

Figure 9.2, those scores are quite rare.


Intellectual Disability and Learning Disorders


When indi-

viduals below the age of 18 obtain valid IQ scores that are

2%

2%

Standard deviations

70

85

100

115

130

IQ


FIGURE 9.2
 Distribution of IQ Scores in the

General Population

IQ scores are normed so that a score of 100 is the population

average (as many people score below 100 as score above 100).

Scores between 85 and 115 are labeled average. Scores above

130 may indicate that an individual is gifted; scores below

70 contribute to a diagnosis of intellectual disability.

From Craig, Grace J.; Dunn, Wendy L., Understanding Human Development,


2nd Edition, © 2010. Printed and electronically reproduced by permission of


FIGURE 9.1
 Intelligence Testing

Pearson Education Inc., Upper Saddle River, New Jersey.

A psychologist administers an intelligence test to a 4-year-old

child. The performance part of the test includes sorting an array


intellectual disability
 Condition in which individuals have IQ scores of

of colored candy. Why is performance an important component

70 to 75 or below and also demonstrate limitations in the ability to

of an IQ assessment?

bring adaptive skills to bear on life tasks.

Intelligence Assessment
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Table 9.2 t
 Diagnosis of Intellectual Disability

having children with intellectual disabilities. In addition, preg-

nant women who consume alcohol or other drugs, particularly


Intellectual disability is diagnosed if:


during the early weeks of pregnancy, also increase the likelihood

t 5IFJOEJWJEVBMT*2JTBQQSPYJNBUFMZUXPTUBOEBSEEFWJBUJPOTCFMPX

of having children with cognitive deficits (Bennett et al., 2008;

the mean on an intelligence test.

Huizink & Mulder, 2006).

Historically, individuals with intellectual disabilities were

t 5IFJOEJWJEVBMEFNPOTUSBUFTMJNJUBUJPOTJOBEBQUJWFCFIBWJPS TVDIBT

educated—to the extent that they were educated—almost


Conceptual skills


entirely in separate facilities. However, evidence accumulated

Language use

that these separate programs were not effective. In 1975, the

Reading and writing

U.S. government passed legislation requiring that students

with disabilities be educated to the greatest extent possible in

Money concepts

general classrooms (McLeskey et al., 2011). The law recognizes


Social skills


that some levels of impairment still require students to

Follow rules/obey laws

receive separate instruction. However, educational practice

Social responsibility

has changed over the decades so that increasing numbers of

students diagnosed with an intellectual disability spend some

Avoid victimization

or much of each school day in classrooms with their peers.


Practical skills


IQ scores give general information about how well people

Personal care

are able to perform—with respect to age-appropriate norms—

Health care

on a variety of verbal and nonverbal tasks. In some instances,

Occupational skills

there is cause for concern when IQ scores and performance fail

to match up. People who present a sufficiently large discrep-

t 5IFBHFPGPOTFUJTCFMPX

ancy between their achievement and their measured IQ might

Source: Excerpted from American Association on Mental Retardation,

be diagnosed with a learning disorder. Before clinicians diag-

2010, p. 44.

nose a learning disorder,
 they need to rule out other factors

that can lead to poor performance, such as low motivation, me-

diocre teaching, or physical problems (such as visual deficits).

to be considered intellectually disabled, individuals must also

Many schools provide special assistance to students who have

demonstrate limitations in adaptive behavior, which is defined as

been diagnosed with learning disorders.

“the collection of conceptual, social, and practical skills that have

been learned are performed by people in their everyday lives”


Giftedness


Individuals are most likely to be labeled as

(American Association on Intellectual and Developmental Dis-


gifted
 if they have an IQ score above 130. However, as with

abilities, 2010, p. 15). In earlier times, the term mental retardation


the definition of intellectual disability, researchers have sug-

was used to refer to people with IQs of 70 to 75 and below. How-

gested that the conception of giftedness is not adequately

ever, because of the expanded definition that includes considera-

captured just by IQ. For example, Joseph Renzulli
 (2005)

tion of adaptive behavior, intellectual disability has become the

has argued in favor of a “three-ring” conception of giftedness

more appropriate term (Schalock et al., 2007). When clinicians

that characterizes giftedness along the dimensions of ability,

diagnose individuals with intellectual disability, they attempt to

creativity, and task commitment (see Figure 9.3
 ). On this

understand as much as possible what limitations each individual

view, individuals can be considered gifted with IQs that are

has with adaptive skills. Rather than categorizing people just on

IQ, the contemporary goal is to provide environmental and social

supports that are closely matched to each individual’s needs.

Intellectual disability can be brought about by a number

of genetic and environmental factors. For example, individu-

als with Down syndrome
 —a disorder caused by extra genetic

material on the 21st chromosome—often have low IQs. An-

other genetic disorder, known as phenylketonuria
 (PKU), also

Above-average

Creativity

has a potential negative impact on IQ (Brumm & Grant, 2010).

ability

However, through strict adherence to a special diet, people can

control the negative effects of PKU if it is diagnosed in infancy.

Family studies suggest that genetic inheritance likely plays a

role for intellectual disability only in the IQ range of 55 to 70

(Plomin & Spinath, 2004). The more severe forms of disabil-

ity appear to be caused by the occurrence of spontaneous ge-

Task commitment

netic abnormalities in an individual’s development that are not

heritable. The environment that is most often critical for intel-

lectual disability is the prenatal environment. Pregnant women

who suffer diseases such as rubella and syphilis are at risk for


FIGURE 9.3
 The Three-Ring Conception of Giftedness

According to the three-ring conception, gifted individuals are

found at the intersection of above-average ability, high levels

of creativity, and high levels of task commitment.


learning disorder
 A disorder defined by a large discrepancy between

individuals’ measured IQ and their actual performance.

Reprinted by permission of the author.
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Critical Thinking in Your Life



WHY DO INTELLIGENT PEOPLE HAVE LONGER LIVES?


Let’s begin with a fact: People with higher IQs tend to live

t People with higher IQs might engage in fewer behaviors that

longer lives (Deary et al., 2010b). Consider a study that

are dangerous to their health. In fact, evidence suggests that

examined the mortality of 1,181 people born in Scotland in

“people with higher intelligence in early life are more likely

1936 (Deary et al., 2008). Their intelligence was measured as

to have better diets, take more exercise, avoid accidents,

children, in 1947, using a standard IQ test. The researchers

give up smoking, engage in less binge drinking and put on

determined who had died in the period from 1968 to 2003.

less weight in adulthood” (Deary, 2008, p. 176).

When the researchers related IQ to mortality, they discovered

Note that these explanations are not mutually exclusive. That

a strong pattern: For each standard deviation increase in IQ

is, each of them could contribute to the correlation between IQ

score (see Figure 9.2), there was “a 30% reduced hazard of

and longevity.

dying” (p. 876). This pattern of greater longevity for people

Let’s focus on the idea that people with higher IQs engage

with higher IQs has been replicated across several national

in fewer unhealthy behaviors. Two researchers examined data

samples (Deary et al., 2010b).

from over 10,000 Wisconsin high school students (Hauser &

This fact about IQ and mortality has given rise to four

Palloni, 2011). They found a strong relationship between IQ and

explanations (Deary, 2008):

survival. However, they found an even stronger relationship

t Lower IQ scores in childhood might arise, in part, from

between class rank and survival. Students who had ranked at

circumstances in the pre- of postnatal environment that

the top of their class greatly outlived their peers at the bottom.

caused an individual’s brain not to function at full potential.

Based on these results, the researchers called attention to the

The same brain deficiencies that lead to lower IQ might also

students’ attitudes and behaviors: They suggested that the

hasten death.

same qualities that led the students to excel in high school

helped assure them longer lives. This conclusion is important

t Some people might possess not just more efficient brains

because people don’t need high IQs to make intelligent

but a whole “well-put-together system” (Deary, 2008,

decisions about school, work, and healthful lifestyles.

p. 176) that extends to the whole body. That well-put-

together system might yield both higher IQ and greater

t The relationship between IQ and longevity provides a strong

physical health.

example of correlation not being causation. How does each

t People with higher IQs typically obtain more education

explanation attempt to identify the factors that contribute to

and, as a consequence, pursue more professional careers.

the correlation?

Higher IQs might, therefore, ultimately allow people to lead

t Which explanations give people the opportunity to change

lives in environments that provide fewer potential dangers

the relationship between their own IQ and their potential

to their health.

longevity?

above average but not necessarily superior. In addition, they

emotional adjustment. Terman concluded just the opposite: He

need to show high levels of creativity and exert high levels

found his sample to be better adjusted than their less gifted

of commitment to particular problems or domains of per-

peers. Contemporary research comparing the personality at-

formance. This expanded definition of giftedness explains

tributes of gifted and non-gifted students continues to contra-

why people often are not gifted across the academic spectrum

dict the stereotype that gifted students are less well-adjusted

(Sternberg, 2010). Abilities, creativity, and task commitment

than their peers (Martin et al., 2010; Zeidner & Shani-Zinovich,

may all differ, for example, between verbal and mathematical

2011). In fact, gifted students may have some advantages, such

domains.

as lower levels of anxiety.

What qualities do gifted children generally possess? The

Terman also documented that the gifted children were

formal study of gifted children began in 1921 when Lewis

largely successful in life. This is not surprising because IQ is

Terman (1925) began a long-term study of a group of over

a good predictor of occupational status and income. Thus the

1,500 boys and girls who tested in the top 1 percent of their

concern about gifted individuals is not that they aren’t do-

school populations. This group of individuals was followed all

ing well. The concern, instead, is that they don’t receive suf-

the way into their 80s (Holahan & Sears, 1995). Terman and his

ficient educational support to allow them to develop their gifts

successors wanted to see how these children fared as they made

fully (Reis & Renzulli, 2010). When giftedness is recognized

their way through life. The questions Terman asked continue

as a multidimensional construct, gifted education must also

to shape the research agenda. For example, Terman explored

have the flexibility to address individual students’ particular

the myth that gifted children have problems with social and

talents.
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intelligence,
 or 
g

 , underlying all intelligent performance (Spear-Stop and
 Review


man, 1927). Each individual domain also has associated with

What measures were originally used to compute the

it specific skills that Spearman called s.
 For example, a per-

son’s performance on tests of vocabulary or arithmetic depends

intelligence quotient?

both on his or her general intelligence and on domain-specific

What type of subtests did David Wechsler introduce to

abilities.

the measurement of IQ?


Raymond Cattell
 (1963), using more advanced factor

What factors contribute to the diagnosis of intellectual

analytic techniques, determined that general intelligence can

disability?

be broken down into two relatively independent components,

What dimensions define giftedness in the “three-ring”

which he called crystallized and fluid intelligence. Crystallized


conception?


intelligence
 involves the knowledge a person has already ac-

quired and the ability to access that knowledge; it is measured


Study
 and Review
 on MyPsychLab


by tests of vocabulary, arithmetic, and general information.


Fluid intelligence
 is the ability to see complex relationships

and solve problems; it is measured by tests of block designs


THEORIES OF INTELLIGENCE


and spatial visualization in which the background informa-

tion needed to solve a problem is included or readily apparent.

So far, we have seen some of the ways in which intelligence has

Crystallized intelligence allows you to cope well with your life’s

been measured. You are now in a position to ask yourself: Do

recurring, concrete challenges; fluid intelligence helps you at-

these tests capture everything that is meant by the word intel-


tack novel, abstract problems.


ligence?
 Do these tests capture all abilities you believe consti-

Since Cattell, many psychologists have broadened their

tute your own intelligence? To help you to think about those

conceptions of intelligence to include much more than per-

questions, I now review theories of intelligence. As you read

formance on traditional IQ tests. Let’s now examine two types

about each theory, ask yourself whether its proponents would

of theories that go beyond IQ.

be comfortable using IQ as a measure of intelligence.


Psychometric Theories of Intelligence



Sternberg’s Triarchic Theory



of Intelligence


Psychometric theories of intelligence originated in much

the same philosophical atmosphere that gave rise to IQ tests.


Robert Sternberg
 (1999) also stresses the importance of cogni-


Psychometrics
 is the field of psychology that specializes in

tive processes in problem solving as part of his more general

mental testing in any of its facets, including personality assess-

theory of intelligence. Sternberg outlines a triarchic—three-

ment, intelligence evaluation, and aptitude measurement. Thus

part—theory. His three types of intelligence, analytical, crea-

psychometric approaches are intimately related to methods of

tive, and practical, all represent different ways of characterizing

testing. These theories examine the statistical relationships
 be-

effective performance. Sternberg suggests that successful intel-


tween different measures of ability, such as the 14 subtests of the


ligence
 reflects performance in all three domains.

WAIS-III, and then make inferences about the nature of human


Analytical intelligence
 provides the basic information-

intelligence on the basis of those relationships. The technique

processing skills that people apply to life’s many familiar tasks.

used most frequently is called factor analysis,
 a statistical proce-

This type of intelligence is defined by the components, or mental

dure that detects a smaller number of dimensions, clusters, or

processes, that underlie thinking and problem solving. Sternberg

factors within a larger set of independent variables. The goal of

identifies three types of components that are central to infor-

factor analysis is to identify the basic psychological dimensions

mation processing: (1) knowledge acquisition components, for

of the concept being investigated. Of course, a statistical proce-

learning new facts; (2) performance components, for problem-

dure only identifies statistical regularities; it is up to psycholo-

solving strategies and techniques; and (3) metacognitive com-

gists to suggest and defend interpretations of those regularities.

ponents, for selecting strategies and monitoring progress toward


Charles Spearman
 carried out an early and influential

success. To put some of your analytical intelligence to work, you

application of factor analysis in the domain of intelligence.

can try the exercise in Table 9.3
 .

Spearman discovered that the performance of individuals on

How did you do on the anagrams? To solve these anagrams,

each of a variety of intelligence tests was highly correlated.

you mostly needed to use performance components and meta-

From this pattern he concluded that there is a factor of general


cognitive components. The performance components are what

allowed you to manipulate the letters in your head; the meta-

cognitive components are what allowed you to have strategies

for finding solutions. Consider T-R-H-O-S. How did you men-


Watch
 the Video
 The Basics: Theories of Intelligence
 on MyPsychLab


tally transform that into SHORT? A good strategy to get started


psychometrics
 The field of psychology that specializes in mental

testing.

is to try consonant clusters that are probable in English—such



g

 According to Spearman, the factor of general intelligence underlying

as S-H and T-H. Selecting strategies requires metacognitive

all intelligent performance.

components; carrying them out requires performance compo-


crystallized intelligence
 The facet of intelligence involving the

nents. Note that a good strategy will sometimes fail. Consider

knowledge a person has already acquired and the ability to access

T-N-K-H-G-I. What makes this anagram hard for many people

that knowledge; measures by vocabulary, arithmetic, and general

is that K-N is not a very likely combination to start a word,

information tests.

whereas T-H is. Did you stare at this anagram for a while, trying


fluid intelligence
 The aspect of intelligence that involves the ability to

see complex relationships and solve problems.

to turn it into a word beginning with T-H?
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Table 9.3 t
 Using Analytical Intelligence


greater practical intelligence was associated with higher



growth.


The following is a list of anagrams
 —scrambled words. As quickly as

possible, try to find a solution for each anagram

You can see from this example why practical intelligence re-

1. H-U-L-A-G

______________

quires different measures for different contexts. However, the

2. P-T-T-M-E

______________

general idea remains the same: People can bring more or less

practical intelligence to bear on their day-to-day tasks.

3. T-R-H-O-S

______________

Critics of Sternberg’s theory have typically wondered

4. T-N-K-H-G-I

______________

whether measures of creative and practical intelligence can

5. T-E-W-I-R

______________

be meaningfully separated from more classic concepts like g


(Brody, 2003; Gottfredson, 2003). The underlying question is

6. L-L-A-O-W

______________

whether Sternberg’s anlaysis of successful intelligence actually

7. R-I-D-E-V

______________

predicts success better than classic IQ measures. To counter

these criticisms, Sternberg has created real-world applications

8. O-C-C-H-U

______________

of his theory. For example, he and his collaborators have meas-

9. T-E-N-R-E

______________

ured the theory’s broader range of intellectual skills with the

10. C-I-B-A-S

______________

goal of improving the college admissions process (Sternberg,

2010). Sternberg asserts that the combined measures of suc-

Turn to page 258 for the solutions.

cessful intelligence allow for better predictions of students’ aca-

From Sternberg, R. J. 1986. Intelligence applied.
 San Diego: Harcourt

demic performance in their first year of college.

Brace Jovanovich. Reprinted by permission of the author.

By breaking down various tasks into their components,


Gardner’s Multiple Intelligences


researchers can pinpoint the processes that differentiate the


and Emotional Intelligence


performance outcomes of individuals with different IQs. For

example, researchers might discover that the metacognitive


Howard Gardner
 (1999, 2006) has also proposed a theory that

components of high-IQ students prompt them to select differ-

expands the definition of intelligence beyond those skills cov-

ent strategies to solve a particular type of problem than do their

ered on an IQ test. Gardner identifies numerous intelligences

lower-IQ peers. The difference in strategy selection accounts

that cover a range of human experience. The value of any of

for the high-IQ students’ greater problem-solving success.

the abilities differs across human societies, according to what is


Creative intelligence
 captures people’s ability to deal with

needed by, useful to, and prized by a given society. As shown in

novel problems. Sternberg (2006) suggests that “creative intel-


Table 9.4
 on page 250, Gardner identified eight intelligences.

ligence involves skills used to create, invent, discover, imag-

Gardner argues that Western society values logical–

ine, suppose, or hypothesize” (p. 325). Suppose, for example,

mathematical and linguistic intelligence, whereas non-Western

a group of individuals found themselves stranded after an acci-

societies often value other types of intelligence. For example, in

dent. You would credit with intelligence the person in the group

the Caroline Island of Micronesia, sailors must be able to navi-

who could most quickly help the group find its way home.

gate long distances without maps, using only their spatial intel-


Practical intelligence
 is reflected in the management of

ligence and bodily kinesthetic intelligence. Such abilities count

day-to-day affairs. It involves your ability to adapt
 to new and

more in that society than the ability to write a term paper. In

different environments, select
 appropriate environments, and

Bali, where artistic performance is part of everyday life, musical

effectively shape
 your environment to suit your needs. Practi-

intelligence and talents involved in coordinating intricate dance

cal intelligence is bound to particular contexts. To measure

steps are highly valued. Interpersonal intelligence is more cen-

practical intelligence, researchers must immerse themselves

tral to collectivist societies such as Japan, where cooperative

in those contexts to develop appropriate measures.

action and communal life are emphasized, than it is in indi-

vidualistic societies such as the United States (Triandis, 1990).


F


Many people have embraced Gardner’s theory because


ea



A team of researchers wanted to assess the importance


it suggests that people can excel in domains that are not rec-


tured



of practical intelligence for executives in the printing and


ognized by traditional conceptions of intelligence. However,


Stud



graphics industry (Baum et al., 2011). They developed a


Gardner’s theory has not been without critics. To begin,


measure of practical intelligence that comprised scenarios


research suggests that there is overlap among people’s func-


y



relevant to the industry (for example, company sales have


tioning on what Gardner argues are separate types of intelli-


fallen). The participants who completed the measure—all


gence (Almeida et al., 2010; Visser et al., 2006). For example,


of whom were leaders of companies in the industry—then


measures of Linguistic, Logial/Mathematical, Spatial, Natural-


read a list of 10 possible actions to address the situation.


istic, and Interpersonal intelligence all show strong correlations


Their task was to put the actions in sequence from “most


with g
 . These correlations suggest that Gardner might just be


important to do first” to “least important to do first” (p. 413).


relabeling different aspects of traditional conceptions of intelli-


To calculate practical intelligence, the researchers compared


gence. Other critiques have focused on particular intelligences.


each leader’s responses to the rankings of 50 industry ex-


For example, research evidence argues against the idea that


perts. The researchers assessed the relationship between


language learning ability reflects an innate talent (Mercer, 2012).


practical intelligence and the growth of each business in the



four years after the assessment took place. Among leaders



who indicated that they wished their companies to grow,



Explore
 the Concept
 Gardner’s Multiple Intelligences
 on MyPsychLab
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Table 9.4 t
 Gardner’s Multiple Intelligences


Form of Intelligence



Definition



Examples of Professions in Which the Form Is Important


-PHJDBMNBUIFNBUJDBM

The ability to manipulate abstract

Science, computer programming

symbols

Linguistic

The ability to use language well

Journalism, law

/BUVSBMJTU

The ability to observe aspects of the

Forest conservation

natural environment carefully

Musical

The ability to compose and under

Audio engineering, music

stand music

Spatial

The ability to reason well about

Architecture, surgery

spatial relations

#PEJMZLJOFTUIFUJD

The ability to plan and understand

Dance, athletics

sequences of movements

Interpersonal

The ability to understand other peo

Politics, teaching

ple and social interactions

Intrapersonal

The ability to understand yourself

Ministry

&YJTUFOUJBM UFOUBUJWF(BSEOFS

The ability to address “the big

Philosophy professor

questions” about existence

From Kosslyn, Stephen M.; Rosenberg, Robin S., Introducing psychology: Brain, Person, Group,
 4th Edition, © 2011. Reprinted and Electronically reproduced by permission of Pearson Education, Inc., Upper Saddle River, New Jersey.

In recent years, researchers have begun to explore a type


assessed the impact of this stressful experience by measuring


of intelligence— emotional intelligence
 —that is related to


the players’ heart rates before and after they heard the tape.


Gardner’s concepts of interpersonal
 and intrapersonal
 intel-


Players with low EI showed changes in their heart rate that


ligence (see Table 9.4). On one prominent view, emotional



indicated that the tape caused them to experience stress. By



intelligence
 has four major components (Mayer et al., 2008a,


contrast, players with high EI showed very little impact of the


2008b):


stressful experience on their heart rates.


t The ability to perceive, appraise, and express emotions

accurately and appropriately

This study illustrates how players high in emotional intelli-

t The ability to use emotions to facilitate thinking

gence are able to use their ability to understand and regulate

t The ability to understand and analyze emotions and to

emotions to cope with stressors. You can imagine how that

use emotional knowledge effectively

ability might be useful in the heat of competition!

t The ability to regulate one’s emotions to promote both

This review of intelligence testing and theories of intel-

emotional and intellectual growth

ligence sets the stage for a discussion of the societal circum-

stances that make the topic of intelligence so controversial.

This definition reflects a view of the positive role of emo-

tion as it relates to intellectual functioning—emotions can

make thinking more intelligent, and people can think intelli-


Stop
 and
 Review


gently about their emotions and those of others.

Researchers have begun to demonstrate that emotional in-

Why did Spearman come to believe in g,
 general

telligence has important consequences for everyday life. Con-

intelligence?

sider the emotional experiences of athletes as they anticipate

What are the three types of intelligence in Sternberg’s

and participate in sports events. Greater emotional intelligence

triarchic theory?

may help athletes cope with stressors.

In Gardner’s theory, what kind of intelligence might

determine whether someone could be a successful


Fea
 A team of researchers hypothesized that athletes who were


sculptor?


tured



high in emotional intelligence (EI) would be better able to



Stud



control their emotions in response to stressful competition-



related stimuli (Laborde et al., 2011). The researchers recruited



y



30 male handball players and measured their EI. To provide



emotional intelligence
 Type of intelligence defined as the abilities

to perceive, appraise, and express emotions accurately and


the players with a stressful experience, the researchers had


appropriately, to use emotions to facilitate thinking, to understand


them listen to a 20-minute audio tape that featured negative


and analyze emotions, to use emotional knowledge effectively,


statements (for example, “Your motivation is leaving you,”


and to regulate one’s emotions to promote both emotional and


p. 24) as well as the sound of a hissing crowd. The researchers


intellectual growth.
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CRITICAL THINKING


Consider the study relating prac-

other racial minorities scored lower than the White major-

tical intelligence to business growth. Why was it useful to

ity. Louis Terman, whom as we saw promoted IQ testing in

to assess the impact of practical intelligence over a period

the United States, commented in this unscientific manner

on the data he had helped collect on U.S. racial minorities:

of four years?


Study
 and Review
 on MyPsychLab



Their dullness seems to be racial. . . . There seems



no possibility at present of convincing society that



they should not be allowed to reproduce, although



from a eugenics point of view, they constitute a grave



problem because of their unusually prolific breeding.



THE POLITICS


(Terman, 1916, pp. 91–92)


OF INTELLIGENCE


The names have changed, but the problem remains the

same. In the United States today, African Americans and

We have seen that contemporary conceptions of intelligence

Latinos score, on average, lower than Asian Americans and

reject the narrow linking of a score on an IQ test with a per-

Whites on standardized intelligence tests. Of course, there

son’s intelligence. Even so, IQ tests remain the most frequent

are individuals in all groups who score at the highest (and

measure of “intelligence” in Western society. Because of the

the lowest) extremes of the IQ scale. How should these

prevalence of IQ testing and the availability of IQ scores, it be-

group differences in IQ scores be interpreted? One tradition

comes easy to compare different groups according to their “av-

has been to attribute these differences to genetic inferiority

erage” IQ. In the United States, such ethnic and racial group

(nature). After this section discusses the evidence for genetic

comparisons have often been used as evidence for the innate

differences in IQ, we will consider a second possibility, that

genetic inferiority of members of minority groups. This section

differences in environments (nurture) exert a significant

will briefly examine the history of this practice of using IQ test

impact on IQ. The validity of either explanation, or some

scores to index the alleged mental inferiority of certain groups.

combination of them, has important social, economic, and

Then we will look at current evidence on the nature and nur-

political consequences.

ture of intelligence and IQ test performance. You will see that

this is one of the most politically volatile issues in psychology

because public policies about immigration quotas, educational

resources, and more may be based on how group IQ data are


Heredity and IQ


interpreted.

How can researchers assess the extent to which intelligence is

genetically determined? Any answer to this question requires

that the researcher choose some measure as an index of in-


The History of Group Comparisons


telligence. Thus the question becomes not whether “intelli-

gence,” in the abstract, is influenced by heredity but, in most

In the early 1900s, psychologist Henry Goddard
 (1866–1957)

cases, whether IQs are similar within family trees. To answer

advocated mental testing of all immigrants and the selective ex-


this more limited question, researchers need to tease apart the


clusion
 of those who were found to be “mentally defective.”

effects of shared genes and shared environment. One method

Such views may have contributed to a hostile national climate

against admission of certain immigrant groups (Zenderland,

1998). Indeed, Congress passed the 1924 Immigration Restric-

tion Act, which made it national policy to administer intelli-

gence tests to immigrants as they arrived at Ellis Island in New

York Harbor. Vast numbers of Jewish, Italian, Russian, and

immigrants of other nationalities were classified as “morons”

on the basis of IQ tests. Some psychologists interpreted these

statistical findings as evidence that immigrants from Southern

and Eastern Europe were genetically inferior to those from the

hardy Northern and Western European stock (see Ruch, 1937).

However, these “inferior” groups were also least familiar with

the dominant language and culture, embedded in the IQ tests,

because they had immigrated most recently. (Within a few dec-

ades, these group differences completely disappeared from IQ

tests, but the theory of racially inherited differences in intel-

ligence persisted.)

The argument for genetic inferiority advanced by

Goddard (1917) and others was reinforced by World War

I Army Intelligence tests on which African Americans and

Why were IQ tests given to immigrants as they arrived at Ellis

Island? How were these tests used to draw conclusions about


Watch
 the Video
 In the Real World: Intelligence Tests and Stereotypes


on MyPsychLab


genetic inferiority?
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Correlations


F



A team of researchers began their study by recruiting 209
 ea


0

0.2

0.4

0.6

0.8

1


t



pairs of 5-year-old twins (Hoekstra et al., 2007). At age 5,
 ured


Identical twins,


the children completed an IQ test that provided estimates
 Stud


reared together


for both verbal and nonverbal IQ. The researchers measured
 y


Identical twins,


the twins’ IQs again at ages 7, 10, 12, and 18 years. Given


reared apart


the duration of the study, you won’t be surprised that some


Fraternal twins,


twins dropped out over time. However, the researchers


reared together


were able to obtain IQs for 115 pairs at all five ages. The



data analyses showed that the twins’ IQs were reasonably


Siblings, reared

together


stable over time. Across all the twin pairs, the correlations



between scores at age 5 and scores at age 18 were 0.51 for


Siblings,


verbal IQ and 0.47 for nonverbal IQ. To estimate heritability,


reared apart


the researchers compared the correlations between MZ and



FIGURE 9.4
 IQ and Genetic Relationship


DZ twins at each age. For verbal IQ, the heritability estimate



was 46 percent at age 5 and increased to 84 percent at age


This figure presents the correlations between the IQ scores


18. For nonverbal IQ, the heritability estimate was 64 per-


of identical (monozygotic), fraternal (dizygotic) twins, and


cent at age 5 and increased to 74 percent at age 18.


other sibling pairs. The data demonstrate the importance of

both genetic factors and environmental factors. For example,

identical twins show higher correlations between their IQs than

Many people are surprised by a result of this sort, be-

do fraternal twins or other sibling pairs—a genetic influence.

cause it seems that environments should have more, not less,

However, the correlations are also higher when the twins and

of an effect as people get older. Here’s how researchers explain

other sibling pairs were raised together—an environmental

such counterintuitive findings: “It is possible that genetic dis-

influence.

positions nudge us toward environments that accentuate our

Data from Bouchard, T. J., & McGue, M. (1981). Familial studies of

genetic propensities, thus leading to increased heritability

intelligence: A review. Science
 , 212
 , 1055–1059.

throughout the life span” (Plomin & Petrill, 1997, p. 61).

Let’s return now to the point at which genetic analysis

becomes controversial: test score differences between African

is to compare functioning in identical twins (monozygotic),

Americans and White Americans. Several decades ago, the gap

fraternal twins (dizygotic), and relatives with other degrees

between the scores of Whites and Blacks was roughly 15 IQ

of genetic overlap. Figure 9.4
 presents correlations between

points. However, researchers estimated that the gap closed by

IQ scores of individuals on the basis of their degree of genetic

4 to 7 points in the 30 years from 1972 to 2002 (Dickens &

relationship (Bouchard & McGue, 1981). As you can see,

the greater the genetic similarity, the greater the IQ similar-

ity. (Note in these data that the impact of environment is also

revealed in the greater IQ similarities among those who have

been reared together.)

Researchers use results of this sort to try to estimate the


heritability
 of IQ. A heritability estimate
 of a particular trait,

such as intelligence, is based on the proportion of the vari-

ability in test scores on that trait that can be traced to genetic

factors. The estimate is found by computing the variation in

all the test scores for a given population (college students or

psychiatric patients, for example) and then identifying what

portion of the total variance is due to genetic or inherited fac-

tors. This is done by comparing individuals who have different

degrees of genetic overlap. Researchers who have reviewed the

variety of studies on heritability of IQ conclude that about 30

to 80 percent of the variance in IQ scores is due to genetic

makeup (Deary et al., 2010a).

That range in heritability estimates arises, in part, be-

cause heritability increases
 across the life span: To document

this increase, researchers have often assessed twins’ IQ repeat-

edly over several years (van Soelen et al., 2011). Let’s consider a

study that took 13 years to complete.

This photo shows Nobel Prize–winning chemist Marie Curie

with her daughters Irene (on the left) and Eve (on the right).


Explore
 the Concept
 Correlations Between IQ Scores of Persons of


Irene also won a Nobel Prize in chemistry, and Eve became


Varying Relationships
 on MyPsychLab


a famous author. Why do families like this one encourage


heritability estimate
 A statistical estimate of the degree of inheritance

researchers to attempt to understand the impact of heredity

of a given trait or behavior, assessed by the degree of similarity

between individuals who vary in their extent of genetic similarity.

and environment on IQ?
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Flynn, 2006). Although the close in the gap suggests environ-

mental influences, the lingering difference has prompted many

people to suggest that there are unbridgeable genetic differences

between the races (Hernnstein & Murray, 1994). However, even

if IQ is highly heritable, does this difference reflect genetic infe-

riority of individuals in the lower-scoring group? The answer is

no. Heritability is based on an estimate within
 one given group.

It cannot be used to interpret differences between
 groups, no

matter how large those differences are on an objective test.

Heritability estimates pertain only to the average in a given

population of individuals. We know, for instance, that the herit-

ability estimate for height is quite high—in the range of 0.93

to 0.96 (Silventoinen et al., 2006). Still, you cannot determine

how much of your height is due to genetic influences. The same

argument is true for IQ; despite high heritability estimates, we

cannot determine the specific genetic contribution to any indi-

vidual’s IQ or to mean IQ scores among groups. The fact that on

an IQ test one racial or ethnic group scores lower than another

group does not mean that the difference between these groups is

genetic in origin, even if the heritability estimate for IQ scores is

high as assessed within a group (Hunt & Carlson, 2007).

Another point of controversy is the concept of race itself.

When people assert that an IQ gap is caused by genetics, they

make the strong assumption that genetic analysis permits clear

distinctions among races. Researchers on IQ generally acknowl-

edge that race is both a biological
 and a social
 construct. For ex-

ample, the social convention in the United States is typically to

call people who have any African ancestry Black. Consider the

remarkable golfer Tiger Woods, who has often been labeled—

Tiger Woods has ancestors who were White, African

and discriminated against—as African American even though

American, Thai, Chinese, and Native American. What does that

his actual heritage is much more complex (his ancestors were

suggest about the construct of race in the United States?

White, Black, Thai, Chinese, and Native American). Woods

provides an excellent example of circumstances in which so-

cial judgments do not follow biological reality. Even so, some

all get the same attention from your parents? Did conditions

intelligence researchers argue that there are sufficient differ-

of stress change over the course of time? Did your family’s fi-

ences among races that meaningful comparisons can be made

nancial resources change? Did your parents’ marital status

(Daley & Onwuegbuzie, 2011; Hunt & Carlson, 2007). Other

change? It is obvious that environments are made up of many

researchers argue just as strenuously that the concept of race is

components that are in a dynamic relationship and that change

so driven by social circumstances that group comparisons are

over time. So it becomes difficult for psychologists to say what

useless (Sternberg & Grigorenko, 2007; Sternberg et al., 2005).

kinds of environmental conditions—attention, stress, poverty,

Surely genetics plays a sizable role in influencing individu-

health, war, and so on—actually have an impact on IQ.

als’ scores on IQ tests, as it does on many other traits and abili-

Researchers have most often focused on more global meas-

ties. We have seen, however, that heredity does not constitute

ures of environment, like the socioeconomic status (SES) of the

an adequate explanation for IQ differences between racial and

family. Children who come from more privileged, high-SES

ethnic groups. It has a necessary, but not sufficient, role in our

backgrounds are likely to have higher IQs than their less privi-

understanding of such performance effects. Let’s turn now to

leged, low-SES peers (Daley & Onwuegbuzie, 2011; Hackman

the role the environment may play in creating the IQ gap.

et al., 2010). Why does SES affect IQ? Wealth versus poverty can

affect intellectual functioning in many ways, health and edu-

cational resources being two of the most obvious. Poor health


Environments and IQ


during pregnancy and low birth weight are solid predictors of

Because heritability estimates are less than 1.0, we know that

a child’s lowered mental ability. Furthermore, impoverished

genetic inheritance is not solely responsible for anyone’s IQ.

homes may suffer from a lack of books, written media, comput-

Environments must also affect IQ. But how can we assess what

ers, and other materials that add to one’s mental stimulation.

aspects of the environment are important influences on IQ?

The “survival orientation” of poor parents, especially in single-

What features of your environment affect your potential to

parent families, that leaves parents little time or energy to play

score well on an IQ test (Kristensen & Bjerkedal, 2007; van

with and intellectually stimulate their children is detrimental to

der Sluis et al., 2008)? Environments are complex stimulus

performance on tasks such as those on standard IQ tests.

packages that vary on many dimensions, both physical and so-

We have seen that both nature and nurture have an im-

cial, and may be experienced in different ways by those within

pact on people’s intellectual functioning. However, recall from

them. Even children in the same family setting do not necessar-

Chapter 3 that researchers increasingly focus their attention on

ily share the same critical, psychological environment. Think

interactions of genes and environments. To demonstrate such

back to growing up in your family. If you had siblings, did they

an interaction for intelligence, a team of researchers followed

The Politics of Intelligence
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ability that were greatly influenced by their genes. By contrast,

the mental ability of children from low-SES homes still failed to

show an impact of genes. This pattern suggests that the envi-

ronments in which low-SES children were reared did not allow

them to experience their full genetic potential.

Researchers have spent the past 40 years developing programs

intended to counteract the effects of impoverished environments.

The Head Start program was first funded by the federal govern-

ment in 1965 to address the “physical health, developmental, so-

cial, educational, and emotional needs of low-income children and

to increase the capacity of the families to care for their children,

through empowerment and supportive services” (Kassebaum, 1994,

p. 123). The idea of Head Start and similar programs was not to

move children to privileged environments but to improve the envi-

ronments into which they were born. Children are exposed to spe-

cial preschool education, they receive decent daily meals, and their

parents are given advice on health and other aspects of child rearing.

Consider a program started in 1962 at the High/Scope

Perry preschool in Ypsilanti, Michigan (Schweinhart, 2004). The

program focused on a group of 3- and 4-year-old low-income

African American children who had been evaluated as being at

risk for school failure. The High/Scope Perry program provided

the children with a classroom environment that focused on


participatory education
 —children were encouraged to initiate

and plan their own activities and activities for the classroom

group. In addition, the program involved parents in the children’s

educations through home visits and parent group meetings. The

researchers followed the students who participated in the pro-

gram for the next 40 years. Figure 9.5
 compares the outcomes

of participants to a group of students from the same popula-

tion who did not participate. As you can see, High/Scope Perry

students had higher IQs at age 5 than their peers outside the pro-

gram. They were also considerably more likely to graduate from

a regular high school and have higher-paying jobs at age 40.

The personal attention children receive can affect their

Assessments of early intervention programs often pro-

intelligence. In the “separate but equal” schoolroom of 1940s,

vide encouraging results. A project that reviewed the impact of

African American children received little attention. In contrast, the

Head Start on 2,803 children from 18 U.S. cities found consist-

parent shown below is deeply involved in her child’s education.

ent improvements in the childrens’ cognitive development and

How do these types of environmental differences affect IQ?

social competence (Zhai et al., 2011). Another project evalu-

ated the experiences of a different sample of 1,260 children

750 twin pairs from ages 10 months to 2 years (Tucker-Drob

(Lee, 2011). Some of the children were classified as “high risk”

et al., 2011). The children performed tests of mental abilities

because their family environments included factors such as

at both those ages. We know from research on the heritibility

parents who were unemployed, prone to violence, or substance

of intelligence that the children will have inherited genes that

abusers. Children with more family risk factors benefited the

would predict a range of intellectual performance. However,

most from the Head Start program. In addition, when chil-

at 10 months the children’s mental ability showed very little

dren started at age 3, and therefore were able to spend two

impact of genes. This was true for children from both high- and

years in the program, they demonstrated more improvements

low-SES homes. By 2 years, a different pattern emerged. Now,

in academic outcomes than children who started at age 4.

the children raised in high-SES homes showed levels of mental

These studies provide strong evidence for the importance of


FIGURE 9.5
 The Impact

of a Preschool Intervention

Program group

Students who participated in the High/

No-program group

Scope Perry preschool program had better
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outcomes than students who were not

participants.

IQ 90 + at 5

From Lifetime Effects: The High/Scope Perry


Graduated regular


Preschool Study Through Age 40
 (p. 196) by

high school

Lawrence J. Schweinhart, JU. Montie, Z. Xiang,

W.S. Barnett, C.R. Belfield & M. Nores, Ypsilanti, MI:

Earned $20K + at 40

HighScope Press. © 2005 HighScope Educational

Research Foundation. Used with permission.
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the environment for intellectual development. They also pro-


context
 of intelligence testing. Claude Steele
 (1997; Steele &

vide concrete models for programs that can change the lives of

Aronson, 1995, 1998) has argued that people’s performance on

children who are at risk.

ability tests is influenced by stereotype threat
 —the threat of

being at risk for confirming a negative stereotype of one’s group.

Research suggests that a person’s belief that a negative stere-


Culture and the Validity of IQ Tests


otype is relevant in a situation can function to bring about the

poor performance encoded in the stereotype. Let’s consider an

People would probably care much less about IQ scores if they

example of stereotype threat at work.

didn’t allow for such useful predictions: Extensive research

shows that IQ scores are valid predictors of school grades from


F



The study focused on first- and second-generation im-



e


elementary school through college, of occupational status, and


at



migrants from the West Indies (Deaux et al., 2007). The
 ured


of performance in many jobs (Gottfredson, 2002; Nettelbeck &


researchers hypothesized that first-generation immigrants,


Wilson, 2005). These patterns of results suggest that IQ tests


Stud



who were born in the West Indies, would not generally have


validly measure intellectual abilities that are very basic and


y



had enough U.S. cultural experience to acquire the negative


important toward the types of success that are valued in Western


stereotypes about their intellectual abilities. By contrast, the


cultures—intelligence, as measured by IQ, directly affects suc-


researchers expected that second-generation immigrants,


cess. IQ distinctions can also affect academic and job perform-


who had been born in the United States, would possess


ance indirectly by changing one’s motives and beliefs. Those


these stereotypes. That prediction was upheld when groups


with higher IQ scores are likely to have had more success ex-


of students who were first- and second-generation immi-


periences in school, become more motivated to study, develop


grants completed scales that assessed their knowledge of


an achievement orientation, and become optimistic about their


the stereotypes. To demonstrate the consequences of this


chances of doing well. Also, children scoring low on IQ tests


distribution of knowledge, the researchers had both types of


may get “tracked” into schools, classes, or programs that are in-


immigrants complete a series of questions from the verbal


ferior and may even be stigmatizing to the students’ sense of self-


portion of a GRE practice test. The researchers led half the


competence. In this way, IQ can be affected by environment


students to believe that their performance was diagnostic of


and, in turn, can create new environments for the child—some


their verbal abilities. The researchers told the other half that


better, some worse. IQ assessment may thus become destiny—


they were only answering the questions to assist with test


whatever the child’s underlying genetic endowment for


development. As you can see in
 Figure 9.6
 , on page 256, for


intelligence.


the second-generation immigrants who possessed the nega-


Even though IQ tests have proven to be valid for main-


tive stereotype, performance was impaired in the diagnostic


stream uses, many observers still question their validity for


condition: When the situation made the stereotype relevant,


comparisons among different cultural and racial groups


stereotype threat had a negative impact. However, because


(Greenfield, 1997; Serpell, 2000). To make meaningful com-


the first-generation immigrants didn’t possess the stereo-


parisons, researchers must use tests that have been validated


type, they didn’t suffer the effects of stereotype threat.


for each separate group (Hunt & Carlson, 2007). However,

critics have often argued that there are systematic biases in

IQ tests that make them invalid across cultures. For exam-

Let me emphasize again that what affected the performance of

ple, questions on IQ tests that assess verbal comprehension

the second-generation immigrants was how they defined the

presuppose that certain types of knowledge will have been

situation. Only when people believe the situation is relevant to

accessible to all test takers (see Table 9.2). In reality, people

the stereotype—because, for example, they believe that the test

from different cultures often have quite different background

measures their intelligence—does knowledge of the stereotype

knowledge that affects the difficulty of those questions (Fagan &

impair performance. Given results of this type, do you think it

Holland, 2007). In addition, forms of tests and testing may not

would be possible to measure IQ without invoking stereotype

match cultural notions of intelligence or appropriate behavior

threat?

(Sternberg, 2007). Consider one case of negative evaluations in

Why does stereotype threat have a negative impact? Re-

the classroom:

searchers have identified three mechanisms that disrupt perform-

ance (Schmader et al., 2008). First, stereotype threat produces


When children of Latino immigrant parents go to


a physiological stress response (of the type Chapter 12 will de-


school, the emphasis on understanding rather than


scribe) that has a negative impact on people’s ability to focus their


speaking, on respecting the teacher’s authority rather


attention. Second, stereotype threat leads people to monitor their


than expressing one’s own opinions leads to negative


performance more closely in ways that can lead, for example, to


academic assessment. . . . Hence, a valued mode of


more cautious and less creative responses. Third, when people ex-


communication in one culture—respectful listening—


perience stereotype threat they have to expend mental resources


becomes the basis for a rather sweeping negative


to suppress negative thoughts and feelings. Recall the discussion


evaluation in the school setting where self-assertive



speaking is the valued mode of communication.


(Greenfield, 1997, p. 1120)


Watch
 the Video
 Thinking Like a Psychologist: Intelligence Tests and


These immigrant children must learn how they must behave in


Success
 on MyPsychLab


U.S. classrooms to make their teachers understand the extent of


Watch
 the Video
 Cultural Influences on Intelligence: Robert Sternberg


their intelligence.

on MyPsychLab


Although concerns about cross-cultural comparisons of-


stereotype threat
 The threat associated with being at risk for confirming

ten focus on the content
 of tests, major problems also lie in the

a negative stereotype of one’s group.
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48


ASSESSMENT AND SOCIETY


46

The primary goal of psychological assessment is to make

44

accurate assessments of people that are as free as possible of

errors of assessors’ judgments. This goal is achieved by replac-

t 42

ing subjective judgments of teachers, employers, and other

ec

orr

evaluators with more objective measures that have been care-

40

1st Generation

fully constructed and are open to critical evaluation. This is the

2nd Generation

goal that motivated Alfred Binet in his pioneering work. Binet

Percent c 38

and others hoped that testing would help democratize society

and minimize decisions based on arbitrary criteria of sex, race,

36

nationality, privilege, or physical appearance. However, despite

34

these lofty goals, there is no area of psychology more contro-

versial than assessment. Three ethical concerns that are central

32

to the controversy are the fairness of test-based decisions, the

Non-diagnostic

Diagnostic

utility of tests for evaluating education, and the implications of


FIGURE 9.6
 Stereotype Threat

using test scores as labels to categorize individuals.

Critics concerned with the fairness of testing practices ar-

The study contrasted second-generation immigrants—who

gue that the costs or negative consequences may be higher

possessed a negative stereotype about their group’s intellectual

for some test takers than for others (Helms, 2006; Hosp

ability—with first-generation immigrants—who did not possess

et al., 2011). The costs are quite high, for example, when tests

that stereotype. Because the second-generation immigrants

on which minority groups receive low scores are used to keep

possessed the stereotype, their performance was impaired when

them out of certain jobs. Sometimes, minority group mem-

they believed a test was diagnostic of their intellectual ability.

bers test poorly because their scores are evaluated relative to

Based on Kay Deaux, Nida Bikmen, Alwyn Gilkes, Ana Ventuneac,

inappropriate norms. To address these issues, researchers

Yvanne Joseph, Yasser A. Payne and Claude M. Steele, Becoming

American: Stereotype threat effects in Afro-Caribbean immigrant groups,

have studied methods of personnel selection that combine assess-


Social Psychological Quarterly,
 70, pages 384-404, copyright © 2007 by

ments of an array of cognitive and noncognitive skills (Newman

the American Sociological Association.

& Lyon, 2009). The goal is to predict job success with composite

measures that recognize group differences in test scores.

A second ethical concern is that testing not only helps

evaluate students; it may also play a role in the shaping of

of working memory in Chapter 7. The net effect of stereotype

education. The quality of school systems and the effectiveness

threat is to overwhelm test takers’ working memory resources—

of teachers are frequently judged on the basis of how well their

leaving them less able to succeed on the problems at hand.

students score on standardized achievement tests (Crocco

You have now learned some of the ways in which psy-

& Costigan, 2007). Local support of the schools through tax

chologists assess and interpret individual differences in intelli-

levies, and even individual teacher salaries, may ride on test

gence. You have a good understanding of how researchers have

scores. The high stakes associated with test scores may lead to

tried to measure and understand this difficult concept. In this

cheating. For example, one study analyzed standardized test

chapter’s final section, we will consider why psychological as-

scores for public elementary schools in Chicago. The research-

sessment can sometimes generate controversy.

ers estimated that serious cases of administrator or teacher


Stop
 and
 Review


Under what circumstances did Goddard and others

begin to make IQ comparisons among groups?

Why is it inappropriate to use heritability estimates to

make claims about racial differences in IQ?

What aspects of people’s lives are affected by

preschool interventions?


CRITICAL THINKING


Consider the study on stereotype

threat. In what ways do real-life test-givers create the belief

that tests are diagnostic?


Study
 and Review
 on MyPsychLab


When schools are rewarded for high scores on standardized

tests, are teachers likely to place more emphasis on test-taking


Watch
 the Video
 Are Intelligence Tests Valid: Robert Guthrie
 on


MyPsychLab


skills than on broader learning goals?
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Psychology in Your Life



WHAT BRAIN DIFFERENCES ACCOMPANY HIGHER INTELLIGENCE?


As you’ve learned in this chapter, psychometricians have been

Let’s turn to brain function. The basic conclusion is

measuring differences in intelligence for about 150 years.

that more intelligent people use their brain resources more

Contemporary imaging techniques have allowed researchers to

efficiently when they perform cognitive tasks. In particular, they

examine the brain bases of these differences. Those analyses

are likely to demonstrate better performance with less overall

have led to conclusions both about the structure and function

activity in the frontal cortex (Neubauer & Fink, 2009). Recall

of different brains.

from earlier chapters that the frontal cortex plays a critical role

Let’s begin with structural differences. Research points

in many higher cognitive activities. For example, one study

to the conclusion that “bigger is better” (Deary et al., 2010a).

demonstrated the importance of the frontal cortex when people

Consider a study in which individuals completed the WAIS

solve spatial analogies (Preusse et al., 2011). (Participants had

and then underwent MRI scans to identify the brain basis for

to discover the relationship between two geometrical figures


g
 . The brain scans identified several regions in which people

and determine whether a second pair preserved the same

who were relatively high on general intelligence had more

relationship.) The researchers divided their participants into a

brain tissue than people who were lower (Haier et al., 2004).

group that was high in fluid intelligence and a group that was

Note, however, that this conclusion that “bigger is better” is

average in fluid intelligence. Participants with average fluid

the product of brain development. One study assessed the

intelligence were less accurate on the task. In addition, as

relationship between IQ and thickness of cortex (assessed with

shown by fMRI scans, people with average fluid intelligence

MRI scans) for children who ranged in age from 7 to 19 (Shaw

showed increases in frontal activity as the problems grew

et al., 2006). For the youngest children, there was a negative

harder; people with high fluid intelligence did not show similar

correlation between IQ and cortical thickness (that is, the

increases. This pattern supports the conclusion that those with

children with the highest IQs were likely to have the lowest

high fluid intelligence were making more efficient use of the

thickness). However, over the period of adolescence, the

frontal cortex: They were getting better results with less activity.

correlation reversed so that children with higher IQs ended up

Note that an exception to the rule of greater efficiency occurs

with thicker cortexes. Thus, what made the brains of high-IQ

when tasks are particularly difficult. Under those circumstances,

children special was the extremely rapid rate at which their

more intelligent people tend to expand more brain resources

brains grew over time. This pattern led the researchers to

whereas less intelligent people tend to give up on the task.

conclude that “intelligence is related to dynamic properties of

You can see how contemporary research has begun to

cortical maturation” (p. 678).

explain the brain underpinnings of differences in intelligence.

cheating occur in at least 4 to 5 percent of the classrooms

Those stigmatized publicly in this way come to believe what the

(Jacob & Levitt, 2003). In 2011, the state of Georgia released

“experts” are saying about them, and so disidentify with schools

a report documenting extensive cheating in Atlanta’s school

and education as means to improve their lives.

system (Severson, 2011). The state’s investigation found

This chapter has reviewed important aspects of intelli-

cheating at 44 schools involving 178 teachers and principals.

gence. You’ve learned how researchers have defined and re-

The district first came under scrutiny because it had reported

defined intelligence to recognize important aspects of human

improvements in test scores that were statistically improbable.

performance. You’ve also seen why the measure of IQ remains

Many teachers confessed that they had felt pressure to cheat.

controversial. People must give careful consideration of the

These circumstances illustrate how damaging it can be when

broader context in which people take tests before they make

test scores are taken to matter more than education.

claims about the abilities of particular individuals and groups.

A third ethical concern is that test outcomes can take on the

status of unchangeable labels. People too often think of them-

selves as being an IQ of 110 or a B student, as if the scores were
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labels stamped on their foreheads. Such labels may become bar-

riers to advancement as people come to believe that their mental

Why might assessment have negative consequences

and personal qualities are fixed and unchangeable—that they

for particular groups of individuals?

cannot improve their lot in life. For those who are negatively as-

Why might assessment play a role in shaping education?

sessed, the scores can become self-imposed motivational limits

Why might test scores become labels that have broad

that lower their sense of self-efficacy and restrict the challenges

consequences?

they are willing to tackle. That is another dangerous conse-

quence of pronouncements about group deficiencies in IQ.
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Recapping Main Points




What Is Assessment?


t Sternberg differentiates analytical, creative, and practical

aspects of intelligence.

t Psychological assessment has a long history, beginning in

ancient China. Many important contributions were made by

t Gardner identifies eight types of intelligence that both

include and go beyond the types of intelligence assessed

Sir Francis Galton.

by standard IQ measures. Recent research has focused on

t A useful assessment tool must be reliable, valid, and

emotional intelligence.

standardized. A reliable measure gives consistent results.

A valid measure assesses the attributes for which the test


The Politics of Intelligence


was designed.

t A standardized test is always administered and scored

t Almost from the outset, intelligence tests have been used

in the same way; norms allow a person’s score to be

to make negative claims about ethnic and racial groups.

compared with the averages of others of the same age,

t Because of the reasonably high heritability of IQ, some

sex, and culture.

researchers have attributed the lower scores of some racial

and cultural groups to innate inferiority.


Intelligence Assessment


t Environmental disadvantages and stereotype threat appear

to explain the lower scores of certain groups. Research

t Binet began the tradition of objective intelligence testing

shows that group differences can be affected through

in France in the early 1900s. Scores were given in terms

environmental interventions.

of mental ages and were meant to represent children’s

current level of functioning.


Assessment and Society


t In the United States, Terman created the Stanford–Binet

Intelligence Scale and popularized the concept of IQ.

t Though often useful for prediction and as an indication of

t Wechsler designed intelligence tests for adults, children,

current performance, test results should not be used to limit

and preschoolers.

an individual’s opportunities for development and change.

t The definitions of both intellectual disability and giftedness

t When the results of an assessment will affect an

focus both on IQ scores and day-to-day performance.

individual’s life, the techniques used must be reliable and

valid for that individual and for the purpose in question.


Theories of Intelligence



Solutions to the anagrams in
 Table 9.3:


t Psychometric analyses of IQ suggest that several

basic abilities, such as fluid and crystallized aspects of

1. laugh

6. allow

intelligence, contribute to IQ scores.

2. tempt

7. drive

t Contemporary theories conceive of and measure

3. short

8. couch

intelligence very broadly by considering the skills and

4. knight

9. enter

insights people use to solve the types of problems they

5. write

10. basic

encounter.



KEY TERMS



chronological age (p. 243)


g
 (p. 248)

norm (p. 242)

construct validity (p. 242)

heritability estimate (p. 252)

psychological

content validity (p. 241)

intellectual disability (p. 245)

assessment (p. 240)

criterion-related validity (p. 242)

intelligence (p. 243)

psychometrics (p. 248)

crystallized intelligence (p. 248)

intelligence quotient (IQ) (p. 244)

standardization (p. 242)

emotional intelligence (p. 250)

internal consistency (p. 241)

stereotype threat (p. 255)

fluid intelligence (p. 248)

learning disorder (p. 246)

test–retest reliability (p. 241)

formal assessment (p. 241)

mental age (p. 243)
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1.
 Which of these was not
 one of the ideas Sir Francis Galton


10.
 Julian is rarely aware when the people around him

formulated about intelligence assessment?

are upset. You suspect that Julian is not very high on

a. Differences in intelligence are quantifiable.

________ intelligence.

b. Intelligence can be measured by objective tests.

a. naturalist

c. Intelligence scores follow a bell-shaped curve.

b. emotional

d. Intelligence scores change over the life span.

c. spatial

d. bodily kinesthetic


2.
 When Poindexter took IQ tests on the Internet, he took

four tests at the same site and obtained scores of 116,


11.
 Goneril and Regan are sisters. You would expect them to

117, 129, and 130. Given these scores, you conclude that

have the most similar IQs if they

the IQ tests are

a. are identical twins.

a. neither reliable nor valid.

b. are fraternal twins.

b. both reliable and valid.

c. grew up in the same home.

c. reliable but not valid.

d. were adopted before age 2.

d. valid but not reliable.


12.
 Studies of the impact of socioeconomic status (SES) on


3.
 Martin filled out a test to measure his happiness. He got

mental ability suggest that

a score of 72. To interpret that score, Martin needs to

a. SES only has an impact on IQ scores for particular racial

consult the ________ the test.

groups.

a. test–retest reliability

b. SES has no overall impact on mental ability.

b. norms for

c. individuals with lower SES do not benefit from

c. standardization of

preschool programs.

d. criterion-related validity of

d. individuals with higher SES generally demonstrate more

mental ability.


4.
 Deborah is 10 years old, but she has a mental age of 12.

Using the original method for calculating IQ, you conclude


13.
 Stereotype threat has an impact on people’s test

that Deborah has an IQ of

performance when they believe that

a. 90.

c. 150.

a. the stereotype is widespread in a culture.

b. 100.

d. 120.

b. the testing situation is unfair to certain ethnic groups.

c. the testing situation is relevant to the stereotype.


5.
 Which cause of intellectual disability is easiest to treat?

d. stereotypes change over time.

a. Down syndrome

b. PKU


14.
 Brain research on intelligence differences suggests that, by

c. The mother’s prenatal consumption of alcohol

comparison to people with lower IQs, people with higher

d. The mother’s prenatal consumption of cocaine

IQs

a. acquire greater cortical thickness across adolescence.


6.
 Which of these qualities is not
 part of the “three-ring”

b. always have greater cortical thickness.

conception of giftedness?

c. never have greater cortical thickness.

a. creativity

c. task commitment

d. have greater cortical thickness as young children.

b. mathematical genius

d. high ability


15.
 When Cyrus was 12, he was told he was a genius. As an


7.
 At age 9, Don and Betty both had their IQs tested. Don

adult, he never feels as if he is living up to his potential.

scored 103 and Betty scored 118. Based on just that

This is a good example of circumstances in which

information you predict that

assessment has

a. Betty will live 15 years longer than Don.

a. generated an incorrect outcome.

b. Don is likely to live longer than Betty.

b. yielded a label that has personal implications.

c. Betty is likely to live longer than Don.

c. shaped the educational experiences of an individual.

d. Don and Betty are likely to live roughly the same

d. had negative consequences for Cyrus’s group.

number of years.


8.
 ________ intelligence is defined as the knowledge a person

has already acquired.


ESSAY QUESTIONS


a. Crystallized

c. Fluid


1.
 Why can a test be reliable but not valid?

b. Analytical

d. Creative


2.
 What is the goal of Howard Gardner’s theory of multiple


9.
 Felix is applying for chef school. He takes an entrance

intelligences?

exam that poses a series of questions on food preparation.

This sounds most like a test of ________ intelligence.


3.
 How have Head Start and other early intervention programs

a. fluid

c. practical

demonstrated the impact of environments on IQ?

b. analytic

d. creative
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they give up variety but gain security. When people retire,

they give up status but gain leisure time. It is also impor-

tant that you not think of development as a passive
 proc-

Imagine you are holding a newborn baby. How might

you predict what this child will be like as a 1-year-old?

At 5 years? At 15? At 50? At 70? At 90? In this chapter,

we consider theories that enable us to think systemati-

ess. You will see that many developmental changes require an

cally about the types of predictions we can make for the life

individual’s active
 engagement with his or her environment

course of a newborn child. Developmental psychology
 is the

(Bronfenbrenner, 2004).

area of psychology that is concerned with changes in physical

Recall that Chapter 2 reviewed important aspects of re-

and psychological functioning that occur from conception

search methods in psychology. Here, we consider methods that

across the entire life span. The task of developmental psy-

are particularly relevant to developmental research. Chapter 2

chologists is to document and explain how mental function-

also discussed the ethics of psychological research. Recall that

ing, social relationships, and other vital aspects of human

adults must give informed consent
 to indicate that they un-

nature develop and change throughout the entire life cycle.

derstand the procedures, risks, and benefits of their research


Table 10.1
 presents a rough guide to the major periods of the

participation. In most cases, parents or guardians must give

life span.

permission for children under the age of 18 to participate in

This chapter provides a general account of how research-

research. In addition, children over the age of 7 typically give

ers document development and the theories they use to explain


assent
 to research participation. Researchers are required to

patterns of change over time. The chapter divides your life

write materials that describe procedures, risks, and benefits

experiences into different domains such as physical, cognitive,

at age-appropriate levels. Children also retain all the rights of

language, and social development and traces each domain

adult participants. They can, for example, withdraw from a

across the life span. Let’s begin with the question of what it

study at any time. Because it is not always clear that young par-

means to study development.

ticipants understand those rights, developmental researchers

must be particularly careful to monitor for signs of particpants’

discomfort or distress.

To document developmental change, a good first step is

to determine what an average person is like—in physical ap-
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pearance, cognitive abilities, and so on—at a particular age.


Normative investigations
 seek to describe a characteristic of

Suppose you try to make a list of all the ways in which you

a specific age or developmental stage. By systematically testing

believe you have changed in the last year. What sorts of things

individuals of different ages, researchers can determine devel-

would you put on the list? Have you undertaken a new physi-

opmental landmarks. These data provide norms,
 standard pat-

cal fitness program? Or have you let an injury heal? Have you

terns of development or achievement, based on observation of

developed a range of new hobbies? Or have you decided to fo-

many people.

cus on just one interest? Have you developed a new circle of

Normative standards allow psychologists to make a

friends? Or have you become particularly close to one indi-

distinction between chronological age—the number of months

vidual? This chapter will conceptualize development in terms

or years since a person’s birth—and developmental age
 —the

of change.
 I’ve asked you to perform this exercise of thinking

chronological age at which most people show the particular

about your own changes to make the point that change almost

level of physical or mental development demonstrated by that

always involves trade-offs.

child. A 3-year-old child who has verbal skills typical of most

Often people conceptualize the life span as mostly

5-year-olds is said to have a developmental age of 5 for verbal


gains
 —changes for the better—in childhood and mostly

skills. Norms provide a standard basis for comparison both


losses
 —changes for the worse—over the course of adulthood.

between individuals and between groups.

However, the perspective on development you’ll see here

Developmental psychologists use several types of research

emphasizes that options,
 and therefore gains and losses, are

designs to understand possible mechanisms of change. In

features of all development (Dixon, 2003; Lachman, 2004).

a longitudinal design,
 the same individuals are repeatedly

When, for example, people choose a lifetime companion,

observed and tested over time, often for many years (see


Figure 10.1
 on page 262). For example, one group of researchers

tested children at ages 15, 25, 37, and 63 months to document

the impact of children’s home environment on the growth


Table 10.1 t
 Stages in Life Span Development

of their vocabulary (Rodriguez & Tamis-LeMonda, 2011).


Stage



Age Period


Longitudinal data collection allowed the researchers to draw

Prenatal

Conception to birth

Infancy

Birth at full term to about 18 months

Early childhood

About 18 months to about 6 years


developmental psychology
 The branch of psychology concerned with

Middle childhood

About 6 years to about 11 years

interaction between physical and psychological processes and with

stages of growth from conception throughout the entire life span.

Adolescence

About 11 years to about 20 years


normative investigation
 Research effort designed to describe what is

characteristic of a specific age or developmental stage.

Early adulthood

About 20 years to about 40 years


developmental age
 The chronological age at which most children show

Middle adulthood

About 40 years to about 65 years

a particular level of physical or mental development.

Late adulthood

About 65 years and older


longitudinal design
 A research design in which the same participants

are observed repeatedly, sometimes over many years.
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In a longitudinal design, observations are made of the same individual at different ages, often for many years. This well-known woman might be part of a longitudinal study of British children born in 1926. How might she be similar to and different from other children in that cohort?

strong conclusions about the long-term impact of features


cohort,
 the group of individuals born in the same time period as

of the children’s early environments. Researchers also often

the research participants. Suppose, for example, we discovered

use longitudinal designs to study individual differences.
 To

that current 50-year-olds showed a gain in happiness in the

understand the life outcomes of different people, researchers

years after their children left home. That result might not apply

may assess a range of potential causal factors early in life and see

to a future cohort of 50-year-olds who grew up with different

how those factors influence each individual’s life course.

expectations about how long children would remain in their

A general advantage of longitudinal research is that because

parents’ homes. Also, longitudinal studies are costly because it

the participants have lived through the same socioeconomic

is difficult to keep track of the participants over extended time,

period, age-related changes cannot be confused with variations

and data are easily lost because participants quit or disappear.

in differing societal circumstances. A disadvantage, however, is

Much research on development uses a cross-sectional


that some types of generalizations can be made only to the same


design,
 in which groups of participants, of different chrono-

logical ages, are observed and compared at one and the same

time. A researcher can then draw conclusions about behavioral

differences that may be related to age changes. For example, re-

searchers who wanted to determine how people’s ability to lie

changes as they age tested samples of 8- through 16-year-old

45

children (Evans & Lee, 2011). A disadvantage of cross-sectional

designs comes from comparing individuals who differ by year

ollection

of birth as well as by chronological age. Age-related changes are

ta c 35

confounded by differences in the social or political conditions

experienced by different birth cohorts. Thus a study comparing

25

samples of 10- and 18-year-olds now might find that the par-


Longitudinal Study


at time of da

ticipants differ from 10- and 18-year-olds who grew up in the

1970s, in ways related to their different eras as well as to their

s age 15


oss-sectional StudyCr


developmental stages.

Each methodology gives researchers the opportunity to

5

document change from one age to another. Researchers use

Participant’

these methodologies to study development in each of several

domains. As we now consider some of those domains—

0

2010

2020

2030

2040

2050

physical, cognitive, and social development—you’ll come to

Year data are collected

appreciate and understand some of the vast changes you’ve

already experienced.


FIGURE 10.1
 Longitudinal and Cross-Sectional

Research

In longitudinal studies, researchers follow the same group

of individuals over days, months, or years. In cross-sectional


cross-sectional design
 A research method in which groups of

studies, researchers test individuals of different ages at the

participants of different chronological ages are observed and

same moment in time.

compared at a given time.
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read about them here. We will begin, however, with a realm

of development in which changes are often plainly visible to

the untrained eye: physical development.
 There is no doubt

that you have undergone enormous physical change since you

were born. Such changes will continue until the end of your

life. Because physical changes are so numerous, the section

will focus on the types that have an impact on psychological

development.


Prenatal and Childhood Development


You began life with unique genetic potential: At the moment of

conception a male’s sperm cell fertilized a female’s egg cell to

form the single-cell zygote;
 you received half of the 46 chromo-

somes found in all normal human body cells from your mother

and half from your father. This section begins with physical

development in the prenatal period,
 from the moment of con-

ception until the moment of birth. Next, we consider some of

the sensory abilities children have obtained even before birth.

Finally, we turn to important physical changes that you experi-

enced during childhood.


Physical Development in the Womb


The first two weeks

after formation of the zygote are known as the germinal stage


of prenatal development. During this stage, cells begin to di-

vide rapidly; after about one week a mass of microscopic cells

attaches itself to the mother’s uterine wall. The third through

eighth week of prenatal development is called the embryonic



stage.
 During this stage, rapid cell division continues, but the

cells begin to become specialized to form different organs. As

these organs develop, the first heartbeat occurs. Responses

to stimulation have been observed as early as the sixth week,

when the embryo
 is not yet an inch long. Spontaneous move-

ments are observed by the seventh or eighth week (Stanojevic

et al., 2011).

The fetal stage
 lasts from the end of the eighth week

A drawback of cross-sectional research is the cohort effect.

through the birth of the child. The mother will feel the fetus


What differences might exist between these two groups of

move in about the sixteenth week after conception. At this

women as a result of the eras in which they lived?

point, the fetus is about 7 inches long (the average length

at birth is 20 inches). Most of the 100 billion neurons in the

mature human brain are generated in utero (Stiles & Jernigan,

2010). In humans and many other mammals, most of this

cell proliferation and migration of neurons to their correct
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locations take place before birth; the development of the

What is developmental age?

branching processes of axons and dendrites largely occurs after

birth. The sequence of brain development, from 30 days to

Why are longitudinal designs often used to study

9 months, is shown in Figure 10.2
 on page 264.

individual differences?

Over the course of pregnancy, environmental factors

What is the relevance of birth cohorts to cross-sectional

such as infection, radiation, or drugs can prevent the normal

designs?
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 physical development
 The bodily changes, maturation, and growth that

occur in an organism starting with conception and continuing across

the life span.


PHYSICAL DEVELOPMENT



zygote
 The single cell that results when a sperm fertilizes an egg.


ACROSS THE LIFE SPAN



germinal stage
 The first two weeks of prenatal development following

conception.


embryonic stage
 The second stage of prenatal development, lasting

Many of the types of development we consider in this chapter

from the third through eighth weeks after conception.

require some special knowledge to detect. For example, you


fetal stage
 The third stage of prenatal development, lasting from the

might not notice landmarks in social development until you

ninth week through birth of the child.

Physical Development across the Life Span
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in the first six weeks after conception, the probability of birth

defects may be 100 percent (De Santis et al., 2006). If exposure

occurs later in the pregnancy, the probability of adverse

effects becomes lower (for example, 50 percent in the fourth

month; 6 percent in the fifth month). Mothers who consume

alcohol during sensitive periods put their unborn children

at risk for brain damage and other impairments (Bailey &

Sokol, 2008). Fetal alcohol syndrome
 is the most serious

consequence of a mother’s alcohol consumption during

pregnancy. Children with fetal alcohol syndrome often have

small heads and bodies and facial abnormalities. Disruptions

of the central nervous system cause cognitive and behavioral

problems (Niccols, 2007).

Pregnant women who smoke also put their children at risk.

Smoking during pregnancy increases the risk of miscarriage,

premature births, and low-birth-weight babies (Salihu &

The brain grows rapidly in the developing fetus, accumulating

Wilson, 2007). In fact, women who are exposed to secondhand

billions of neurons by birth. What must the brain be prepared to

smoke during pregnancy are also more likely to have babies

do, as soon as the child enters the world?

with low birth weights (Crane et al., 2011). Finally, almost all

illicit drugs cause damage to the fetus. Cocaine, for example,

travels through the placenta and can affect fetal development

formation of organs and body structures. Any environmental

directly. In adults, cocaine causes blood vessels to constrict; in

factor that causes structural abnormalities in the fetus is

pregnant women, cocaine restricts placental blood flow and

called a teratogen.
 For example, when mothers are infected

oxygen supply to the fetus. If severe oxygen deprivation results,

with rubella (German measles), their children often suffer

blood vessels in the fetus’s brain may burst. Such prenatal

negative consequences such as mental retardation, eye

strokes can lead to lifelong mental handicaps (Bennett et al.,

damage, deafness, or heart defects. When the infection occurs

2008; Singer et al., 2002). Research suggests that the brain

systems most damaged by cocaine are those responsible for

controlling attention: Children exposed to cocaine in the womb

may spend their lives overcome by the distractions of irrelevant

sights and sounds.


Babies Prewired for Survival


What capabilities were pro-

25 days

35 days

40 days

50 days

grammed into your body and brain at birth? We are accus-

tomed to thinking about newborns as entirely helpless. John

Watson, the founder of behaviorism, described the human in-

fant as “a lively, squirming bit of flesh, capable of making a few

simple responses.” If that sounds right, you might be surprised

to learn that, moments out of the womb, infants reveal remark-

able abilities. They might be thought of as prewired for survival,


well suited to respond to adult caregivers and to influence their

100 days

5 months

6 months

social environments.

To begin, infants are born with a repertory of reflexes

that provide many of their earliest behavioral responses to

the environment. Recall from Chapter 6 that a reflex
 is a re-

sponse that is naturally triggered by specific stimuli that are

biologically relevant for the organism. Consider two reflexes

that quite literally prewire infants for survival. When some-

thing brushes against infants’ cheeks, they turn their heads in

that direction. This rooting reflex
 allows newborns to find their

mothers’ nipples. When an object is placed in their mouths,

7 months

8 months

9 months

infants begin to suck. This sucking reflex
 allows infants to begin


FIGURE 10.2
 The Development of the Human Brain

feeding. Reflexes of this sort keep infants alive in the early

During the nine months before birth, the brain reaches its

months of their lives.

complement of about 100 billion neurons.

For example, infants can hear even before birth. Research-

ers have demonstrated that what infants hear while in the womb

Adapted from The Brain
 by R. Restak. Copyright © 1984. Bantam Books.

has consequences. Newborns prefer to listen to their moth-

ers’ voices rather than the voices of other women (Spence &

DeCasper, 1987; Spence & Freeman, 1996). In fact, research sug-


teratogen
 Environmental factors such as diseases and drugs that cause

gests that children recognize their mothers’ voices even before

structural abnormalities in a developing fetus.

they are born: In one study, the heart rate of fetuses increased
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eyebrows, and so on, take up much more space than your lips.

The fact that faces are top-heavy might explain why infants pre-

fer to look at human faces versus other types of visual displays.

Once children start to move around in their environment,

they quickly acquire other perceptual capabilities. For example,

classic research by Eleanor Gibson
 and Richard Walk
 (1960)

examined how children respond to depth information. This

research used an apparatus called a visual cliff.
 The visual cliff

had a board running across the middle of a solid glass surface.

As shown in Figure 10.3
 on page 266, checkerboard cloth was

used to create a deep end and a shallow end. In their original

research, Gibson and Walk demonstrated that children would

readily leave the center board to crawl across the shallow end,

but they were reluctant to crawl across the deep end. Subse-

quent research has demonstrated that fear of the deep end

depends on crawling experience: Children who have begun to

When something touches a newborn’s cheek, the rooting

crawl experience fear of the deep end, whereas their noncrawl-

reflex prompts the baby to seek something to suck. In what

ing same-age peers do not (Campos et al., 1992; Witherington

other ways are children prewired for survival?

et al., 2005). Thus wariness of heights is not quite “prewired,”

but it develops quickly as children begin to explore the world

under their own power.

in response to recordings of their mothers’ voices and remained


Growth and Maturation in Childhood


Newborn infants

unchanged in response to strangers’ voices (Kisilevsky et al.,

change at an astonishing rate but, as shown in Figure 10.4
 on

2009). Newborns may find it relatively easy to learn to recog-

page 266, physical growth is not equal across all physical struc-

nize their mothers’ faces because they are associated with voices

tures. You’ve probably noticed that babies seem to be all head.

with which they are already familiar (Sai, 2005). Given these im-

At birth, a baby’s head is already about 60 percent of its adult size

portant results for mothers’ voices, you might wonder whether

and measures a quarter of the whole body length (Bayley, 1956).

children also respond more to their fathers’ voices. Unfortu-

An infant’s body weight doubles in the first six months and tri-

nately, fetal heart rates do not change in a comparable pattern

ples by the first birthday; by the age of 2, a child’s trunk is about

in response to fathers’ voices, suggesting that fathers’ voices do

half of its adult length. Genital tissue shows little change until the

not become sufficiently familiar when children are in utero. In

teenage years and then develops rapidly to adult proportions.

fact, newborns still show no preference for their fathers’ voices

(DeCasper & Prescott, 1984).

Most children begin to obtain visual experience during


Watch
 the Video
 Classic Footage of Eleanor Gibson, Richard Walk, and


their last two months in utero (Del Giudice, 2011). They are


the Visual Cliff
 on MyPsychLab


able to perceive their own movements. Given this head start,

it’s not surprising that newborns put their visual systems to

work almost immediately: A few minutes after birth, a new-

born’s eyes are alert, turning in the direction of a voice and

searching inquisitively for the source of certain sounds. Even

so, vision is less well developed than the other senses at birth.

The visual acuity of adults is roughly 40 times better than the

visual acuity of newborns (Sireteanu, 1999). However, visual

acuity improves rapidly over the first six months of a baby’s life.

Newborns also are ill equipped to experience the world in three

dimensions. Recall from Chapter 4 that you use a great variety

of cues to experience depth. Researchers have begun to docu-

ment the time course with which infants are able to interpret

each type of cue. For example, at 4 months, infants start being

able to use cues such as relative motion and interposition to in-

fer three-dimensional structures from two-dimensional images

of objects (Shuwairi et al., 2007; Soska & Johnson, 2008).

Even without perfect vision, however, children have visual

preferences. Pioneering researcher Robert Fantz
 (1963) ob-

served that babies as young as 4 months old preferred looking at

objects with contours rather than those that were plain, complex

ones rather than simple ones, and whole faces rather than faces

with features in disarray. More recent research suggests that—by

the age of 3 days—infants have a preference for top-heavy pat-


Early on, infants can perceive large objects that display a great


terns
 (Macchi Cassia et al., 2004). To experience a top-heavy pat-

deal of contrast. What visual experiences do newborns find

tern, take a look at your face in a mirror—notice that your eyes,

particularly appealing?
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FIGURE 10.3
 The Visual Cliff

Once children have gained experience crawling around their environment, they show fear of the deep side of the visual cliff.

For most children, physical growth is accompanied by the

period. However, if they have those experiences later in life,

maturation of motor ability. Maturation
 refers to the process

they will still be able to experience development—just with

of growth typical of all members of a species who are reared in

more difficulty. Critical periods impose stronger constraints on

the species’s usual habitat. The characteristic maturational se-

development: A critical period is an age range in which children

quences newborns experience are determined by the interaction

must obtain appropriate environmental experiences. Without

of inherited biological boundaries and environmental inputs.

appropriate experiences during a crtical period, a child may not

To understand the impact of environmental inputs, develop-

be able to develop a particular function.

mental researchers make a distinction between sensitive periods


Let’s consider a particular example of motor development.

and critical periods
 . A sensitive period is an optimal age range

In the sequence for locomotion, as shown in Figure 10.5
 , a child

for children to have appropriate environmental experiences rel-

learns to walk without special training. Note that Figure 10.5

evant to normal development. Development will proceed most

captures a sequence for an “average” child. Individual children

smoothly if children have those experiences during the sensitive

often reach these motor milestones in their own particular

orders (Adolph et al., 2010). In fact, some children skip stages

like crawling altogether. Research on the development of

walking also allows for an understanding of the importance of

environmental inputs. Children who experience extra motor

80

practice may reach motor milestones more quickly, whereas

children whose motor experiences are restricted may develop

60

more slowly. Still, within this individual variation, you can

think of all unimpaired newborn children as possessing the

Percentage

40

same potential for physical maturation.

Children’s physical development follows two general prin-

20

ciples. The cephalocaudal principle
 states that development

proceeds in a direction from head to foot. For example, chil-
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20

dren typically develop control of their arms before they develop

Age in years

control of their legs. The proximodistal principle
 states that

parts of the body near the center develop before the extremities.

Neural growth (brain and its parts)

For example, children’s arms develop before their hands and

Physical growth (body as a whole)

their hands develop before their fingers. Finally, development

Genital growth (testes, ovaries, etc.)

typically proceeds from gross
 to fine
 motor skills. Gross motor


FIGURE 10.4
 Growth Patterns across the First Two

skils involve larger muscles as when infants kick their legs or

Decades of Life

roll over. Fine motor skills require more presice coordination

of smaller muscles. As they develop fine motor skills, infants

Neural growth occurs very rapidly in the first year of life. It is

become able to hold objects or put them in their mouths.

much faster than overall physical growth. By contrast, genital

maturation does not occur until adolescence.


Physical Development in Adolescence



maturation
 The continuing influence of heredity throughout

development, the age-related physical and behavioral changes

The first concrete indicator of the end of childhood is the

characteristic of a species.


pubescent growth spurt.
 At around age 10 for girls and age 12
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FIGURE 10.5
 Maturational Timetable for Locomotion

The development of walking requires no special teaching. Physically capable members of our species pass through many of the same stages over the first year of life.

for boys, growth hormones flow into the bloodstream. For

but again there is considerable variation in this timing. These

several years, the adolescent may grow 3 to 6 inches a year and

physical changes often bring about an awareness of sexual feel-

gain weight rapidly as well. The adolescent’s body does not

ings. Chapter 11 will discuss the onset of sexual motivation.

reach adult proportions all at once. Hands and feet grow to full

Some other important physical changes happen inside

adult size first. The arms and legs come next, with the torso

adolescents’ brains. Researchers once thought that most brain

developing most slowly. Thus an individual’s overall shape

growth was over within the first few years of life. However,

changes several times over the teenage years.

recent studies using brain-imaging techniques have demon-

Another important process that occurs during adoles-

strated continuing development within the adolescent brain

cence is puberty,
 which brings about sexual maturity. (The

(Paus, 2005). Researchers have documented particularly

Latin word pubertas
 means “covered with hair” and signifies

important changes in the limbic system
 —which regulates

the growth of hair on the arms and legs, under the arms, and in

emotional processes—and the frontal lobes
 —the areas respon-

the genital area.) Puberty for males brings about the produc-

sible for planning and control of emotions (see Chapter 3).

tion of live sperm; for girls it leads to menarche,
 the onset of

However, maturation of the limbic system precedes matura-

menstruation. In the United States, the average time for me-

tion of the frontal lobes. The relative timing of changes within

narche is between the ages of 12 and 13, although the normal

those regions may explain one of most salient aspects of social

range extends from 11 to 15. For boys, the production of live

development in adolescence: Adolescents tend to engage in

sperm first occurs, on average, between the ages of 12 and 14,

risky behavior (Andrews-Hanna et al., 2011).

We’ll return to social aspects of risky behavior in the re-

view of social development across the life span. For now, our


Watch
 the Video
 Special Topics: Risky Behavior and Brain Development


focus is on physical development. Researchers speculate that

on MyPsychLab


maturation of the limbic system readies adolescents to go out


puberty
 The process through which sexual maturity is attained.

into the world: “Evolutionarily speaking, adolescence is the


menarche
 The onset of menstruation.

period in which independence skills are acquired to increase
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success upon separation from the protection of the fam-

ily” (Casey et al., 2008, p. 70). In that evolutionary context,

it makes sense that regions of the frontal cortex that inhibit

and control the emotional drive toward independence would

mature somewhat later in life. To survive apart from their fam-

ilies, adolescents would have to take some initial risks. The dif-

ficulty is that in contemporary times people no longer typically

leave their families during adolescence. Thus, the evolution-

ary impulse toward novelty seeking and risk taking no longer

has an adaptive function. Fortunately, as people develop from

adolescence into adulthood, the frontal lobes achieve maturity

(Steinberg, 2008). New connections form between the frontal

lobes and limbic system. Those new connections enable indi-

viduals to exercise more cognitive control over their emotional

impulses.

With the passing of adolescence, your body once again

reaches a period of the life span in which biological change is

comparatively minimal. You may affect your body in a variety

of ways—by diet and exercise, for example—but the next strik-

ing set of changes that are consistent consequences of aging

occurs in middle and late adulthood.


Physical Changes in Adulthood


Some of the most obvious changes that occur with age concern

your physical appearance and abilities. As you grow older, you

can expect your skin to wrinkle, your hair to thin and gray,

Why do researchers give the advice “Use it or lose it”?

and your height to decrease an inch or two. You can also ex-

pect some of your senses to become less acute. These changes

do not appear suddenly at age 65. They occur gradually, be-

ginning as soon as early adulthood. However, before we con-

sounds (Mendelson & Rajan, 2011). Older adults can have a

sider some common age-related changes, here’s a more general

hard time understanding speech—particularly that spoken by

point: Many physical changes arise not from aging but from

high-pitched voices. (Oddly enough, with age, people’s speak-


disuse;
 research supports a general belief in the maxim “Use it

ing voices increase in pitch due to stiffening of the vocal cords.)

or lose it.” Older adults who maintain (or renew) a program of

Deficits in hearing can be gradual and hard for an individual to

physical fitness may experience fewer of the difficulties that are

notice until they are extreme. In addition, even when individu-

often thought to be inevitable consequences of aging. Let’s now

als become aware of hearing loss, they may deny it because it is

look, however, at some changes that are largely unavoidable

perceived as an undesirable sign of aging. Some of the physi-

and frequently have an impact on the way adults think about

ological aspects of hearing loss can be overcome with the help

their lives.

of hearing aids. You should also be aware, as you grow older or

interact with older adults, that it helps to speak in low tones,


Vision


Beginning at ages 40 to 50, most people begin experi-

enunciate clearly, and reduce background noise.

encing changes in the function of their visual system: The lenses

of their eyes become less flexible and the muscles that change


Reproductive and Sexual Functioning


We saw that

the thickness of the lens become less effective. These changes

puberty marks the onset of reproductive functioning. In middle

can make seeing objects at close range difficult. Lens rigidity

and late adulthood, reproductive capacity diminishes. Around

also affects dark adaptation, making night vision a problem

age 50, most women experience menopause,
 the cessation of

for older people. Many of these normal visual changes can be

menstruation and ovulation. For men, changes are less abrupt,

aided with corrective lenses. With age, the lenses of people’s

but the quantity of viable sperm falls off after age 40, and the

eyes also become yellowed. The yellowing of the lens is thought

volume of seminal fluid declines after age 60. Of course, these

to be responsible for diminished color vision experienced by

changes are relevant primarily to reproduction. Increasing age

some older people. Colors of lower wavelengths—violets, blues,

and physical change do not necessarily impair other aspects of

and greens—are particularly hard for some older adults to dis-

sexual experience (DeLamater & Sill, 2005; Lindau et al., 2007).

criminate. In one sample of 1,219 adults in the United States,

Indeed, sex is one of life’s healthy pleasures that can enhance

17 percent of adults reported visual impairments at age 45. This

successful aging because it is arousing, provides aerobic exer-

figure increased to 26 percent in adults 75 and older (Horowitz

cise, stimulates fantasy, and is a vital form of social interaction.

et al., 2005).

You have had a brief review of the landmarks of physical

development. Against that background, let’s turn now to the


Hearing


Hearing loss is common among those 60 and older.

ways in which you developed an understanding of the world

The average older adult has difficulty hearing high-frequency

around you.
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schemes to structure incoming sensory data. Accommodation



Stop
 and
 Review


restructures or modifies the child’s existing schemes so that

How does experience with crawling influence children’s

new information is accounted for more completely.

Consider the transitions a baby must make from sucking

performance on the visual cliff?

at a mother’s breast, to sucking the nipple of a bottle, to sip-

What have recent studies demonstrated with respect to

ping through a straw, and then to drinking from a cup. The

brain development in adolescence?

initial sucking response is a reflex action present at birth, but

Why does increasing age often have an effect on color

it must be modified somewhat so that the child’s mouth fits

vision?

the shape and size of the mother’s nipple. In adapting to a bot-


Study
 and Review
 on MyPsychLab


tle, an infant still uses many parts of the sequence unchanged

(assimilation) but must grasp and draw on the rubber nipple

somewhat differently from before and learn to hold the bottle

at an appropriate angle (accommodation). The steps from bot-

tle to straw to cup require more accommodation but continue


COGNITIVE DEVELOPMENT


to rely on earlier skills. Piaget saw cognitive development as the

result of exactly this sort of interweaving of assimilation and


ACROSS THE LIFE SPAN


accommodation. The balanced application of assimilation and

accommodation permits children’s behavior and knowledge

How does an individual’s understanding of physical and social

to become less dependent on concrete external reality, relying

reality change across the life span? Cognitive development
 is

more on abstract thought.

the study of the processes and products of the mind as they

emerge and change over time. Because researchers have been


Stages in Cognitive Development


Piaget believed that

particularly fascinated by the earliest emergence of cognitive

children’s cognitive development could be divided into a series

capabilities, this section will largely focus on on the earliest

of four ordered, discontinuous stages (see Table 10.2
 on

stages of cognitive development. However, we will also con-

page 270). All children are assumed to progress through these

sider some of the discoveries researchers have made about cog-

stages in the same sequence, although one child may take longer

nitive development across the adult years.

to pass through a given stage than does another.

The discussion of cognitive development begins with the


Sensorimotor Stage


The sensorimotor stage extends roughly

pioneering work of the late Swiss psychologist Jean Piaget.

from birth to age 2. In the early months, much of an infant’s

behavior is based on a limited array of inborn schemes, like

sucking, looking, grasping, and pushing. During the first year,


Piaget’s Insights into Mental


sensorimotor sequences are improved, combined, coordinated,


Development


and integrated (sucking and grasping, looking and manipulating,

for example). They become more varied as infants discover that

For nearly 50 years, Jean Piaget
 (1929, 1954, 1977) developed

their actions have an effect on external events.

theories about the ways that children think, reason, and solve

The most important cognitive acquisition of the infancy

problems. Perhaps Piaget’s interest in cognitive development

period is the ability to form mental representations of absent

grew out of his own intellectually active youth: Piaget pub-

objects—those with which the child is not in direct sensori-

lished his first article at age 10 and was offered a post as a mu-

motor contact. Object permanence
 refers to children’s under-

seum curator at age 14 (Brainerd, 1996). Piaget used simple

standing that objects exist and behave independently of their

demonstrations and sensitive interviews with his own children

actions or awareness. In the first months of life, children fol-

and with other children to generate complex theories about

low objects with their eyes, but, when the objects disappear

early mental development. His interest was not in the amount

from view, they turn away as if the objects had also disappeared

of information children possessed but in the ways their think-

from their minds. At around 3 months of age, however, they

ing and inner representations of physical reality changed at dif-

keep looking at the place where the objects had disappeared.

ferent stages in their development.


Building Blocks of Developmental Change


Piaget gave


Watch
 the Video
 Sensorimotor Development
 on MyPsychLab


the name schemes
 to the mental structures that enable indi-


cognitive development
 The development of processes of knowing,

viduals to interpret the world. Schemes are the building blocks

including imagining, perceiving, reasoning, and problem solving.

of developmental change. Piaget characterized the infant’s


scheme
 Piaget’s term for a cognitive structure that develops as infants

initial schemes as sensorimotor intelligence
 —mental structures

and young children learn to interpret the world and adapt to their

or programs that guide sensorimotor sequences, such as suck-

environment.

ing, looking, grasping, and pushing. With practice, elementary


assimilation
 According to Piaget, the process whereby new cognitive

schemes are combined, integrated, and differentiated into ever-

elements are fitted in with old elements or modified to fit more

easily; this process works in tandem with accommodation.

more-complex, diverse action patterns, as when a child pushes

away undesired objects to seize a desired one behind him or


accommodation
 According to Piaget, the process of restructuring or

modifying cognitive structures so that new information can fit into

her. According to Piaget, two basic processes work in tandem

them more easily; this process works in tandem with assimilation.

to achieve cognitive growth—assimilation and accommoda-


object permanence
 The recognition that objects exist independently

tion. Assimilation
 modifies new environmental information

of an individual’s action or awareness; an important cognitive

to fit into what is already known; the child accesses existing

acquisition of infancy.

Cognitive Development across the Life Span
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Table 10.2 t
 Piaget’s Stages of Cognitive

according to what the child cannot
 do. For example, Piaget be-

Development

lieved that young children’s preoperational thought is marked

by egocentrism,
 the child’s inability to take the perspective


Characteristics and Major


of another person. You have probably noticed egocentrism if


Stage/Ages



Accomplishments


you’ve heard a 2-year-old’s conversations with other children.

Sensorimotor (0–2)

Child begins life with small number

Children at this age often seem to be talking to themselves

of sensorimotor sequences.

rather than interacting.

Preoperational children also experience centration
 —they

Child develops object permanence and

tend to focus (center) their attention on only one aspect of a

the beginnings of symbolic thought.

situation and disregard other relevant aspects. Centration is il-

Preoperational (2–7)

Child’s thought is marked by

lustrated by Piaget’s classic demonstration of a child’s inability

egocentrism and centration.

to understand that the amount of a liquid does not change as a

function of the size or shape of its container.

Child has improved ability to use

symbolic thought.


F


Concrete operations (7–11)

Child achieves understanding of


When an equal amount of lemonade is poured into two iden-



eatured


conservation.


tical glasses, children of ages 5 and 7 report that the glasses



contain the same amount. When, however, the lemonade
 Stud


Child can reason with respect to


from one glass is poured into a tall, thin glass, their opinions


concrete, physical objects.


y



diverge. The 5-year-olds know that the lemonade in the tall


Formal operations (11→)

Child develops capacity for abstract


glass is the same lemonade, but they report that it now is


reasoning and hypothetical thinking.

more. The 7-year-olds correctly assert that there is no differ-



ence between the amounts.


In Piaget’s demonstration, the younger children center on a

Between 8 and 12 months, children begin to search for those

single, perceptually noticeable dimension—the height of the

disappearing objects. By age 2 years, children have no remain-

lemonade in the glass. The older children take into account

ing uncertainty that “out of sight” objects continue to exist

both height and width and correctly infer that appearance is

(Flavell, 1985).

not reality.


Preoperational Stage


The preoperational stage extends

roughly from 2 to 7 years of age. The big cognitive advance in


Concrete Operations Stage


The concrete operations stage

this developmental stage is an improved ability to represent

goes roughly from 7 to 11 years of age. At this stage, the child

mentally objects that are not physically present. Except for this

has become capable of mental operations, actions performed

development, Piaget characterizes the preoperational stage

in the mind that give rise to logical thinking. The preopera-

tional and concrete operations stages are often put in contrast

because children in the concrete operation stage are now ca-

pable of what they failed earlier on. Concrete operations al-

low children to replace physical action with mental action. For


egocentrism
 In cognitive development, the inability of a young child at

example, if a child sees that Adam is taller than Zara and, later,

the preoperational stage to take the perspective of another person.

that Zara is taller than Tanya, the child can reason that Adam


centration
 Preoperational children’s tendency to focus their attention

on only one aspect of a situation and disregard other relevant

is the tallest of the three—without physically manipulating

aspects.

the three individuals. However, the child still cannot draw the

Piaget observed that the typical 6-month-old will attend to an attractive toy (left) but will quickly lose interest if a screen blocks the toy from view (right). What understanding about objects will the child achieve by age 2?
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Phase 1

Phase 2

Phase 3

Conservation

of number

“Are there the same number

“Now watch what I do”

“Are there the same number

or a different number?”

(spreading).

or a different number?”

Conservation

of

solid quantity

“Do they have the same amount

“Now watch what I do”

“Do they have the same amount

of clay or a different amount?”

(stretching clay).

of clay or a different amount?”

Conservation

of

liquid quantity

“Do they have the same amount

“Now watch what I do”

“Do they have the same amount

of water or a different amount?”

(pouring).

of water or a different amount?”


FIGURE 10.6
 Tests of Conservation

appropriate inference (“Adam is tallest”) if the problem is just

possibilities in careful order. Adolescents also begin to be able

stated with a verbal description. Children only become able to

to use the types of advanced deductive logic that Chapter 8

solve problems of this sort with abstract thought when they ar-

described. Unlike their younger siblings, adolescents have the

rive at the stage of concrete operations.

ability to reason from abstract premises (“If A,
 then B
 ” and

The lemonade study illustrates another hallmark of the

“not B
 ”) to their logical conclusions (“not A
 ”).

concrete operations period. The 7-year-olds have mastered

what Piaget called conservation:
 They know that the physi-

cal properties of objects do not change when nothing is added


Contemporary Perspectives on Early


or taken away, even though the objects’ appearances change.


Cognitive Development



Figure 10.6
 presents examples of Piaget’s tests of conservation

for different dimensions. One of the newly acquired operations

Piaget’s theory remains the classic reference point for the un-

children can bring to bear on conservation tasks is reversibil-

derstanding of cognitive development (Feldman, 2004; Flavell,

ity. Reversibility
 is the child’s understanding that both physi-

1996). However, contemporary researchers have come up with

cal actions and mental operations can be reversed: The child

more flexible ways of studying the development of the child’s

can reason that the amount of lemonade couldn’t
 have changed

cognitive abilities.

because when the physical action is reversed—when the lemon-

ade is poured back into the original glass—the two volumes will

Infant Cognition


You’ve already met some of the tasks

once again look identical.

Piaget used to draw conclusions about cognitive development.

However, contemporary researchers have developed inno-


Formal Operations Stag
 e

The formal operations stage

vative techniques that have allowed them to reevaluate some

covers a span roughly from age 11 on. In this final stage of

of Piaget’s conclusions. Consider object permanence, which

cognitive growth, thinking becomes abstract. Adolescents can

Piaget suggested was the major accomplishment of the 2-year-

see how their particular reality is only one of several imagina-

old child. Contemporary research techniques suggest that in-

ble realities, and they begin to ponder deep questions of truth,

fants as young as 3 months old have already developed aspects

justice, and existence. They seek answers to problems in a sys-

of this concept. This important finding has been shown with

tematic fashion: Once they achieve formal operations, children

different tasks devised by researcher Renée Baillargeon
 and

can start to play the role of scientist, trying each of a series of

her colleagues.


F



In one study, 4-month-old infants watched while an experi-



eatured



menter lowered a wide rectangular object (Wang et al., 2004).



Watch
 the Video
 Conservation Tasks
 on MyPsychLab



In one condition, the path of the object would put it behind a
 Stud



conservation
 According to Piaget, the understanding that physical

wide occluder —a barrier wide enough to hide the rectangu-


properties do not change when nothing is added or taken away,


y


even though appearances may change.


lar object completely. In the other condition, the object was
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destined to pass behind a
 narrow occluder —a barrier too



Table 10.3 t
 Tasks Used to Assess


narrow to occlude the object fully. As this event unfolded, a


the Development of Theory of Mind


screen appeared that hid the final moment in which the object



was lowered. When the screen disappeared, the object was



Task



Description



fully hidden. How did the infants respond in the two condi-


Diverse desires

Child judges that two persons (the child vs.


tions? If they didn’t have object permanence, we would ex-


someone else) have different desires about


pect them to be equally unbothered in both cases—once the


the same object


rectangular object was gone, we would expect them to have


Diverse beliefs

Child judges that two persons (the child vs.


no recollection that it had ever existed. Suppose they did have


someone else) have different beliefs about


some recollection of the object. In that case, we would expect


the same object, when the child does not


that they—like adults who watched the events—would be


know which belief is true or false


rather surprised that a wide object could be hidden by a nar-



row occluder. To assess the infants’ degree of surprise, the


Knowledge access

Child sees what is in a box and judges


researchers recorded how long infants looked at the displays


(yes–no) the knowledge of another person


after the screen disappeared. The infants who saw the nar-


who does not sees what is in the box


row occluder event looked at the display for about 16 seconds


Contents false belief

Child judges another person’s false belief


longer than their peers who saw the wide occluder event. The


about what is in a distinctive container when


rectangular object was out of sight but not out of mind.


child knows what is in the container

Hidden emotion

Child judges that a person can feel one thing

We can’t take the infants’ surprise as evidence that they have

but display a different emotion

acquired the full concept of object permanence—they may only

know that something is wrong without knowing exactly what

From Sequential progressions in a theory -of-mind scale: Longitudinal per-

spectives by Henry M. Wellman, Fuxi Fang, and Candida C. Peterson, Child


that something is. Even so, the research by Baillargeon and her


Development
 , 82, pages 780–79, copyright © 2011 Society for Research in

colleagues suggests that event very young children have ac-

Child Development. Reprinted by permission of John Wiley and Sons.

quired important knowledge of the physical world.

The innovative methods researchers have developed to

penetrate infants’ minds continue to transform our under-

2011). Each task explores the extent to which children understand

standing of what infants know and how they know it. Consider

that what they desire, believe, know, or feel about the world might

the development of perceptual processes. We saw earlier that

be different from what other people desire, believe, know, or feel.

children come into the world “prewired for survival.” Still,

Children acquire different aspects of theory of mind at different

experience in the world expands their perceptual and concep-

times: For most children in the United States, the sequence fol-

tual abilities. For example, as an adult you are easily able to

lows the top-to-bottom order of Table 10.3 and acquisition oc-

recognize that a two-dimensional drawing provides a repre-

curs over several years from ages 2 to 6.

sentation of a three-dimensional object. When did this ability

Still, researchers have documented how some aspects of the-

first emerge? Using a measure of looking time (similar to the

ory of mind emerge even in infancy. Consider the relationship

methods used by Baillargeon and her colleagues), research-

between actions and goals (people’s intentions). As an adult,

ers demonstrated that 9-month-olds could recognize that, for

you are accustomed to inferring people’s goals when you watch

example, a line drawing of a sheep corresponded to a three-

them perform actions. For example, if you see someone pull out

dimensional stuffed animal (Jowkar-Baniani & Schmuckler,

a set of keys, you easily infer that he or she needs to unlock

2011). Let’s consider a second example that shows how infants

something. When did you start to understand how actions relate

piece together the workings of the world. Suppose you watched

to goals? Research suggests that 7-month-olds have begun to

a video clip in which either a living creature or a moving ball

divide the world up into actions that are goal-directed and those

caused a jumble of blocks to become neatly ordered. As an

that are not (Hamlin et al., 2008). As a second example, consider

adult you know that non-living objects don’t typically make

how you respond when a friend points at an object. As an adult,

the world more orderly. For that reason, you’d likely be more

you infer your friend’s behavior is guided by an intention: You

surprised by the clip with the ball. As measured by looking

are meant to shift your attention in the direction of the gesture.

times, 12-month-old infants showed the same type of surprise

Similarly, 12-month-old infants are able to use pointing gestures

(Newman et al., 2010). However, 7-month-olds looked equally

produced by adults to find a hidden toy (Behne et al., 2012).

as long at the clips that used living agents and balls. Thus, an

These studies illustrate how carefully infants attend to the world

understanding of the causal properties of living and non-living

around them to develop an understanding of the mental states

entities develops past the middle of the first year of life.

that underlie other people’s behaviors.


Social and Cultural Influences on Cognitive Development



Theory of Mind


Even as children’s own cognitive abilities

Another focus of contemporary research is on the role of so-

develop, they also come to understand that other people have

cial interactions in cognitive development. Much of this re-

cognitive experiences of the world—and that those cognitive ex-

search has its origins in the theories of Russian psychologist

periences may not be exactly the same. Over time, children de-

velop a theory of mind,
 which is the ability to explain and predict

other people’s behavior based on an understanding of their men-


Watch
 the Video
 False Belief Task
 on MyPsychLab


tal states. Table 10.3
 provides examples of the tasks researchers


theory of mind
 The ability to explain and predict other people’s

use to assess the development of theory of mind (Wellman et al.,

behavior based on an understanding of their mental states.
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Lev Vygotsky.
 Vygotsky argued that children develop through

major losses in cognitive functioning. When age-related

a process of internalization:
 They absorb knowledge from

decline in cognitive functioning occurs, it is usually limited

their social context that has a major impact on how cognition

to only some abilities. When intelligence is separated into the

unfolds over time.

components that make up your verbal abilities (crystallized


The social theory that Vygotsky pioneered has found sup-


intelligence)
 and those that are part of your ability to learn

port in cross-cultural studies of development (Gauvain et al.,

quickly and thoroughly (fluid intelligence),
 fluid intelligence

2011). As Piaget’s theory initially seized the attention of de-

shows the greater decline with age (Hertzog, 2011). Much of

velopmental researchers, many of them sought to use his tasks

the decrease in fluidity has been attributed to a general slow-

to study the cognitive achievements of children in diverse cul-

ing down of processing speed: Older adults’ performance on

tures (Maynard, 2008). These studies began to call into ques-

intellectual tasks that require many mental processes to oc-

tion the universality of Piaget’s claims because, for example,

cur in small amounts of time is greatly impaired (Sheppard &

people in many cultures failed to show evidence that they had

Vernon, 2008).

acquired formal operations. Late in his life, Piaget himself be-

Researchers who study cognitive performance have

gan to speculate that the specific achievements he characterized

been quite interested in determining what older adults might

as formal operations may rely more on the particular type of

do to minimize declines with age. Much research attention

science education children obtain rather than on an unfolding

has considered the maxim “Use it or lose it.” One study, for

of biologically predetermined stages of cognitive development

example, focused on a group of older adults whose average age

(Lourenço & Machado, 1996).

was 69 (Bielak et al., 2007). The adults whose everyday lives

Vygotsky’s concept of internalization helps explain the

had the highest levels of social, physical, and intellectual activi-

effect culture has on cognitive development. Children’s cogni-

ties also showed the fastest processing speed on cognitive tasks.

tion develops to perform culturally valued functions (Fleer &

These results appear to support “use it or lose it.” However,

Hedegaard, 2010; Serpell, 2000). Piaget, for example, invented

interpretation of results of this sort is muddied by a concern

tasks that reflected his own preconceptions about appropriate

you encourntered in Chapter 2: Correlation is not causation

and valuable cognitive activities. Other cultures prefer their

(Salthouse, 2006). The result could
 indicate that a high level

children to excel in other ways. If Piaget’s children had been

of activity causes processing speed to remain relatively high.

evaluated with respect to their understanding of the cognitive

However, we must also consider the possibility that a smaller

complexities of weaving, they probably would have appeared

decline in processing speed allows some older adults to remain

to be retarded in their development relative to Mayan children

more active.

in Guatemala (Rogoff, 1990). Cross-cultural studies of cogni-

Even if it proves difficult to demonstrate that “using it”

tive development have quite often demonstrated that type of

prevents “losing it,” researchers have provided evidence that

schooling plays a large role in determining children’s achieve-

“using it more” can bring about better intellectual function-

ment on Piagetian tasks (Rogoff & Chavajay, 1995). Psycholo-

ing (Hertzog et al., 2008). Let’s consider evidence that frequent

gists must use these types of findings to sort out the nature and

computer use works against intellectual decline.

nurture of cognitive development.

The developmental changes we’ve considered so far are


F



Participants whose ages ranged from 32 to 84 provided
 ea


very dramatic. It’s easy to tell that a 12-year-old has all sorts


tured



information about the frequency of their computer use


of cognitive capabilities unknown to a 1-year-old. We now


(Tun & Lachman, 2010). In addition, the 2,671 participants
 Stud


shift to the more subtle changes that take place throughout


completed a battery of cognitive tests. The data showed


adulthood.


y



positive correlations between computer use and cognitive



ability: More computer use was associated with greater abil-



ity. For example, one cognitive task assessed participants’



ability to respond to stimuli by switching quickly between



Cognitive Development in Adulthood



two different rules. Participants who used computers more


As we have traced cognitive development across childhood into


performed better on this task. The benefit of this particu-


adolescence, “change” has usually meant “change for the bet-


lar task was especially large for participants who otherwise


ter.” When we arrive at the period of late adulthood, though,


showed lower intellectual ability.


cultural stereotypes suggest that “change” means “change for

the worse” (Parr & Siegert, 1993). However, even when peo-

The researchers acknowledged that these results are correla-

ple believe that the course of adulthood brings with it general

tional: They raise the possibility that people with more cogni-

decline, they still anticipate certain types of gains very late into

tive ability may choose to use computers more. However, they

life (Dixon & de Frias, 2004). We will consider intelligence and

argue that the particular pattern of benefits favors the explana-

memory to see the interplay of losses and gains.

tion that computer use prevents people from “losing it.” To


Intelligence


understand this claim, try to contemplate the multiple cogni-

There is little evidence to support the notion

tive activities in which you engage the next time you navigate

that general cognitive abilities decline among the healthy

through cyberspace.

elderly. Only about 5 percent of the population experiences

It’s important to note that there’s one intelligence measure

on which people show improvement over the life span. Psycholo-

gists have demonstrated age-related gains in wisdom
 —expertise

in the fundamental practices of life (Staudinger & Glück, 2011).


internalization
 According to Vygotsky, the process through which

children absorb knowledge from the social context.


Table 10.4
 on page 274 presents some of the types of knowledge
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classmates some 50 years later (Bahrick et al., 1975). However,

aging affects the processes that allow new information to be

effectively organized, stored, and retrieved (Buchler & Reder,

2007).

As yet, researchers have been unable to develop a wholly

adequate description of the mechanisms that underlie mem-

ory impairment in older adults—perhaps because the impair-

ment has multiple sources (Hess, 2005). Some theories focus

on differences between older and younger people in their

efforts to organize and process information. Other theories

point to elderly people’s reduced ability to pay attention to

information. Another type of theory looks to neurobiologi-

cal changes in the brain systems that produce the physical

memory traces (Charlton et al., 2010). Note that these brain

changes are not the same as the abnormal tangles of neural

tissue and plaques that cause the memory loss of Alzheimer’s

disease (see Chapter 7). Researchers also believe that older

adults’ performance may be impaired by their very belief that

their memory will be poor (Hess & Hinson, 2006). Research-

ers continue to evaluate the relative contributions of each of

these factors.

Let’s now narrow our focus from general cognitive de-

velopment to the more specific topic of the acquisition of

language.

Many prominent figures, such as Nelson Mandela, continue

to make important professional contributions through their


Stop


70s and beyond. How can some aspects of intellectual


and
 Review


performance be kept from decline through late adulthood?

In Piaget’s theory, what is the relationship between

assimilation and accommodation?

that define wisdom (Smith & Baltes, 1990). You can see that each

What does it mean when a child is able to overcome

type of knowledge is best acquired over a long and thoughtful life.

centration?

How has contemporary research modified conclusions


Memory


A common complaint among the elderly is the feel-

about object permanence?

ing that their ability to remember things is not as good as it used

What was the major emphasis of Lev Vygotsky’s

to be. On a number of tests of memory, adults over 60 do
 per-

form worse than young adults in their 20s (Hess, 2005). Aging

theory?

does not
 seem to diminish elderly individuals’ ability to access

What happens to processing speed across the life

their general knowledge store and personal information about

span?

events that occurred long ago. In a study of name and face rec-

ognition, middle-aged adults could identify 90 percent of their


CRITICAL THINKING


Recall the experiment that

high school classmates in yearbooks 35 years after graduation;

looked at object permanence in 4-month-olds. Why was

older adults were still able to recognize 70 to 80 percent of their

looking time an appropriate measure to test the research-

ers’ hypothesis?


Table 10.4 t
 Features of Wisdom


Study
 and Review
 on MyPsychLab


t Rich factual knowledge.
 General and specific knowledge about the

conditions of life and its variations

t Rich procedural knowledge.
 General and specific knowledge about


ACQUIRING LANGUAGE


strategies of judgment and advice concerning life matters

Here’s a remarkable fact: By the time they are 6 years old, chil-

t Life span contextualism.
 Knowledge about the contexts of life and

dren can analyze language into its units of sound and mean-

their temporal (developmental) relationships

ing, use the rules they have discovered to combine sounds into

t Uncertainty.
 Knowledge about the relative indeterminacy and

words and words into meaningful sentences, and take an active

unpredictability of life and ways to manage it

part in coherent conversations. Children’s remarkable language

accomplishments have prompted most researchers to agree

that the ability to learn language is biologically based—that you

are born with an innate language capacity (Tomasello, 2008).

Even so, depending on where a child happens to be born, he


wisdom
 Expertise in the fundamental pragmatics of life.

or she may end up as a native speaker of any one of the world’s


274



Chapter 10
 Human Development across the Life Span


4,000 different languages. In addition, children are prepared

45 distinct phonemes in English. Imagine you heard someone

to learn both spoken languages and gestural languages, like

speak the words right
 and light.
 If you are a native speaker of

American Sign Language. This means that the innate predis-

English, you would have no trouble hearing the difference—/r/

position to learn language must be both quite strong and quite

and /l/ are different phonemes in English. If your only language

flexible (Schick et al., 2006).

experience was with Japanese, however, you would not be able

To explain how it is that infants are such expert language

to hear the difference between these two words because /r/ and

learners, we will consider evidence that supports the claim of

/l/ are not distinct phonemes in Japanese. Do English speak-

an innate language capacity. But we will also acknowledge the

ers acquire the ability to make this distinction, or do Japanese

role that the environment plays—after all, children learn the

speakers lose it?

particular languages that are being used in the world around

To answer this type of question, researchers needed to

them. Table 10.5
 outlines the various types of knowledge chil-

develop methods to obtain linguistic information from prelin-

dren must acquire for their particular signed or spoken lan-

guistic children.

guage. You might review the language use section of Chapter 8

(pages 210–220) to remind yourself how adults put all these


F



Using principles of operant conditioning you saw in Chapter 5,
 ea


types of knowledge to use in fluent conversation.


tured



researchers condition infants to turn their heads toward a



sound source when they detect a change from one speech
 Stud



sound to another. The reward that reinforces this behavior



Perceiving Speech and Perceiving



y



is an illuminated box that contains a clapping and drum-



Words



ming toy animal. The procedure ensures that, if the children


Imagine you are a newborn child, hearing a buzz of noise all


detect changes, they are very likely to turn toward the sound


around you. How do you start to understand that some of


source. To measure the children’s ability to perceive a dis-


those sounds are relevant to communicating with other peo-


tinction, researchers monitor how frequently the children


ple? A child’s first step in acquiring a particular language is to


turn their heads when a change is present.


take note of the sound contrasts that are used meaningfully


Janet Werker
 and her colleagues (Werker, 1991; Werker &


in that language. (For signed languages, the child must attend


Lalond, 1988) have used this technique to examine the in-


to contrasts in hand positions, for example.) Each spoken lan-


nate basis of speech perception abilities, a version of the


guage samples from the set of possible distinctions that can


/r/–/l/ question I posed earlier. Werker studied sound distinc-


be produced by the human vocal tract; no language uses all


tions that are used in Hindi, but not in English—distinctions


of the speech–sound contrasts that can be made. The mini-


that make it difficult for adult English speakers to learn


mal meaningful units of speech that allow people to distinguish


Hindi. Werker and her colleagues measured the ability of


one word from another are called phonemes.
 There are about


infants learning English or Hindi, as well as adults who spoke



English or Hindi, to hear the differences between the Hindi



phonemes. She found that all the infants, regardless of



which language they were learning, could hear the differ-



Table 10.5 t
 The Structure of Language


ences until the age of 8 months. However, of the infants



Grammar
 is the field of study that seeks to describe the way language


older than 8 months and of the adults, only the Hindi speak-


is structured and used. It includes several domains:


ers or speakers-to-be could hear the Hindi contrasts.



Phonology
 —the study of the sounds that are put together to form

words.

Research of this type strongly suggests that you started out

A phoneme
 is the smallest unit of speech that distinguishes between

with an innate ability to perceive sound contrasts that are im-

any two utterances. For example, b
 and p
 distinguish bin
 from pin.


portant for spoken languages. However, you swiftly lose the

ability to perceive some of the contrasts that are not present in


Phonetics
 is the study and classification of speech sounds.

the language you begin to acquire (Werker & Tees, 1999).


Syntax
 —the way in which words are strung together to form sen-

Along with this biological head start for speech percep-

tences. For example, subject (I)
 verb (like)
 object (you)
 is standard

tion, many children also get an environmental head start.

English word order.

When adults in many cultures speak to infants and young chil-

dren, they use a special form of language that differs from lan-

A morpheme
 is the minimum distinctive unit of grammar that can-

guage addressed to adults. For example, when talking to infants

not be divided without losing its meaning. The word bins
 has two

and children, adults tend to slow down their rate of speech

morphemes, bin
 and s,
 indicating the plural.

and use an exaggerated, high-pitched intonation; they tend to


Semantics
 —the study of the meanings of words and their changes

produce utterances that are shorter and have simpler struc-

over time.

tures (Soderstrom, 2007). Depending on the age of the child,


Lexical meaning
 is the dictionary meaning of a word. Meaning is

sometimes conveyed by the context
 of a word in a sentence (“Run fast
 ”

versus “Make the knot fast
 ”) or the inflection
 with which it is spoken

(try emphasizing different words in white house cat
 ).


Watch
 the Video
 Language Development
 on MyPsychLab



Pragmatics
 —rules for participation in conversations; social con-


phoneme
 Minimal unit of speech in any given language that makes

ventions for communicating, sequencing sentences, and responding

a meaningful difference in speech and production and reception;

appropriately to others.


r
 and l
 are two distinct phonemes in English but variations of one

in Japanese.

Acquiring Language


275



researchers call the forms of speech either infant-directed


work when they overextend
 words, using them incorrectly to


speech
 or child-directed speech.
 The features that define

cover a wide range of objects. They may use the word doggie
 to

infant- and child-directed speech appear in many but not all

refer to all animals or the word moon
 to refer to all round ob-

cultures (Kitamura et al., 2002; Lee & Davis, 2010). Research-

jects, including clocks and coins. Other times, children might

ers suggest that these special forms of speech provide infants


underextend
 a word—believing, for example, that doggie
 refers

and children with information that makes them better able to

only to their own family dog.

acquire phonemes and words from the language being used

The view that children form hypotheses, however, does

around them (Song et al., 2010; Thiessen et al., 2005).

not explain how children acquire particular meanings in

At what age are children able to perceive the repetition

particular contexts. Researchers have suggested that chil-

of patterns of sounds—words—within the stream of speech

dren’s hypotheses are guided by expectations such as the

directed to them? This is the first big step toward acquir-


principle of contrast
 . This principle suggests that differences

ing language: You can’t learn that doggie
 has something to

in forms
 signal differences in meaning
 : When children hear

do with the shaggy thing in the corner until you recognize

new words, they should look for meanings that contrast with

that the sound pattern doggie
 seems to recur in that shaggy

those for the words they already know (Clark, 2003). Sup-

thing’s presence. Infants, on average, appear to gain the in-

pose, for example, a father and daughter are watching a TV

sight that repeated sounds have significance somewhere be-

scene in which a kangaroo is jumping. The child knows the

tween ages 6 and 7 months (Jusczyk, 2003; Jusczyk & Aslin,

word jump
 but not the word kangaroo
 . Suppose the parent

1995). For one special word, however, the breakthrough

says, “Kangaroo!” What might happen next? Because the

comes a couple of months early: Children at age 4 months

child knows jump
 , she supposes that her parent would just

already show a recognition preference for their own names

say jump
 if kangaroo
 just meant “jump”—different forms

(Mandel et al., 1995)!

should signal contrasts in meaning. The child can now hy-

pothesize that kangaroo
 must label the object rather than the

action. She is on her way to acquiring a meaning for kanga-



Learning Word Meanings



roo
 . If you’ve spent time around small children, you’ve prob-

ably noticed the principle of contrast at work. For example,

Once you could detect the co-occurrence of sounds and expe-

a child will often become upset if his mother calls his fire

riences, you were prepared to start learning word meanings.


engine
 a fire truck
 !

There’s no denying that children are excellent word learners.

At around 18 months, children’s word learning often takes

off at an amazing rate. Researchers have called this phase

the naming explosion
 because children begin to acquire new


Acquiring Grammar


words, especially names for objects, at a rapidly increasing

To explain how children acquire meanings, I characterized

rate (see Figure 10.7
 ). By the age of 6, the average child is

children as scientists whose hypotheses are constrained by

estimated to understand 14,000 words (Templin, 1957). As-

innate principles. The same analogy describes how children

suming that most of these words are learned between the ages

acquire the rules by which units of meaning are combined

of 18 months and 6 years, this works out to about nine new

into larger units—in other words, grammar. The challenge

words a day or almost one word per waking hour (Carey,

1978). Children have an ability that researchers call fast map-



ping:
 They are able to learn the meanings of new words with

250

minimal experience—sometimes with only a single exposure

to a word and its referent (Gershkoff-Stowe & Hahn, 2007).

How is this possible?

200

Imagine a straightforward situation in which a child and


ds used


her father are walking through a park and the father points and

150

says, “That’s a doggie.” The child must decide to which piece

of the world doggie
 applies. This is no easy feat (Quine, 1960).

Perhaps doggie
 means “any creature with four legs” or “the ani-

100

mal’s fur” or “the animal’s bark” or any of the other large set of


age number of wor


meanings that will be true each time someone points toward a

50

dog. Given all the possibilities, how are children able to fix the


Aver


meanings of individual words?

0

Researchers suggest that children act like scientists—

14

18

22

26

30

34

developing hypotheses
 about what each new word might mean.


Age in Months


You can, for example, see children’s scientific minds actively at


FIGURE 10.7
 Children’s Growth in Vocabulary

Soon after their first words occur, children’s vocabulary

increases rapidly. These longitudinal data show the number of


infant-directed speech
 A form of speech addressed to infants that

includes slower speed, distinctive intonation, and structural

different words that children used while engaged in 90 minutes

simplifications.

of ordinary activities with their caregivers.


child-directed speech
 A form of speech addressed to children that


Source:
 Data from Huttenlocher, J., Waterfall, H., Vasilyeva, M., Vevea, J., &

includes slower speed, distinctive intonation, and structural

Hedges, L. V. (2010). Sources of variability in children’s language growth.

simplifications.


Cognitive Psychology
 , 61
 , 343–365.
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language-making capacity.
 According to Slobin’s (1985) the-

ory, the operating principles take the form of directives to

the child. Here, for example, is an operating principle that

helps children discover the words that go together to form a

grammatical unit: “store together ordered sequences of word

classes and functor classes that co-occur in the expression of

a particular proposition type, along with a designation of the

proposition type” (p. 1252). In simpler language, this oper-

ating principle suggests that children must keep track of the

relationship between the order in which words appear and the

meanings they express. Slobin derived the operating principles

by summarizing across the data provided by a large number

of other researchers, who examined a variety of different lan-

guages. I will use English examples to demonstrate the princi-

ples at work.

Consider what English-speaking children can do when

they begin, at about age 2, to use combinations of words—the


two-word stage.
 Children’s speech at this point has been char-

Children develop linguistic fluency by listening to the speech

acterized as telegraphic
 because it is filled with short, simple

patterns of those around them. What evidence suggests that

sequences using mostly nouns and verbs. Telegraphic speech

they have a biological head start on acquiring grammar?

lacks function words, such as the, and,
 and of,
 which help ex-

press the relationships between words and ideas. For example,

“Allgone milk” is a telegraphic message.

For adults to understand two-word utterances, they must

for the child is that different languages follow different rules.

know the context in which the words are spoken. “Tanya ball,”

For example, in English the typical ordering of units in a

for example, could mean, among other things, “Tanya wants

sentence is subject-verb-object, but in Japanese the ordering

the ball” or “Tanya throws the ball.” Even so, children at the

is subject-object-verb. Children must discover what order is

two-word stage show evidence that they have already ac-

present in the language being used around them. How do they

quired some knowledge of the grammar of English. Operating

do that?

principles allow them to discover that word order is impor-

Most researchers now believe that a large part of the an-

tant in English and that the three critical elements are actor-

swer resides in the human genome. Linguist Noam Chomsky


action-object (subject-verb-object), arranged in that order.

(1965, 1975), for example, argued that children are born with

Evidence for this “discovery” comes when children misinter-

mental structures that facilitate the comprehension and pro-

pret a sentence such as “Mary was followed by her little lamb

duction of language. Some of the best evidence for such a

to school” as Mary
 (actor) followed
 (action) her lamb
 (object)

biological basis for grammar comes from children who ac-

(see Figure 10.8
 on page 278). Over time, children must apply

quire complete grammatical structure in the absence of

other operating principles to discover that there are exceptions

well-formed input. For example, researchers have studied

to the actor-action-object rule.

deaf children whose hearing loss was sufficiently severe that

Consider now an operating principle, which Slobin calls

they could not acquire spoken language but whose parents


extension,
 that requires children to try to use the same unit of

did not expose them to full-fledged signed languages such

meaning, or morpheme,
 to mark the same concept. Examples

as American Sign Language (Franklin et al., 2011; Goldin-

of such concepts are possession, past tense, and continuing ac-

Meadow, 2003). These children began to invent signing sys-

tion. In English, each of these concepts is expressed by adding

tems of their own and—despite the lack of environmental

a grammatical morpheme to a content word, such as -’s
 (as in

support for these invented languages—the gestural systems

Maria ’s
 ), -ed
 (as in call ed
 ), and -ing
 (as in laugh ing
 ). Note how came to have regular, grammatical structure: “With or with-the addition of each of these sounds to a noun or verb changes

out an established language as a guide, children appear to be

its meaning.

‘ready’ to seek structure at least at word and sentence levels

Children use operating principles like extension to form

when developing systems for communication” (Goldin-

hypotheses about how these morphemes work. Because this

Meadow & Mylander, 1990, p. 351).

principle requires that the child try to mark all cases in the

But how can researchers go about specifying exactly what

same way, however, the error of overregularization
 often

knowledge is innately given? The most productive approach

results. For example, once children learn the past-tense rule

to this question is to study language acquisition across many

(adding -ed
 to the verb), they add -ed
 to all verbs, forming

languages— cross-linguistically.
 By examining what is hard and

words such as doed
 and breaked.
 As children learn the rule for

what is easy for children to acquire across the world’s many lan-

plurals (adding the sound -s
 or -z
 to the end of a word), they

guages, researchers can determine what aspects of grammar are

most likely to be supported by innate predispositions.


language-making capacity
 The innate guidelines or operating principles

Here we arrive back at the child as scientist. Children

that children bring to the task of learning a language.

bring innate constraints to the task of learning a particu-


overregularization
 A grammatical error, usually appearing during early

lar language. Dan Slobin
 has defined these guidelines as a

language development, in which rules of the language are applied

set of operating principles
 that together constitute the child’s

too widely, resulting in incorrect linguistic forms.
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SOCIAL DEVELOPMENT



ACROSS THE LIFE SPAN


We have seen so far how radically you change as a physical and

cognitive being from birth to older adulthood. This section of

the chapter explores social development:
 how individuals’ so-

cial interactions and expectations change across the life span.

You will see that the social and cultural environment interacts

with biological aging to provide each period of the life span

with its own special challenges and rewards.

As you ponder social development, it is particularly impor-

tant for you to consider the way in which culture and environ-

ment affect certain aspects of our lives. For example, people who

live in circumstances of economic hardship undergo types of

stresses that are absent from the “normal” course of develop-

ment (Conger et al., 2010; Edin & Kissane, 2010). Current trends

in the United States and in other countries throughout the world

make it imperative for developmental psychologists to consider

the difficult circumstances in which many children, adolescents,

and adults are forced to live—circumstances that continually


FIGURE 10.8
 Acquiring Grammar

put their sanity, safety, and survival at risk. U.S. culture also en-

Many toddlers would interpret “Mary was followed by

forces different outcomes for men and for women and for indi-

the lamb” and “Mary followed the lamb” to have identical

viduals who belong to minority groups. For example, in 2007

meanings.

12 percent of women over 65 were living in poverty compared

to 7 percent of men in this age range; 27 percent of African

American women over 65 were living in poverty compared to

9 percent of White women over 65 (Federal Interagency Forum

again overextend the rule, creating words such as foots
 and

on Aging-Related Statistics, 2010). These differences are direct


mouses.
 Overregularization is an especially interesting error

products of structural inequities in contemporary U.S. society.

because it usually appears after
 children have learned and used

When I draw conclusions about the “average” life course,

the correct forms of verbs and nouns. The children first use the

keep in mind that culture dictates that some individuals

correct verb forms (for example, came
 and went
 ), apparently

will depart from this average; as I describe the psychologi-

because they learned them as separate vocabulary items; but

cal challenges facing the “ordinary” individual, bear in mind

when they learn the general rule for the past tense, they extend

that many individuals face extraordinary challenges. It is the

it even to verbs that are exceptions to the rule—words that they

role of researchers to document the impact of contemporary

previously used correctly. Over time, children use other oper-

problems—and to design interventions to alleviate their harsh-

ating principles to overcome this temporary overapplication.

est consequences.

Children’s acquisition of language has a major impact on

As you read the remainder of this chapter, keep in mind

their ability to participate in social interactions. Keep them in

how the tasks of life are jointly determined by a biological ac-

mind as we shift our focus now to social development across

cumulation of years and a social accumulation of cultural expe-

the life span.

riences. This discussion of social development begins with Erik

Erikson’s life span theory, which makes explicit the challenges

and rewards in each of life’s major periods.


Stop
 and
 Review



Erikson’s Psychosocial Stages


What are some ways in which infant- and child-directed

speech differ from adult-directed speech?


Erik Erikson
 (1902–1994), who was trained by Sigmund

Why do children overextend word meanings?

Freud’s daughter, Anna Freud, proposed that every individual

How does research with deaf children support the idea

must successfully navigate a series of psychosocial stages,
 each

of which presented a particular conflict or crisis. Erikson (1963)

that aspects of grammar are innate?

How would you notice when a child is overregularizing

English past-tense constructions?


social development
 The ways in which individuals’ social interactions


CRITICAL THINKING


Consider the study on children’s

and expectations change across the life span.


psychosocial stage
 Proposed by Erik Erikson, one of the successive

ability to perceive sound distinctions. Why was it important

developmental stages that focus on an individual’s orientation

to compare English-speaking adults with infants who are

toward the self and others; these stages incorporate both the sexual

English-speakers-to-be?

and social aspects of a person’s development and the social conflicts

that arise from the interaction between the individual and the social


Study
 and Review
 on MyPsychLab


environment.
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Psychology in Your Life



WHAT HAPPENS WHEN CHILDREN BECOME BILINGUAL?


The section on language acquisition focused on the processes

consequence of bilingualism (Bialystok & Craik, 2010). In fact,

that allow children to learn a single language. However,

researchers have demonstrated that bilingualism has a number

across the globe many children become bilingual
 at an early

of positive consequences. Consider a study in which 6-year-

age—they learn more than one language at the same time.

old monolingual and bilingual children viewed four ambiguous

You might wonder how that works. For example, how do

figures (Bialystok & Shapero, 2005). One of the stimuli was the

children cope when their environment provides two words

duck-rabbit that appears on p. 196. The researchers assessed

that have the same meaning, such as dog
 in English and perro


the ease with which the children were able to perceive the two

in Spanish? One possibility might be that children unite both

different interpretations of each figure. The bilingual children

languages into one big mental dictionary. However, that

consistently outperformed the monolingual children. But why?

does not seem to be the case. Remarkably, from the earliest

The researchers suggested that the “processing advantage

moments of bilingual acquisition, children seem to keep

most likely stems from the constant need [for bilingual

two or more vocabularies separate (Montanari, 2010). They

children] to manage two active language systems in order to

quickly become able to produce the appropriate word in the

use one of them fluently” (p. 596).

appropriate language context.

The more general claim is that bilingual children are

Still, there are potential costs for bilingual children.

better able to control their cognitive resources in tasks that

Essentially, they need to spread the same time for language-

require selective attention and cognitive flexibility. This ability

learning across two different languages. One consequence

is known as executive control
 . Bilinguals as young as 24 months

is that bilingual children tend to know less vocabulary in each

demonstrate better executive control than their monolingual

language than their monolingual peers. For example, one

age-mates (Poulin-Dubois et al., 2011). In addition, because

study looked at the ability of 1,738 children between ages 3

of the benefit for executive control, lifelong bilingualism may

and 10 to understand words in either one or two languages

protect people from some forms of the cognitive decline that

(Bialystok et al., 2010). Although some bilingual children had

accompany aging (Bialystok & Craik, 2010).

larger vocabularies than their monolingual peers, the average

You can see that bilingualism presents interesting

was lower for bilingual children all the way across the 7-year

circumstances. People who become early bilinguals may have

age range.

lifelong reductions in their vocabularies in each language. At

Before you decide never to let a child become an early

the same time, they are likely to maintain better performance

bilingual, here’s an important clarification: This difference

in the very wide range of tasks that require executive control.

in vocabulary size and skill is the only consistent negative

Does that sound like an acceptable trade-off?

identified eight stages in the life cycle. At each stage, a particu-

sense of autonomy,
 or independence, and of being a capable

lar crisis comes into focus, as shown in Table 10.6
 on page 280.

and worthy person. Excessive restriction or criticism at this

Although each conflict never completely disappears, it needs

second stage may lead instead to self-doubts, whereas demands

to be sufficiently resolved at a given stage if an individual is to

beyond the child’s ability, as in too-early or too-severe toilet

cope successfully with the conflicts of later stages.

training, can discourage the child’s efforts to persevere in mas-

tering new tasks.


Trust vs. Mistrust


In Erikson’s first stage, an infant needs


Initiative vs. Guilt


Toward the end of the preschool period,

to develop a basic sense of trust
 in the environment through

a child who has developed a basic sense of trust, first in the im-

interaction with caregivers. Trust is a natural accompaniment

mediate environment and then in himself or herself, can now

to a strong attachment relationship with a parent who provides


initiate
 both intellectual and motor activities. The ways that

food, warmth, and the comfort of physical closeness. But a

parents respond to the child’s self-initiated activities either en-

child whose basic needs are not met, who experiences incon-

courage the sense of freedom and self-confidence needed for

sistent handling, lack of physical closeness and warmth, and

the next stage or produce guilt and feelings of being an inept

the frequent absence of a caring adult, may develop a pervasive

intruder in an adult world.

sense of mistrust, insecurity, and anxiety.


Autonomy vs. Self-Doubt


With the development of walk-


Competence vs. Inferiority


During the elementary school

ing and the beginnings of language, there is an expansion of

years, the child who has successfully resolved the crises of the

a child’s exploration and manipulation of objects (and some-

earlier stages is ready to go beyond random exploring and test-

times people). With these activities should come a comfortable

ing to the systematic development of competencies.
 School and
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Table 10.6 t
 Erikson’s Psychosocial Stages


Crisis



Age



Challenge


Trust vs. mistrust

Birth to 1 year

Developing a sense that the world is safe and good

Autonomy vs. self-doubt

1 to 3 years

Realizing that one is an independent person with the ability to make decisions

Initiative vs. guilt

3 to 6 years

Developing a willingness to try new things and to handle failure

Competence vs. inferiority

6 years to adolescence

Learning competence in basic skills and to cooperate with others

Identity vs. role confusion

Adolescence

Developing a coherent, integarted sense of inner self

Intimacy vs. isolation

Young adulthood

Establishing ties to another in a trusting, loving relationship

Generativity vs. stagnation

Middle adulthood

Finding meaning in career, family, and community via productive work

Ego integrity vs. despair

Late life

Viewing one’s life as satisfactory and worth living

From Morris, Charles G.; Maisto, Albert A., Understanding Psychology,
 9th Ed., © 2010. Reprinted the Electronically reproduced by permission of Pearson Education, Inc., Upper Saddle River, New Jersey.

sports offer arenas for learning intellectual and motor skills,

this crisis helps the individual develop a sense of a coherent

and interaction with peers offers an arena for developing so-

self; failing to do so adequately may result in a self-image that

cial skills. Successful efforts in these pursuits lead to feelings

lacks a central, stable core.

of competence. Some youngsters, however, become spectators


Intimacy vs. Isolation


The essential crisis for the

rather than performers or experience enough failure to give

young adult is to resolve the conflict between intimacy
 and

them a sense of inferiority, leaving them unable to meet the


isolation
 —to develop the capacity to make full emotional,

demands of the next life stages.

moral, and sexual commitments to other people. Making that

kind of commitment requires that the individual compromise


Identity vs. Role Confusion


Erikson believed that the es-

some personal preferences, accept some responsibilities, and

sential crisis of adolescence is discovering one’s true identity


yield some degree of privacy and independence. Failure to re-

amid the confusion created by playing many different roles for

solve this crisis adequately leads to isolation and the inability

the different audiences in an expanding social world. Resolving

to connect to others in psychologically meaningful ways.


Generativity vs. Stagnation


The next major opportunity

for growth, which occurs during adult midlife, is known as genera-



tivity.
 People in their 30s and 40s move beyond a focus on self and

partner to broaden their commitments to family, work, society,

and future generations. Those people who haven’t resolved earlier

developmental tasks are still self-indulgent, question past deci-

sions and goals, and pursue freedom at the expense of security.


Ego integrity vs. Despair


The crisis in later adulthood is

the conflict between ego integrity
 and despair.
 Resolving the

crises at each of the earlier stages prepares the older adult to

look back without regrets and to enjoy a sense of wholeness.

When previous crises are left unresolved, aspirations remain

unfulfilled, and the individual experiences futility, despair, and

self-depreciation.

You will see that Erikson’s framework is very useful for

tracking individuals’ progress across the life span. Let’s begin

with childhood.


Social Development in Childhood


Children’s basic survival depends on forming meaningful,

effective relationships with other people. Socialization
 is


Watch
 the Video
 Classic Footage of Erik Erikson
 on MyPsychLab


Erik Erikson’s psychosocial stage model is a widely used tool


socialization
 The lifelong process whereby an individual’s behavioral

for understanding human development over the life span. What

patterns, values, standards, skills, attitudes, and motives are shaped

crisis did Erikson suggest dominates individuals of your age?

to conform to those regarded as desirable in a particular society.
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the lifelong process through which an individual’s behavior

patterns, values, standards, skills, attitudes, and motives are

shaped to conform to those regarded as desirable in a par-

ticular society. This process involves many people—relatives,

friends, teachers—and institutions—schools, houses of wor-

ship—that exert pressure on the individual to adopt socially

approved values and standards of conduct. The family, how-

ever, is the most influential shaper and regulator of sociali-

zation. The concept of family itself is being transformed to

recognize that many children grow up in circumstances that

include either less (a single parent) or more (an extended

household) than a mother, father, and siblings. Whatever the

configuration, though, the family helps the individual form

basic patterns of responsiveness to others—and these patterns,

in turn, become the basis of the individual’s lifelong style of

relating to other people.


Temperament


Even as infants begin the process of sociali-

zation, they do not all start at the same place. Children be-

gin life with differences in temperament
 —biologically based

levels of emotional and behavioral response to the environ-

ment (Thomas & Chess, 1977). Researcher Jerome Kagan
 and

his colleagues have demonstrated that some infants are “born

shy” and others are “born bold” (Kagan & Snidman, 2004).

These groups of children differ in sensitivity to physical and

social stimulation: The shy or inhibited
 babies are consistently

“cautious and emotionally reserved when they confront unfa-

miliar persons or contexts”; the bold or uninhibited
 babies are

consistently “sociable, affectively spontaneous, and minimally

Why is it important for a child to develop a secure attachment

fearful in the same unfamiliar situations” (Kagan & Snidman,

to a parent or other caregiver?

1991, p. 40). In one sample, about 10 percent of the infants

were inhibited and about 25 percent were uninhibited; the

rest of the infants fell in between those end points (Kagan &


imprinted
 on the first moving object it sees or hears (Bolhuis

Snidman, 1991). Researchers have begun to explore the genetic

& Honey, 1998). Imprinting
 occurs rapidly during a critical

and brain bases of differences in temperament (LoBue et al.,

period of development and cannot easily be modified. The

2011; Rothbart, 2007).

automaticity of imprinting can sometimes be problematic.

Longitudinal studies have demonstrated the long-term

Ethologist Konrad Lorenz
 demonstrated that young geese

impact of early temperament. For example, one study followed

raised by a human imprint on the human instead of on one of

a group of children from ages 4 months to 5 years (Degnan

their own kind. In nature, fortunately, young geese mostly see

et al., 2011). The researchers measured the extent to which

other geese first.

the children, as 4-month-olds, showed a pattern of sociability

You won’t find human infants imprinting on their par-

and positive emotional reactions toward new experiences—a

ents. Even so, John Bowlby
 (1973), an influential theorist

pattern the researchers called exuberance
 . The children’s levels

on human attachment, suggested that infants and adults are

of low or high exuberance were quite stable when they were

biologically predisposed to form attachments. That attach-

measured at 9, 24, and 36 months. At 5 years of age, the more

ment relationship has broad consequences. Beginning with

exuberant children displayed greater competence when they

Bowlby (1973), theorists have suggested that the experiences

interacted with unfamiliar peers. At the same time, when they

that give rise to an attachment relationship provide individu-

became frustrated, the more exuberant children were likely to

als with a lifelong schema for social relationships called an

engage in disruptive behaviors.


internal working model
 (Dykas & Cassidy, 2011). An internal

Infant temperament sets the stage for later aspects of social

development. Next, we consider the attachment
 bonds children

form as their first social relationships.


Watch
 the Video
 In the Real World: Socialization
 on MyPsychLab



Attachment


Social development begins with the establish-

ment of a close emotional relationship between a child and


temperament
 A child’s biologically based level of emotional and

behavioral response to environmental events.

a mother, father, or other regular caregiver. This intense,


attachment
 Emotional relationship between a child and the regular

enduring, social–emotional relationship is called attach-


caregiver.


ment.
 Because children are incapable of feeding or protecting


imprinting
 A primitive form of learning in which some infant animals

themselves, the earliest function of attachment is to ensure

physically follow and form an attachment to the first moving object

survival. In some species, the infant automatically becomes

they see and/or hear.
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working model is a memory structure that gathers together

wider variety of settings, particularly the overall division be-

a child’s history of interactions with his or her caretakers,

tween children who are securely and insecurely attached. For

the interactions that yielded a particular pattern of attach-

example, children who were securely attached at 12 months

ment. The internal working model provides a template that

played more comfortably with their mothers at 24 months

an individual uses to generate expectations about future so-

than did their insecurely attached peers (Donovan et al., 2007).

cial interactions.

Similarly, research has revealed that children who showed secure

One of the most widely used research procedures for

or insecure behavior in the Strange Situation at 15 months dif-

assessing attachment is the Strange Situation Test,
 developed by

fered widely in their school behavior at age 8 to 9 years (Bohlin


Mary Ainsworth
 and her colleagues (Ainsworth et al., 1978). In

et al., 2000). Those children who had been securely attached at

the first of several standard episodes, the child is brought into

15 months were more popular and less socially anxious than

an unfamiliar room filled with toys. With the mother present,

their peers who had been insecurely attached. Similar continu-

the child is encouraged to explore the room and to play. After

ity from the quality of attachment to later years has been dem-

several minutes, a stranger comes in, talks to the mother, and

onstrated in 10-year-olds (Urban et al., 1991) and adolescents

approaches the child. Next, the mother exits the room. After

(Weinfield et al., 1997). Researchers have also developed meas-

this brief separation, the mother returns, there is a reunion

ures that assess attachment beyond infancy. Those measures

with her child, and the stranger leaves. The researchers record

also predict an individual’s social functioning (Shmueli-Goetz

the child’s behaviors at separation and reunion. Researchers

et al., 2008). In Chapter 16, you will see that researchers also

have found that children’s responses on this test fall into three

use attachment measures to predict the quality of adults’ loving

general categories (Ainsworth et al., 1978):

relationships.

Attachment relationships are quite important in young

t Securely attached
 children show some distress when

lives. Secure attachment to adults who offer dependable social

the parent leaves the room; seek proximity, comfort,

support enables the child to learn a variety of prosocial behav-

and contact upon reunion; and then gradually return

iors, to take risks, to venture into novel situations, and to seek

to play.

and accept intimacy in personal relationships.

t Insecurely attached–avoidant
 children seem aloof and may

actively avoid and ignore the parent upon her return.


Parenting Styles


As you saw earlier, children bring indi-

t Insecurely attached–anxious/ambivalent
 children become

vidual temperaments to their interactions with their parents.

quite upset and anxious when the parent leaves; at reun-

Children’s temperaments may make parents’ best (or worst)

ion, they cannot be comforted, and they show anger and

efforts at parenting have unexpected consequences. Researchers

resistance to the parent but, at the same time, express a

recognize that children’s temperaments and parents’ behaviors

desire for contact.

each influence the other to yield developmental outcomes such

In samples from several different countries, about 65 percent of

as the quality of attachment relationships: As much as parents

babies are classified as securely attached; among the insecurely

change their children, children change their parents (Collins

attached children, about 20 percent are classified as avoidant

et al., 2000).

and 15 percent as anxious (Ein-Dor et al., 2010).

Even so, researchers have located a parenting style
 that

Categorizations based on the Strange Situation Test have

is generally most beneficial. This style resides at the intersec-

proven to be highly predictive of a child’s later behavior in a

tion of the two dimensions of demandingness
 and responsive-



ness
 (Maccoby & Martin, 1983): “Demandingness refers to

the parent’s willingness to act as a socializing agent, whereas

responsiveness refers to the parent’s recognition of the child’s

individuality” (Darling & Steinberg, 1993, p. 492). As shown in


Figure 10.9
 , authoritative
 parents make appropriate demands

on their children—they demand that their children conform

to appropriate rules of behavior—but are also responsive to

their children. They keep channels of communication open

to foster their children’s ability to regulate themselves (Gray &

Steinberg, 1999). This authoritative style is most likely to pro-

duce an effective parent–child bond. The contrast, as seen

in Figure 10.9, is to parenting styles that are authoritarian
 —

parents apply discipline with little attention to the child’s au-

tonomy—or indulgent
 —parents are responsive, but they fail to

help children learn about the structure of social rules in which

they must live—or neglecting
 —parents neither apply discipline

nor are they responsive to their children’s individuality.

Konrad Lorenz, the researcher who pioneered the study of


Watch
 the Video
 Separation Anxiety
 on MyPsychLab


imprinting, graphically demonstrates what can happen when


parenting style
 The manner in which parents rear their children; an

young animals become imprinted on someone other than their

authoritative parenting style, which balances demandingness and

mother. Why is imprinting important for many animal species?

responsiveness, is seen as the most effective.
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Parent’s Responsiveness



FIGURE 10.9
 A Classification


Accepting



Rejecting


of Parenting Styles


Responsive



Unresponsive


Parenting styles can be classified with respect to the


Child-centered



Parent-centered


two dimensions of demandingness—the parent’s

willingness to act as a socializing agent—and

Authoritative-

responsiveness—the parent’s recognition of the

reciprocal

child’s individuality. The authoritative style is most


Demanding,


Authoritarian

High in

likely to produce an effective parent–child bond.


controlling


bidirectional

Power assertive

communication


Parent’s



Demandingness


Neglecting,


Undemanding,


ignoring,


low in control


Indulgent

indifferent,


attempts


uninvolved

As you might expect, parenting styles have an impact on

consistently better than when parenting quality decreased.

children’s attachment relationships. Children whose parents

Results of this sort encourage researchers to design interven-

use an authoritative style are more likely to be securely attached

tions to improve parenting practices (Van Zeijl et al., 2006). As

through childhood into adolescence (Karavasilis et al., 2003).

we have seen, those interventions should also be responsive to

Still, the impact of parenting may depend, in part, on a child’s

children’s particular genetic inheritance.

particular genetic make-up.

A close interactive relationship with loving adults is a

child’s first step toward healthy physical growth and normal


Fe


socialization. As the original attachment to the primary car-


a



A team of researchers assessed 601 children to determine



tured


egiver extends to other family members, they too become mod-


which versions of the mineralocorticoid receptor (MR) gene


els for new ways of thinking and behaving. From these early


Stud



they had inherited (Luijk et al., 2011). When the children


attachments, children develop the ability to respond to their


were, on average, 14.7 months old, their attachment security



y


own needs and to the needs of others.


was evaluated using the Strange Situation Test. During



the same visit to the laboratory, observers watched the



Contact Comfort and Social Experience


What do chil-


mothers’ behavior toward their children. The observations


dren obtain from the attachment bond? Sigmund Freud and


yielded two measures of the mothers’ behavior:
 maternal

other psychologists argued that babies become attached to their

sensitive responsiveness reflected a mother’s sensitivity


parents because the parents provide them with food—their


toward and cooperation with her child;
 maternal extreme

most basic physical need. This view is called the cupboard the-


insensitivity reflected a mother’s harsh behaviors, including



ory
 of attachment. If the cupboard theory were correct, chil-


withdrawal from and neglect of the child. The data indicated


dren should thrive as long as they are adequately fed. Does this


that both genes and environment mattered. For children who


seem right?


inherited at least one copy of the “minor” version of the MR



Harry Harlow
 (1958) did not believe that the cupboard


gene, sensitive responsiveness led to greater attachment


theory explained the importance of attachment. He set out to


security and extreme insensitivity led to lower attachment


test the cupboard theory against his own hypothesis that in-


security. Attachment security was unaffected by maternal


fants might also attach to those who provide contact comfort



behaviors for children who did not inherit a “minor” version


(Harlow & Zimmerman, 1958). Harlow separated macaque


of the gene.


monkeys from their mothers at birth and placed them in cages,

where they had access to two artificial “mothers”: a wire one

Other research suggests that children’s outcomes can improve

and a terry cloth one. Harlow found that the baby monkeys

when parenting improves. For example, one study followed

nestled close to the terry cloth mother and spent little time on

over 1,000 children and their mothers from when the chil-

the wire one. They did this even when only the wire mother

dren were 15 months old until they began first grade (NICHD

gave milk! The baby monkeys also used the cloth mother as

Early Child Care Research Network, 2006). The researchers

a source of comfort when frightened and as a base of opera-

assessed the children’s attachment relationships at 15 months

tions when exploring new stimuli. When a fear stimulus (for

in the Strange Situation. Evaluations of the mothers’ parent-

example, a toy bear beating a drum) was introduced, the baby

ing styles were based on videotapes of their interactions with

monkeys would run to the cloth mother. When novel and in-

their children. The researchers analyzed the videotapes to see

triguing stimuli were introduced, the baby monkeys would

whether the mothers’ parenting styles changed over the course

of the three-year project. Changes in mothers’ parenting style

had an impact on the fates of the insecurely attached children:


contact comfort
 Comfort derived from an infant’s physical contact with

When parenting quality improved, children’s outcomes were

the mother or caregiver.
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gradually venture out to explore and then return to the terry

died within the first year. Studies of hospitalized infants over

cloth mother before exploring further.

the next 30 years found that, despite adequate nutrition, the

Further studies by Harlow and his colleagues found that

children often developed respiratory infections and fevers of

the monkeys’ formation of a strong attachment to the mother

unknown origin, failed to gain weight, and showed general

substitute was not sufficient for healthy social development. At

signs of physiological deterioration (Bowlby, 1969; Spitz &

first, the experimenters thought the young monkeys with terry

Wolf, 1946).

cloth mothers were developing normally, but a very different

Contemporary studies continue to demonstrate patterns

picture emerged when it was time for the female monkeys who

of disruption. For example, one study compared attachment

had been raised in this way to become mothers. Monkeys who

outcomes for children raised at home to those for children

had been deprived of chances to interact with other responsive

largely (90 percent of their lives) raised in institutions (Zeanah

monkeys in their early lives had trouble forming normal social

et al., 2005). The researchers found that 74 percent of the home-

and sexual relationships in adulthood.

reared children had secure attachments; for institution-reared

Let’s see now what lessons research with monkeys holds

children, only 20 percent had secure attachments. Moreover, a

for human deprivation.

lack of normal social contact may have a long-lasting effect on

children’s brain development. One study measured children’s


Human Deprivation


Tragically, human societies have

brain responses to pictures of faces displaying happy, angry,

sometimes created circumstances in which children are de-

fearful, and sad expressions (Moulson et al., 2009). By com-

prived of contact comfort. Many studies have shown that a

parison to children being reared by their families, children who

lack of close, loving relationships in infancy affects physical

were living in institutions showed disruptions in their brain

growth and even survival. In 1915, a doctor at Johns Hopkins

responses to emotional expressions.

Hospital reported that, despite adequate physical care,

Unfortunately, no matter what the setting in which chil-

90 percent of the infants admitted to orphanages in Baltimore

dren live, there is a potential for abuse. In a recent analysis,

the U.S. government found that about 125,000 children ex-

perienced physical abuse in a single year, and roughly 66,700

experienced sexual abuse (U.S. Department of Health and

Human Services, 2010). One study looked at the psychologi-

cal well-being of 2,759 adults who had been sexually abused as

children (Cutajar et al., 2010). Of that group, 23 percent had

sought mental health services compared to 8 percent of a con-

trol sample that was matched for sex and age. Instances of child

abuse provide psychologists with a very important agenda: to

determine what types of interventions are in the best interest

of the child. In the United States, roughly 424,000 children

and youths were living in some type of foster care (such as a

foster home or group residence) (Child Welfare Information

Gateway, 2011. Are these children always happy to be removed

from their abusive homes? The answer is complex because even

abused children have often formed an attachment to their care-

takers: The children may remain loyal to their natural family

and hope that everything could be put right if they were al-

lowed to return. This is one reason that much research atten-

tion is focused on designing intervention programs to reunite

families (Miller et al., 2006).

In this section, you have seen how experiences during

childhood have an impact on later social development. Let’s

now shift our focus to later periods of life, beginning with

adolescence.


Social Development in Adolescence


Earlier in the chapter, adolescence was defined by physical

changes. In this section, those changes will serve as background

to social experiences. Because the individual has reached a cer-

tain level of physical and mental maturity, new social and per-

sonal challenges present themselves. We will first consider the

How did Harlow demonstrate the importance of contact

general experience of adolescence and then turn to the indi-

comfort for normal social development?

vidual’s changing social world.


The Experience of Adolescence


The traditional view of


Watch
 the Video
 Classic Footage of Harlow’s Monkeys: Contact


adolescence predicts a uniquely tumultuous period of life,


Comfort
 on MyPsychLab


characterized by extreme mood swings and unpredictable,
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difficult behavior: “storm and stress.” This view can be traced

majority culture in the United States, one consequence is that

back to romantic writers of the late 18th and early 19th centu-

children attempt to achieve independence
 from their parents.

ries, such as Goethe. The storm-and-stress conception of ado-

Parents and their adolescent children must weather a transition

lescence was strongly propounded by G. Stanley Hall,
 the first

in their relationship from one in which a parent has unques-

psychologist of the modern era to write at length about ado-

tioned authority to one in which the adolescent seeks reason-

lescent development (1904). Following Hall, the major propo-

able autonomy to make important decisions (Daddis, 2011).

nents of this view have been psychoanalytic theorists working

Consider the results of a study that followed 1,330 adolescents

within the Freudian tradition (for example, Blos, 1965; Freud,

from age 11 to age 14 (McGue et al., 2005). As 14-year-olds,

1946, 1958). Some of them have argued that not only is extreme

these adolescents reported greater conflict with their parents

turmoil a normal part of adolescence but that failure to exhibit

than they had at age 11. At age 14, the adolescents’ parents

such turmoil is a sign of arrested development. Anna Freud


were less involved in their lives; the adolescents had less posi-

wrote that “to be normal during the adolescent period is by

tive regard for their parents and they believed that their parents

itself abnormal” (1958, p. 275).

had less positive regard for them. These data illustrate some

Two early pioneers in cultural anthropology, Margaret


of the relationship costs that arise when children strive for


Mead
 (1928) and Ruth Benedict
 (1938), argued that the

independence.

storm-and-stress theory is not applicable to many non-

Still, adolescents’ conflicts with their parents often do

Western cultures. They described cultures in which chil-

not lead to harmful outcomes. Most adolescents at most

dren gradually take on more and more adult responsibilities

times are able to use their parents as ready sources of practi-

without any sudden stressful transition or period of indeci-

cal and emotional support (Smetana et al., 2006). For that

sion and turmoil. Contemporary research has confirmed that

reason, many adolescents have conflicts with their parents

the experience of adolescence differs across cultures (Arnett,

that leave their basic relationship unharmed. When conflict

1999). Those cross-cultural differences argue against strictly

occurs in the context of otherwise positive relationships,

biological theories of adolescent experience. Instead, research-

there may be few negative consequences. However, in the

ers focus on the transitions children are expected to make in

context of negative relationships, adolescent conflict can lead

different cultures.

to other problems such as social withdrawal and delinquency

Most researchers reject “storm and stress” as a biologically

(Adams & Laursen, 2007). Thus, family contexts may explain

programmed aspect of development. Nonetheless, people typi-

why some adolescents experience unusual levels of “storm

cally do experience more extreme emotions and more conflict

and stress.”

as they pass from childhood into adolescence. The discussion

of physical development noted that brain areas that control


Peer Relationships


Much of the study of social develop-

emotional responses show growth during adolescence. That

ment in adolescence focuses on the changing roles of fam-

brain maturation may explain why adolescents experience both

ily (or adult caretakers) and friends (Smetana et al., 2006).

extreme positive and extreme negative emotions (Casey et al.,

We have already seen that attachments to adults form soon

2008; Steinberg, 2008).

after birth. Children also begin to have friends at very

young ages. Adolescence, however, marks the first period


Identity Formation


Recall Erikson’s claim that the essential

in which peers appear to compete with parents to shape a

task of adolescence is to weather a crisis to discover one’s true

person’s attitudes and behaviors. Adolescents participate in

identity. James Marcia
 (1966, 1980) expanded on Erikson’s

peer relations at the three levels of friendships, cliques, and

analysis to claim that each adolescent can be classified accord-

crowds (Brown & Klute, 2003). Over the course of these

ing to an identity status
 :

years, adolescents come to count increasingly on their one-

on-one friendships
 to provide them with help and support

t Identity diffusion:
 An individual has not yet gone through

(Bauminger et al., 2008; Branje et al., 2007). Cliques
 are

an identity crisis or made commitments to goals and

groups that most often consist of 6 to 12 individuals. Mem-

values.

bership in these groups may change over time, but they

t Foreclosure:
 An individual has never gone through an

tend to be drawn along lines of, for example, age and race

identity crisis because he or she committed, for example,

(Smetana et al., 2006). Finally, crowds
 are the larger groups

to parental values.

such as “jocks” or “nerds” that exist more loosely among

t Moratorium:
 An individual is actively involved in

individuals of this age. Through interaction with peers at

exploring different identities but has not yet made a

these three levels, adolescents gradually define the social

commitment.

component of their developing identities, determining the

t Identity achievement:
 An individual has explored differ-

kinds of people they chose to be and the kinds of relation-

ent identities and made a tentative commitment to one.

ships they choose to pursue.

Longitudinal analyses of adolescents’ experiences suggest that

The peer relationships that adolescents form are quite im-

indivudals often follow a progression that starts with identity

portant to social development. They give individuals opportu-

diffusion and ends with identity achievement (Meeus, 2011). In

nities to learn how to function in what can often be demanding

addition, adolescents who have achieved more mature identi-

social circumstances. In that sense, peer relationships play

ties tend to experience greater well-being.

a positive role in preparing adolescents for their futures. At

Adolescents’ quest to achieve identity helps explain the

the same time, parents often worry—with reasonable cause—

conflicts they have with their parents. For cultures like the

about negative aspects of peer influence (Brechwald & Prin-

stein, 2011; Dishion & Tipsord, 2011). In fact, adolescents are

more likely to engage in risky behavior when they are under the


Watch
 the Video
 What’s In It For Me?: Identity
 on MyPsychLab


influence of their peers.
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Critical Thinking in Your Life



HOW DOES DAY CARE AFFECT CHILDREN’S DEVELOPMENT?


If you plan to have both children and a career, you’re likely to

literature to provide guidelines for quality day care. Some

face a difficult question: Is it wise to put your children in day

recommendations relate to the physical comfort of the

care? Fortunately, psychological research can be brought to

children:

bear on this important question.

t The day care center should be physically comfortable

A team of researchers has been studying a group of

and safe.

1,364 children since they were 1 month old; the children are

now in their late teens (Vandell et al., 2010). Some children in the

t There should be at least one caretaker for every six or seven

sample were tended by their mothers for the whole period before

children (more for children under age 3).

they started school; many others experienced various types

Other recommendations cover educational and

of day care for small or large parts of each day. The research

psychological aspects of the day care curriculum:

team’s earliest publications focused on day care’s impact on

children’s attachment security. The data indicated that children

t Children should have a free choice of activities intermixed

who attended day care were at risk for insecure attachments

with explicit lessons.

but only if it was also true that their mothers were insensitive to

t Children should be taught social problem-solving skills.

their needs (NICHD Early Child Care Research Network, 1997).

Clarke-Stewart has also suggested that day care providers

Otherwise, children who attended day care had equally secure

should share the qualities of good parents:

attachments as their peers who remained at home.

As the children have gotten older, the research team has

t Caregivers should be responsive to the children’s needs and

measured their intellectual and social development. Those

actively involved in their activities.

studies have confirmed both positive and negative consequences

t Caregivers should not put undue restrictions on the children.

of time spent in day care. On the positive side, the children

who experienced day care have often performed better on

t Caregivers should have sufficient flexibility to recognize

differences among the needs of individual children.

standardized tests of, for example, memory and vocabulary

(Belsky et al., 2007). On the negative side, the children who

If these guidelines are followed, quality day care can be

experienced day care have often had more social and behavior

provided to all children whose parents work outside the home.

problems in their classrooms. However, the likelihood of social

problems depends on the exact type of day care. Children’s

t If you are trying to compare outcomes for children who

outcomes were better when they experienced quality day care

do and do not participate in day care, on what dimensions

(Belsky et al., 2010). But what does “quality” mean?

should you try to match the children?


Alison Clarke-Stewart
 (1993; Clarke-Stewart & Alhusen,

t How might you assess whether day care providers interact

2005), an expert on day care, has summarized the research

with children in appropriate ways?


F


This study confirms a general tendency for peer influence to


ea



A team of researchers wished to examine the impact of



tured


shift adolescents toward riskier behaviors. However, some


adults and peers on teenagers’ driving (Simons-Morton


adolescents are more susceptible to peer influence than


Stud



et al., 2011). To do so, the researchers outfitted the cars of


others—and that susceptibility has consequences. In a longitu-


newly licensed drivers (with a mean age of 16.4 years) with



y


dinal study, students who were more susceptible to their close


equipment that recorded the details of the teens’ driving.


friends’ influence at the study’s outset were more likely to have


The equipment allowed the researchers to determine when


problems with drugs and alcohol one year later (Allen et al.,


the teens’ driving had resulted in crashes or near crashes. The


2006). Note, once again, that adolescence need not be a time of


cars also had video cameras that enabled the researchers


storm and stress. However, research of this type indicates the


to determine whether the teens’ passengers were adults or


patterns of behavior that put some adolescents at risk.


friends. The teens provided ratings to indicate which of them



had risk-taking friends. In the 18-month period of the study,



the teens had 37 crashes and 242 near crashes. When the



Social Development in Adulthood



teens had an adult passenger, their crash/near crash rates


Erikson defined two tasks of adulthood as intimacy and gen-


were 75 percent lower than when they did not. Meanwhile,


erativity. Freud identified the needs of adulthood as Lieben und



among teens with risk-taking friends, the crash/near crash



Arbeiten,
 or love and work. Abraham Maslow (1968, 1970) de-


rate was 96 percent higher!


scribed the needs of this period of life as love and belonging,
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However, heterosexual couples obtain more societal support

for their relationships (Herek, 2006). To combat a lack of so-

cial acceptance, homosexual couples often take special meas-

ures to maintain relationships, such as being publicly “out” as

a couple.

Each of these types of relationships increases the role of

family in adults’ social lives. Families also grow when individ-

uals decide to include children in their lives. What may sur-

prise you, however, is that the birth of children can often pose

a threat to the overall happiness of a couple (Lawrence et al.,

2007; Twenge et al., 2003). Why might that be? Researchers

have focused on differences in the way that men and women

make the transition to parenthood in heterosexual relationships

(Cowan & Cowan, 2000; Dew & Wilcox, 2011). In contempo-

rary Western society, marriages are more often founded on no-

tions of equality between men and women than was true in the

What might happen when an adolescent driver has risk-taking

past. However, children’s births can have the effect of pushing

friends as his passengers?

husbands and wives in the direction of more traditional gender

roles. The wife may feel too much of the burden of child care;

the husband may feel too much pressure to support a family.

which, when satisfied, develop into the needs for success and

The net effect may be that, following the birth of a child, the

esteem. Other theorists label these needs as affiliation or social

marriage changes in ways that both spouses find to be negative.

acceptance and achievement or competence needs. The shared

In recent years, researchers have begun to study gay male and

core of these theories is that adulthood is a time in which both

lesbian couples raising children. As you might expect, homo-

social relationships and personal accomplishments take on

sexual relationships are less troubled by concerns about gender

special priority. This section will track these themes across the

roles in the context of parenting (Goldberg & Perry-Jenkins,

breadth of adulthood.

2007; Patterson, 2002). Even so, in parallel to results for het-

erosexual couples, a study of lesbian couples found decreasing

Intimacy

Erikson described intimacy
 as the capacity to

love and increasing conflict across the transition to parenthood

make a full commitment to another person. Intimacy, which

(Goldberg & Sayer, 2006).

can occur in both friendships and romantic relationships, re-

For many couples, satisfaction with the marriage con-

quires openness, courage, ethical strength, and usually some

tinues to decline because of conflicts as the child or children

compromise of one’s personal preferences. Research has con-

sistently confirmed Erikson’s supposition that social intimacy

is a prerequisite for a sense of psychological well-being across

the adult life stages (Kesebir & Diener, 2008). Chapters 11 and

16 discuss the forces that affect people’s particular choices

for friends, romantic partners, and sexual partners. Here,

the focus is on the role intimate relationships play in social

development.

Young adulthood is the period in which many people

enter into marriages or other stable relationships. In 2010,

13.6 percent of 20- to 24-year-olds were married; among 25-

to 29-year-olds that figure increased to 38.2 percent (U.S.

Census Bureau, 2011). In addition, many other individuals

live with partners to whom they are not married. In 2007,

4.9 percent of U.S. households had opposite-sex partners, and

0.7 percent of households had same-sex partners (U.S. Cen-

sus Bureau, 2008). In recent years, some states have allowed

same-sex couples to enter into civil commitments or legal

marriages. Researchers try to understand the consequences of

all these types of relationships for social development in adult-

hood. For example, research attention has focused on differ-

ences and similarities between heterosexual and homosexual

couples (Balsam et al., 2008; Roisman et al., 2008). Studies

suggest that the strategies heterosexuals and homosexuals use

to maintain relationships over time have much in common:

Both types of couples try to remain close by, for example,

sharing tasks and activities together (Haas & Stafford, 2005).


intimacy
 The capacity to make a full commitment—sexual, emotional,

What factors have an impact on marital happiness and the

and moral—to another person.

likelihood that couples will stay together?

Social Development across the Life Span


287



pass through their adolescent years. Contrary to the cultural

Note also that in a sample of 2,507 adults between the ages

stereotype, many parents look forward to the time when their

of 35 and 74, higher generativity was associated with greater

youngest child leaves home and leaves them with an “empty

reports of well-being along dimensions such as self-acceptance

nest” (Gorchoff et al., 2008). Parents may enjoy their children

and personal growth (Rothrauff & Cooney, 2008).

most when they are no longer under the same roof. Are you dis-

Late adulthood is a time when goals are shifted; priori-

couraged from having children? I certainly hope not! The goal,

ties change when the future does not apparently flow as freely.

as always, is to make you aware of research that can help you

Across that change in priorities, however, older adults preserve

anticipate and interpret the patterns in your own life.

their sense of the value of their lives. Erikson defined the last

You’ve now learned that marriages are happier, on the

crisis of adulthood to be the conflict between ego integrity and

whole, when the spouses reach late adulthood. However, you’re

despair. The data suggest that few adults look back over their

certainly aware that many marriages end in divorce long be-

lives with despair. In fact, people report more emotional well-

fore late adulthood arrives. Researchers would like to be able to

being as they age (Carstensen et al., 2011). Most older adults

determine which couples are fundamentally mismatched and

review their lives—and look to the future—with a sense of

which couples could avoid divorce (Amato, 2010). Studies that

wholeness and satisfaction.

follow couples over time have identified a number of factors

We have worked our way through the life span by con-

that put marriages at risk, including frequent conflict, infidel-

sidering social and personal aspects of childhood, adoles-

ity, and low levels of love and trust.

cence, and adulthood. To close out the chapter, let’s consider

Let’s conclude this section where we began, with the idea

two particular domains in which experience changes over

that social intimacy is a prerequisite for psychological well-

time, the domains of sex and gender differences and moral

being. What matters most is not the quantity of social interac-

development.

tion but the quality. As you grow into older adulthood, you

will begin to protect your need for intimacy by selecting those

individuals who provide the most direct emotional support.


Stop
 and
 Review


Let’s turn now to a second aspect of adult development,

generativity.

At what life stage did Erik Erikson suggest people

navigate the crisis of intimacy versus isolation?


Generativity


Those people who have established an ap-

What long-term consequences have been

propriate foundation of intimate relationships are most often

demonstrated for children’s early attachment quality?

able to turn their focus to issues of generativity.
 This is acom-

What dimensions define parenting styles?

mitment beyond oneself to family, work, society, or future

In what levels of peer relationships do adolescents

generations—typically a crucial step in development in one’s

engage?

30s and 40s (Whitbourne et al., 2009). An orientation toward

What impact does the birth of a child often have on

the greater good allows adults to establish a sense of psycho-

marital satisfaction?

logical well-being that offsets any longing for youth. Let’s con-

sider an example of how generativity functions in an academic


CRITICAL THINKING


setting.

Recall the study that examined

risk taking by teenage drivers. Why might the researchers


Fe


focused on newly licensed drivers?


a



Many professors play an important role as mentors for



tured



younger colleagues. A team of researchers wished to dem-



Study
 and Review
 on MyPsychLab



Stud



onstrate that professors’ individual levels of generativity



would help predict how successful they would be in their



y



mentorship roles (Zacher et al., 2011). A research assistant to



each of 128 professors provided information about each pro-



fessor’s level of generativity by responding to questions like,



SEX AND GENDER



“My supervisor devotes more energy to building up the next



generation of scientists than to getting ahead him-/herself”



DIFFERENCES



(p. 244). The research assistants also evaluated the profes-



sors’ success as mentors. The data suggested that profes-


One type of information most children begin to acquire in the


sors higher in generativity were able to remain successful as


first few months in life is that there are two categories of people


mentors later in life than professors with lower generativity.


in their social world: males and females. Over time, children

learn that there are many respects in which the psychological

This study illustrates how people with greater generativ-

experiences of males and females are quite similar. However,

ity continue to pass along their wisdom to future generations.

when differences do occur, children acquire an understanding

that some of those differences arise from biology and others

arise from cultural expectations. Biologically based character-

istics that distinguish males and females are referred to as sex



generativity
 A commitment beyond one’s self and one’s partner to


differences.
 These characteristics include different reproduc-

family, work, society, and future generations; typically, a crucial

state in development in one’s 30s and 40s.

tive functions and differences in hormones and anatomy. How-


sex difference
 One of the biologically based characteristics that

ever, the first differences children perceive are entirely social:

distinguish males from females.

They begin to sense differences between males and females well
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before they understand anything about anatomy. In contrast to


suggested an origin for the difference in these judgments:


biological sex, gender
 is a psychological phenomenon referring


Women showed relatively more activity in regions of the


to learned sex-related behaviors and attitudes. Cultures vary


brain, such as the amygdala (see Chapter 3), that play a


in how strongly gender is linked to daily activities and in the


role in emotional responses. The relatively lower activity of


amount of tolerance for what is perceived as cross-gender


men’s emotion areas may have resulted in less appreciation


behavior. In this section, we consider both sex differences and


of the humor.


gender development: the nature and nurture of children’s sense

of maleness or femaleness.

Further studies of the brain at work confirm sex differences

in the encoding and recognition of emotionally laden stimuli

(Cahill et al., 2004; Derntl et al., 2010). These studies sug-


Sex Differences


gest that some of the behavioral differences that set men and

Starting at about six weeks after conception, male fetuses be-

women apart can be traced to biological differences rather than

gin to diverge from female fetuses when the male testes de-

to cultural roles.

velop and begin to produce the hormone testosterone
 . The

presence or absence of testosterone plays a critical role in de-

termining whether a child will be born with male or female


Gender Identity and Gender Stereotypes


anatomy. Prenatal exposure to testerone also plays an impor-

You have just seen that important aspects of men’s and

tant role in establishing sex-typical behaviors and character-

women’s behavior are shaped by biological differences. How-

istics (Hines, 2011). Reserachers have carried out studies in

ever, cultural expectations also have an important impact on

which they determine the level of testosterone in the amniotic


gender identity
 —an individual’s sense of maleness or female-

fluid of each individual participant. The researchers have cor-

ness. Very early in life, children start to understand that the

related those fetal testosterone levels with, for example, the

world is divided into two genders (Martin & Ruble, 2010). For

quality of each boy’s or girl’s social relationships when they

example, 10- to 14-month-old children already demonstrate a

were 4 years old (Knickmeyer et al., 2005). In general, boys

preference for a video showing the abstract movements of a

had higher levels of fetal testosterone than girls. Against that

child of the same sex (Kujawski & Bower, 1993). In their ear-

background, individuals’ higher levels of fetal testosterone

liest years, children begin to understand that they are either

were associated with poorer social relationships for both boys

boys or girls—they settle into their gender identity. At the same

and girls. These results suggest that the extent to which indi-

time, they acquire knowledge of gender stereotypes,
 which are

viduals conform to expectations for male and female behavior

beliefs about attributes and behaviors regarded as appropriate

may depend, in part, on their prenatal hormonal environment

for males and females in a particular culture.

(Morris et al., 2004).

Researchers have documented the time course with which

Brain scans have revealed consistent structural differences

most children acquire those gender stereotypes (Martin &

between men’s and women’s brains. Men typically have big-

Ruble, 2010). Through the preschool years, children’s experi-

ger brains than women (Lenroot & Giedd, 2010). Appropriate

ence in the world provides them with knowledge about cul-

comparisons across the sexes adjust for that overall variation.

tural expectations for men and women. Between ages 5 and 7,

The differences that remain after those adjustments are in-

children consolidate that knowledge into gender stereotypes. In

triguing with respect to behavioral dissimilarities between men

fact, those are the years of the children’s greatest rigidity with

and women. For example, MRI scans reveal that the regions of

respect to those stereotypes. For example, one study assessed

the frontal lobe that play an important role in regulating so-

children’s gender stereotypes by asking them to indicate which

cial behavior and emotional functioning are relatively bigger in

children “like to play toy shop” or “are cruel and hurt others on

women than in men (Welborn et al., 2009). To confirm that sex

purpose” (Trautner et al., 2005). For each statement, children

differences of this type are biological—rather than the product

dropped cards into different boxes that represented only males
 ,

of a lifetime of experience as men or women in particular cul-


more males than females
 , equal numbers of males and females
 ,

tural roles—researchers have undertaken similar studies with


more females than males
 , or only females
 . Children of ages 5

children and adolescents (Lenroot et al., 2007). Those studies

to 7 gave the most “only” responses, indicating the strongest

confirm that sex differences emerge in the brain as a part of

gender stereotypes. Older children showed more flexibility in

ordinary biological development.

their thinking about gender and behavior. That is, they were

Other analyses of sex differences focus on the distinct ways

more likely to indicate that both males and females engage in

in which men’s and women’s brains accomplish cognitive and

a variety of behaviors. Thus, by around age 8, children have

emotional tasks (Canli et al., 2002). Consider the brain proc-

begun to understand that there are also similarities between

esses engaged when the two sexes view humorous pictures.

boys and girls.


Fea
 Fifteen men and 14 women underwent fMRI scans while



tured



viewing 80 funny and 80 neutral pictures (Kohn et al., 2011).



gender
 A psychological phenomenon that refers to learned sex-related


Stud



After viewing each image for 7 seconds, the participants


behaviors and attitudes of males and females.


answered “How funny was this picture?” on a scale of 1



y



gender identity
 One’s sense of maleness or femaleness; usually


to 5. Overall, women found more humor in the funny pic-


includes awareness and acceptance of one’s biological sex.


tures than did the men (with average ratings of 3.79 versus



gender stereotype
 Belief about attributes and behaviors regarded as


3.48). The women’s and men’s patterns of brain activities


appropriate for males and females in a particular culture.

Sex and Gender Differences
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How do children acquire the information that leads to

gender identity and gender stereotypes? Parents provide one

ready source. Parents dress their sons and daughters differently,

give them different kinds of toys to play with, and communi-

cate with them differently. When parents play with their chil-

dren, they consider some toys to be “masculine” and some to

be “feminine.” When they play with their children, they are

more likely to choose gender-appropriate toys—though that

preference may be stronger for play with boys than for play

with girls (Wood et al., 2002). In general, children receive en-

couragement from their parents to engage in sex-typed activi-

ties (McHale et al., 2003).

Peers provide another important sources of gender so-

cialization. Eleanor Maccoby
 (2002) argues, for example, that

young children are segregationists—they seek out peers of the

same sex even when adults are not supervising them or in spite

of adult encouragement for mixed-group play. Maccoby believes

How do parents and peers influence children’s acquisition of

that many of the differences in gender behavior among children

gender roles?

are the results of peer relationships. In fact, boys and girls show

consistent differences in their patterns of social interaction.

For example, at least by the age of 6, boys prefer to interact in

masculine or feminine. With respect to nurture, the researchers

groups, whereas girls prefer one-on-one interactions (Benenson

considered differences among the behaviors of both parents and

et al., 1997; Benenson & Heath, 2006). Girls are more likely to

peers. Parents who have less flexible gender stereotypes may

engage in social conversations and disclose information about

also have children who produce more gender-typed behavior.

themselves; boys are more likely to engage in rough-and-tumble

In addition, children may seek friends who are similar to them

play (Rose & Rudolph, 2006). These differences continue as

with respect to their levels of gender-typed behavior—creating

children grow older. The friendships of adolescent girls are

a context for those behaviors to be stable over time.

likely to display greater intimacy and more self-disclosure; the

We have briefly considered how and why it is that boys

friendships of adolescent boys are likley to display more compe-

and girls experience social development in different fashions.

tition and excitement (Perry & Pauletti, 2011).

Let’s now consider moral development.

We have been considering factors that affect gender devel-

opment across all children. However, as with other domains of

development, it’s important to acknowledge individual differ-


Stop
 and
 Review


ences among children. Consider a study that examined chil-

dren’s gender-typed behaviors over a six-year period.

What is the distinction between sex differences and

gender differences?


Fe


What does research suggest about differences in brain


a



The mothers of 5,501 children provided information about



tured


activity between men and women for the processing of


their gender-typed behaviors when the children were age 2



Stud



(Golombok et al., 2008). The mothers completed the
 Preschool

humorous pictures?

Activities Inventory (PSAI), which asked them to indicate, for


In what ways are young children “segregationists”?


y



example, how often their children had played with jewelry or



CRITICAL THINKING



engaged in fighting in the last month. The mothers provided


Recall the study on the stability


PSAI ratings again when their children were 3 and 5 years old.


of gender-typed behaviors. Why might the researchers have


When the children were 8, they reported their own behavior by


switched to self-reports from the children at age 8?


completing the
 Children’s Activities Inventory (CAI). For this in-



Study
 and Review
 on MyPsychLab



ventory, children listened to pairs of statements that described



different types of children: “Some children play with jewelry. . . .



but other children don’t play with jewelry” (p. 1586). The chil-



dren indicated how similar they felt to the two types of children.



MORAL DEVELOPMENT



Based on these longitudinal assessments, the researchers con-



cluded that the likelihood that individual children will engage


So far we have seen, across the life span, how important it is to


in gender-typed behavior remains very stable over time. For


develop close social relationships. Let’s now consider another


example,
 Figure 10.10 plots children’s PSAI scores at age 3


aspect of what it means to live as part of a social group: On


against their CAI scores at age 8. You can see a strong match


many occasions you must judge your behavior according to the


between children’s scores at the two ages.


needs of society, rather than just according to your own needs.

This is the basis of moral behavior.
 Morality
 is a system of

Why is the children’s behavior so stable? The researchers

pointed to both nature and nurture. With respect to nature,


morality
 A system of beliefs and values that ensures that individuals

the researchers suggested that children may experience prena-

will keep their obligations to others in society and will behave in

tal environments that cause their brains to be relatively more

ways that do not interfere with the rights and interests of others.
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Boys


situations that have recurred across human history. For exam-

ple, many early human endeavors (such as killing large game or

defending territory) required cooperation among large groups

of people. Thus, it was adaptive for humans to evolve a disposi-

6200

tion “to resolve fundamental social dilemmas in cooperative


I


ways” (Krebs, p. 154). In contemporary times, moral questions

6000

often have a dimension of self-interested versus cooperative

behavior: Should a person drive his or her car less so that eve-

ryone can breathe cleaner air? The evolutionary perspective


Mean of CA
 5800

suggests that our reflexive responses to such questions is part of

our genetic inheritance (Haidt, 2007).

However, even if people share some evolved moral re-

5600

sponses, what constitutes moral and immoral behavior in par-

ticular situations can become a matter of heated public debate.

Perhaps it is no coincidence, therefore, that the study of moral

40-44 45-49 50-54 55-59 60-64 65-69 70-74 75-79 80-84

development has also proved to be controversial. The con-


PSAI Score


troversy begins with the foundational research of Lawrence

Kohlberg.


Girls


5500


Kohlberg’s Stages of Moral Reasoning



Lawrence Kohlberg
 (1964, 1981) founded his theory of moral

5000

development by studying moral reasoning
 —the judgments peo-

ple make about what courses of action are correct or incorrect in


I


particular situations. Kohlberg’s theory was shaped by the earlier

4500

insights of Jean Piaget (1965), who sought to tie the development

of moral judgment to a child’s general cognitive development.


Mean of CA
 4000

In Piaget’s view, as the child progresses through the stages of

cognitive growth, he or she assigns differing relative weights

to the consequences
 of an act and to the actor’s intentions
 . For

3500

example, to the preoperational child, someone who breaks

10 cups accidentally is “naughtier” than someone who breaks

one cup intentionally. As the child gets older, the actor’s inten-

15-19 20-24 25-29 30-34 35-39 40-44 45-49 50-54 55-60

tions weigh more heavily in the judgment of morality.


PSAI Score


Kohlberg expanded Piaget’s view to define stages of moral

development. Each stage is characterized by a different basis


FIGURE 10.10
 The Stability of Gender-Typed

for making moral judgments (see Table 10.7
 on page 292). The

Behavior over Time

lowest level of moral reasoning is based on self-interest; higher

Mothers indicated children’s gender-typed behavior on the PSAI

levels center on social good, regardless of personal gain. To

at age 3, and children indicated their own behaviors at age 8.

document these stages, Kohlberg used a series of dilemmas that

For each group of children who scored in a particular PSAI range

pit different moral principles against one another:

at age 3 (with lower scores indicating more stereotypically


In one dilemma, a man named Heinz is trying to


feminine behavior), the researchers calculated their mean CAI


help his wife obtain a certain drug needed to treat


value at age 8. The plot shows that children’s levels of gender-

typed behavior were quite similar at the two points in time.

From “Longitudinal general population study of sex-typed behavior in boys

and girls: A longitudinal general population study of children aged 2.5–8 years”

by Susan Golombok, John Rust, Karyofyllis Zervoulis, Tim Croudace,

Jean Golding and Melissa Hines, Child Development
 , September 1, 2008,

pages 1583–1593, copyright © 2008 by the Society for Research in Child

Development. Reprinted by permission of John Wiley and Sons.

beliefs, values, and underlying judgments about the rightness

or wrongness of human acts.

Before we consider how moral development unfolds for

each individual, we want to consider the question for the whole

human species: How did morality evolve? To answer that ques-

tion, contemporary researchers have built on Charles Darwin’s

foundational observations about how humans function as a

social species (Krebs, 2008). From an evolutionary perspec-

tive, moral behaviors are consequences of adaptive solutions to

Moral Development
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Table 10.7 t
 Kohlberg’s Stages of Moral Reasoning


Levels and Stages



Reasons for Moral Behavior



I Preconventional morality


Stage 1 Pleasure/pain orientation

To avoid pain or not to get caught

Stage 2 Cost–benefit orientation; reciprocity—an eye for an eye

To get rewards


II Conventional morality


Stage 3 Good-child orientation

To gain acceptance and avoid disapproval

Stage 4 Law and order orientation

To follow rules, avoid censure by authorities


III Principled morality


Stage 5 Social contract orientation

To promote the society’s welfare

Stage 6 Ethical principle orientation

To achieve justice and avoid self-condemnation

Stage 7 Cosmic orientation

To be true to universal principles and feel oneself part of a cosmic direction that

transcends social norms


her cancer. An unscrupulous druggist will only sell it


found in all cultures (Gibbs et al., 2007). Let’s turn now to con-


to Heinz for ten times more than what the druggist


temporary research that enlarges Kohlberg’s theory to include


paid. This is much more money than Heinz has and


considerations of gender and culture.


more than he can raise. Heinz becomes desperate,



breaks into the druggist’s store, and steals the drug




Gender and Cultural Perspectives




for his wife. Should Heinz have done that? Why? An




on Moral Reasoning




interviewer probes the participant for the reasons for


Most critiques of Kohlberg’s theory take issue with his claims


the decision and then scores the answers.


of universality: Kohlberg’s later stages have been criticized

The scoring is based on the reasons
 the person gives for the

because they fail to recognize that adult moral judgments

decision, not on the decision itself. For example, someone who

may reflect different, but equally moral, principles. In a well-

says that the man should steal the drug because of his obliga-

known critique, Carol Gilligan
 (1982) argued that Kohlberg

tion to his dying wife or that he should not steal the drug be-

overlooked potential differences between the habitual moral

cause of his obligation to uphold the law (despite his personal

judgments of men and women. Gilligan proposed that wom-

feelings) is expressing concern about meeting established obli-

en’s moral development is based on a standard of caring for


gations and is scored at Stage 4.


others
 and progresses to a stage of self-realization, whereas

Four principles govern Kohlberg’s stage model: (1) An

men base their reasoning on a standard of justice.
 Research

individual can be at only one stage at a given time; (2) every-

has confirmed that concerns about caring and justice are rel-

one goes through the stages in a fixed order; (3) each stage is

evant to moral reasoning—but not that these concerns are

more comprehensive and complex than the preceding; and

found especially in women or in men (Jaffee & Hyde, 2000).

(4) the same stages occur in every culture. Kohlberg inherited

Although Gilligan’s specific proposals have received limited

much of this stage philosophy from Piaget, and, in fact, the

support, men and women do appear to differ in some aspects

progression from Stages 1 to 3 appears to match the course

of moral reasoning. For example, women tend to display more

of normal cognitive development. The stages proceed in or-

awareness of how their actions affect other people, an abil-

der, and each can be seen to be more cognitively sophisticated

ity that is called moral sensitivity
 (You et al., 2011). In addi-

than the preceding. Almost all children reach Stage 3 by the

tion, men and women show differences in brain activity when

age of 13.

they view images (for example, an injured child) that cause an

Much of the controversy with Kohlberg’s theory occurs be-

emotional response of compassion (Mercadillo et al., 2011).

yond Stage 3. In Kohlberg’s original view, people would continue

These brain differences likely relate to the more general sex

their moral development in a steady progression beyond level 3.

differences in emotional processing you encountered earlier

However, not all people attain Stages 4 to 7. In fact, many adults

in the chapter.

never reach Stage 5, and only a few go beyond it. The content of

Cross-cultural research has also expanded researchers’

Kohlberg’s later stages appears to be subjective, and it is hard to

understanding about the range of concerns that contribute

understand each successive stage as more comprehensive and

to moral reasoning (Gibbs et al., 2007; Sachdeva et al., 2011).

sophisticated than the preceding. For example, “avoiding self-

One analysis has identified three types of concern (Jensen,

condemnation,” the basis for moral judgments at Stage 6, does

2008). The first set of concerns relates to autonomy:
 “A fo-

not seem obviously more sophisticated than “promoting socie-

cus on people who have needs, desires, and preferences”; “the

ty’s welfare,” the basis for Stage 5. Furthermore, Kohlberg’s own

moral goal is to recognize” people’s right “to the fulfillment

research ultimately demonstrated that the higher stages are not

of these needs and desires” (Jensen, 2008, p. 296). The second
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set of concerns relates to community:
 A focus on people “as


Stop
 and
 Review


members of social groups such as family, school, and nation”;

the moral goal is “the fulfillment of role-based duties to oth-

What are the three major levels of moral reasoning in

ers, and the protections and positive functioning of social

Kohlberg’s theory?

groups.” The third set of concerns relates to divinity:
 A focus

What distinction did Carol Gilligan believe separates the

“on people as spiritual or religious entities”; “the moral goal is

moral reasoning of men and women?

for the self to become increasingly connected to . . . [the] pure

What are three types of concerns people may bring to

or divine.”

circumstances of moral reasoning?

If you think through these three types of concerns you

can see how their importance might vary cross-culturally.


CRITICAL THINKING


Consider the study that looked at

Consider this situation: You see a stranger at the side of the

moral judgments by children and adolescents in Columbia.

road with a flat tire. Should you stop to help? Suppose you

Why might the researchers have chosen scenarios that in-

say no. Is that immoral? If you have grown up in the United

volved revenge?

States, you probably think helping, under these circumstances,

is a matter of personal choice, so it isn’t immoral. But if you


Study
 and Review
 on MyPsychLab


had grown up in India, in a culture that puts considerably

more emphasis on interdependence and mutual assistance,

you probably would
 view a failure to help as immoral (Miller

et al., 1990).

It’s also important to recognize that people’s life experi-


LEARNING TO AGE


ences will have an impact on their judgments. Consider indi-


SUCCESSFULLY


viduals who have grown up in circumstances of great violence.


F


Let’s now review some of the themes of this chapter, to form


ea



The researchers recruited a group of children and



t


a prescription for successful aging. Early in the chapter, I en-


ured



adolescents from a highly impoverished area in Bogotá,


couraged you to think of development as a type of change


Stud



Columbia (Posada & Wainryb, 2008). A large majority of


that always brings with it gains and losses. In this light, the


the participants (88 percent) had witnessed or experienced



y


trick to prospering across the life span is to solidify one’s


some severe type of violence: They had, for example, seen


gains and minimize one’s losses. Many of the changes that are


people shot at, shot, or killed. The researchers first asked


stereotypically associated with aging are functions of disuse


the participants to share their moral judgments in the ab-


rather than decay. The fundamental advice is straightforward:


stract. The participants answered questions like, “Is it okay


Keep at it!


or not okay to take other people’s things?” On such abstract


How can older adults cope successfully with whatever


questions, all the participants presented responses based on


changes inevitably accompany increasing age? Success-


norms of justice. They indicated, for example, that it would


ful aging might consist of making the most of gains while


not be okay to steal. However, the pattern changed when


minimizing the impact of the normal losses that accompany


the participants made similar judgments in concrete con-


aging. This strategy for successful aging, proposed by psy-


texts. For example, the participants read a scenario in which


chologists Paul Baltes
 and Margaret Baltes,
 is called selec-



15-year-old Julio had the opportunity to steal a bicycle from



tive optimization with compensation
 (Baltes et al., 1992;


one of “the people who hurt his father and his brother and


Freund & Baltes, 1998). Selective
 means that people scale


forced his family to move” (p. 886). After hearing that sce-


down the number and extent of their goals for themselves.


nario, participants often indicated their belief that Julio would



Optimization
 refers to people exercising or training them-


steal the bicycle. In addition, despite their general aversion


selves in areas that are of highest priority to them. Compen-



to stealing, many participants approved of that behavior in



sation
 means that people use alternative ways to deal with


this concrete instance.


losses—for example, choosing age-friendly environments.

Let’s consider an example:

The researchers note that the participants’ violent life ex-


When the concert pianist [Arthur] Rubinstein was


periences have not completely overwhelmed ordinary moral


asked, in a television interview, how he managed to


development: “Even the impoverished environments of


remain such a successful pianist in his old age, he


war and displacement present youths with opportunities


mentioned three strategies: (1) In old age he performed


for reflecting on the intrinsic features of actions that harm


fewer pieces, (2) he now practiced each piece more


others” (p. 896). Still, the researchers speculate that, because


frequently, and (3) he produced more ritardandos


of their impact on moral judgments, “contexts underscoring


[slowings of the tempo] in his playing before fast


revenge might give rise to cycles of violence” (p. 896). The


segments, so that the playing speed sounded faster


same behavior that seems very wrong framed against one

set of moral concerns may look very right framed against

another.

We have now visited several domains in which people un-


selective optimization with compensation
 A strategy for successful

dergo developmental change. The final section of the chapter

aging in which one makes the most gains while minimizing the

offers some thoughts for your future.

impact of losses that accompany normal aging.

Learning To Age Successfully
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than it was in reality. These are examples of selection


perspective originated in research on the aging process, it is a


(fewer pieces), optimization (more practice), and


good way to characterize the choices you must make through-


compensation (increased use of contrast in speed).


out your life span. You should always try to select the goals

(Baltes, 1993, p. 590)

most important to you, optimize your performance with re-

spect to those goals, and compensate when progress toward

This example provides a template for how you might think

those goals is blocked. That’s the final bit of advice about life

about your own life. Although the selective optimization

span development. I hope you will age wisely and well!



Recapping Main Points




Studying Development



Social Development across the Life Span


t Researchers collect normative, longitudinal, and cross-

t Social development takes place in a particular cultural context.

sectional data to document change.

t Erik Erikson conceptualized the life span as a series of

crises with which individuals must cope.


Physical Development across the Life Span


t Children begin the process of social development with

different temperaments.

t Environmental factors can affect physical development

while a child is still in the womb.

t Socialization begins with an infant’s attachment to a caregiver.

t Newborns and infants possess a remarkable range of

t Failure to make this attachment leads to numerous physical

capabilities: They are prewired for survival.

and psychological problems.

t Through puberty, adolescents achieve sexual maturity.

t Adolescents must develop a personal identity by forming

comfortable social relationships with parents and peers.

t Some physical changes in late adulthood are consequences

of disuse, not inevitable deterioration.

t The central concerns of adulthood are organized around the

needs of intimacy and generativity.


Cognitive Development across the Life Span


t People become less socially active as they grow older

because they selectively maintain only those relationships

t Piaget’s key ideas about cognitive development include

that matter most to them emotionally.

development of schemes, assimilation, accommodation,

and the four-stage theory of discontinuous development.

t People assess their lives, in part, by their ability to

contribute positively to the lives of others.

The four stages are sensorimotor, preoperational, concrete

operational, and formal operational.


Sex and Gender Differences


t Many of Piaget’s theories are now being altered by

ingenious research paradigms that reveal infants and young

t Research has revealed biologically based sex differences

children to be more competent than Piaget had thought.

between the brains of men and women.

t Children develop a theory of mind, which is the ability to

t Children’s gender stereotypes are most rigid between ages

explain and predict other people’s behavior based on an

5 and 7.

understanding of their mental states.

t Beginning at birth, parents and peers help bring about the

t Cross-cultural research has questioned the universality of

socialization of gender roles.

cognitive developmental theories.

t Age-related declines in cognitive functioning are typically


Moral Development


evident in only some abilities.

t Kohlberg defined stages of moral development.

t Subsequent research has evaluated gender and cultural


Acquiring Language


differences in moral reasoning.

t Many researchers believe that humans have an inborn

language-making capacity. Even so, interactions with adult


Learning to Age Successfully


speakers is an essential part of the language acquisition

t Successful cognitive aging can be defined as people

process.

optimizing their functioning in select domains that are of

t Like scientists, children develop hypotheses about

highest priority to them and compensating for losses by

the meanings and grammar of their language. These

using substitute behaviors.

hypotheses are often constrained by innate principles.
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KEY TERMS



accommodation (p. 269)

gender stereotype (p. 289)

phoneme (p. 275)

assimilation (p. 269)

generativity (p. 288)

physical development (p. 263)

attachment (p. 281)

germinal stage (p. 263)

psychosocial stage (p. 278)

centration (p. 270)

imprinting (p. 281)

puberty (p. 267)

child-directed speech (p. 276)

infant-directed speech (p. 276)

scheme (p. 269)

cognitive development (p. 269)

internalization (p. 273)

selective optimization

conservation (p. 271)

intimacy (p. 287)

with compensation (p. 293)

contact comfort (p. 283)

language-making capacity (p. 277)

sex difference (p. 288)

cross-sectional design (p. 262)

longitudinal design (p. 261)

social development (p. 278)

developmental age (p. 261)

maturation (p. 266)

socialization (p. 280)

developmental psychology (p. 261)

menarche (p. 267)

temperament (p. 281)

egocentrism (p. 270)

morality (p. 290)

teratogen (p. 264)

embryonic stage (p. 263)

normative investigation (p. 261)

theory of mind (p. 272)

fetal stage (p. 263)

object permanence (p. 269)

wisdom (p. 273)

gender (p. 289)

overregularization (p. 277)

zygote (p. 263)

gender identity (p. 289)

parenting style (p. 282)

Recapping Main Points
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1.
 Rachel just turned 4, but she has the language ability of


9.
 According to Erik Erikson, the major crisis of age 6 to

a 6-year-old. For language ability, Rachel’s _______ age is

puberty is

greater than her _______ age.

a. autonomy versus self-doubt.

a. chronological; normative

b. identity versus role confusion

b. developmental; cross-sectional

c. generativity versus stagnation.

c. developmental; chronological

d. competence versus inferiority.

d. chronological; developmental


10.
 As a mother, Lisbeth is high on the dimension


2.
 Your friend Pat says, “I’m sure Caroline recognized my

of demandingness and low on the dimension of

voice as soon as she was born.” If Pat is Caroline’s

responsiveness. This combination would be described

_______, Pat’s claim is probably correct.

as a(n) _______ style of parenting.

a. mother

c. mother or father

a. indulgent

c. neglecting

b. father

d. sister

b. authoritative

d. authoritarian


3.
 Jack and Jill are twins. Under most circumstances,


11.
 Which of these statements was not
 mentioned as a

you would expect that Jack would begin his pubescent

recommendation for quality day care?

growth spurt _______ Jill.

a. Children should be taught social problem-solving skills.

a. at the same time as

c. a year before

b. Children should have similar levels of intellectual

b. earlier than

d. later than

development.

c. Caregivers should not put undue restrictions on the


4.
 Tamara is a child whose thought is marked by egocentrism

children.

and centration. With respect to Piaget’s theory, you infer

d. Children should have a free choice of activities

that Tamara is in the _______ stage.

intermixed with explicit lessons.

a. sensorimotor

b. preoperational


12.
 Whereas _______ differences are affected by culture,

c. concrete operations

_______ differences are affected by biology.

d. formal operations

a. gender; sex

c. sex; identity

b. generativity; gender

d. sex; gender


5.
 You are testing 20-year-old Keith and his 45-year-old father,

Matthew. If they are both average members of their age


13.
 You are asked to guess whether 6-year-old Chris is a girl

groups, you’d expect Keith to show more _______ and

or boy. Which observation would most lead you to believe

Matthew to show more _______.

that Chris is a girl?

a. crystallized intelligence; fluid intelligence

a. Chris enjoys rough-and-tumble play.

b. wisdom; crystallized intelligence

b. Chris doesn’t like to engage in social conversations.

c. wisdom; fluid intelligence

c. Chris most enjoys one-on-one relationships.

d. fluid intelligence; wisdom

d. Chris prefers to have social interactions in groups.


6.
 You are examining data from an experiment on speech


14.
 For moral behavior, Gracie is most concerned about

perception. Participant 27 was able to hear a sound

following rules and avoiding the censure of authorities.

distinction that is used in Hindi but not in English. You

She is at the stage of _______ morality.

conclude the Participant 27 is least
 likely to be an

a. principled

c. preconventional

a. adult who is an English speaker.

b. cultural

d. conventional

b. infant in a Hindi-language environment.


15.
 Carol Gilligan criticized Kohlberg’s theory by arguing that

c. adult who is a Hindi speaker.

women are more focused on the standard of _______,

d. infant in an English-language environment.

whereas men are more focused on the standard


7.
 If Siyun believes that “mommy” applies to all women, that

of _______.

is an _______. If she believes that “mommy” applies only

a. caring for others; avoiding pain

to her own mother, that is an _______.

b. caring for others; justice

a. contrast; overextension

c. justice; caring for others

b. underextension; hypothesis

d. avoiding self-condemnation; justice

c. hypothesis; contrast

d. overextension; underextension


ESSAY QUESTIONS



8.
 Mona and Bianca are both 6-year-olds. Mona speaks

English. Bianca speaks both English and Turkish. You expect


1.
 What types of abilities signal that children are acquiring a

that _______ will have a bigger vocabulary in English and

theory of mind?

that _______ will show better executive control.


2.
 Why do deprivation and abuse have consequences for

a. Mona; Mona

social development?

b. Bianca; Mona


3.
 Why is it sometimes difficult to discriminate between sex

c. Mona; Bianca

differences and gender differences?

d. Bianca; Bianca
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your bodily functioning and help you survive. Why did

you get out of bed this morning? You may have been

hungry, thirsty, or cold. In each case, internal states of

Your alarm clock went off this morning. You would

have loved to hit the snooze button to get a few

extra minutes of sleep, but you dragged yourself

right out of bed. Why? Were you desperately hun-

deprivation trigger bodily responses that motivate you

gry? Did you have to complete some important assignment?

to take action to restore your body’s balance.

Had you made a date with someone who has captured your

t To account for behavioral variability.
 Why might you do

heart? When you consider the question “Why did I get out of

well on a task one day and poorly on the same task another

bed this morning?” you have arrived directly at the core ques-

day? Why does one child do much better at a competitive

tion of motivation:
 What makes you act as you do? What makes

task than another child with roughly the same ability and

you persistently try to attain some goals despite the high effort,

knowledge? Psychologists use motivational explanations

pain, and financial costs involved? Why, conversely, do you

when the variations in people’s performance in a constant

sometimes procrastinate too long before attempting to achieve

situation cannot be traced to differences in ability, skill,

other goals or give in and quit too soon?

practice, or chance. If you were willing to get up early this

It is the task of psychological researchers to bring theoretical

morning to get in some extra studying but your friend was

rigor to such questions of motivation. How might motivational

not, we would be comfortable describing you as being in a

states affect the outcome of a sports competition or an exam? Why

different motivational state than your friend.

do some people become overweight and others starve themselves

t To infer private states from public acts.
 You see someone

to death? Are our sexual behaviors determined by our genetic

sitting on a park bench, chuckling. How can you explain

heritage? In this chapter, you will learn that human actions are

this behavior? Psychologists and laypersons are alike in typ-

motivated by a variety of needs—from fundamental physiological

ically moving from observing some behavior to inferring

needs like hunger and thirst to psychological needs like personal

some internal cause for it. People are continually interpret-

achievement. But you will see that physiology and psychology are

ing behavior in terms of likely reasons for why it occurred

often not easy to separate. Even a seemingly biological drive such

as it did. The same rule applies to your own behaviors. You

as hunger competes with an individual’s need for personal control

often seek to discover whether your own actions are best

and social acceptance to determine patterns of eating.

understood as internally or externally motivated.

This chapter begins by providing you with a framework to

t To assign responsibility for actions.
 The concept of per-

understand general issues about the nature and study of moti-

sonal responsibility is basic in law, religion, and ethics.

vation. The bulk of the chapter looks in depth at three types of

Personal responsibility presupposes inner motivation and

motivation, each important in a different way and each vary-

the ability to control your actions. People are judged less

ing in the extent to which biological and psychological factors

responsible for their actions when (1) they did not intend

operate. These three are hunger, sex, and personal achievement.

negative consequences to occur, (2) external forces were


UNDERSTANDING MOTIVATION



Motivation
 is the general term for all the processes involved in

starting, directing, and maintaining physical and psychological ac-

tivities. The word motivation
 comes from the Latin movere,
 which

means “to move.” All organisms move toward some stimuli and

activities and away from others, as dictated by their appetites and

aversions. Theories of motivation explain both the general pat-

terns of “movement” of each animal species, including humans,

and the personal preferences and performances of the individual

members of each species. Let’s begin our analysis of motivation by

considering the different ways in which motivation has been used

to explain and predict species and individual behavior.


Functions of Motivational Concepts


Psychologists have used the concept of motivation for five basic

purposes:

t To relate biology to behavior.
 As a biological organism,

you have complex internal mechanisms that regulate


Watch
 the Video
 The Big Picture: What Drives Us?
 on MyPsychLab



Watch
 the Video
 The Basics: Theories of Emotion and Motivation
 on


MyPsychLab



motivation
 The process of starting, directing, and maintaining physical

and psychological activities; includes mechanisms involved

in preferences for one activity over another and the vigor and

What different motivational questions might be asked of this

persistence of responses.

individual’s behavior?
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powerful enough to provoke the behaviors, or (3) the

actions were influenced by drugs, alcohol, or intense

emotion. Thus a theory of motivation must be able to dis-

criminate among the different potential causes of behavior.

t To explain perseverance despite adversity.
 A final reason

psychologists study motivation is to explain why organ-

isms perform behaviors when it might be easier not to per-

form them. Motivation gets you to work or class on time

even when you’re exhausted. Motivation helps you persist

in playing the game to the best of your ability even when

you are losing and realize that you can’t possibly win.

You now have a general sense of the circumstances in

which psychologists might invoke the concept of motiva-

tion to explain and predict behavior. Before we turn to spe-

cific domains of experience, let’s consider general sources of

motivation.


Sources of Motivation


In 1999, cyclist Lance Armstrong won the Tour de France—

completing one of the most remarkable comebacks in sports

history. In 1996, Armstrong had been diagnosed with testicular

cancer that had spread to his lungs and brain. After enduring ag-

gressive chemotherapy, Armstrong chose to go back into train-

ing. Within three years, he was victorious in his sport’s most

prestigious event. In 2005, Armstrong won the Tour de France

for the seventh time in a row. Detractors had claimed that

the field he beat in 1999 was weak; his six additional victories

What combination of internal and external motivational forces

proved that he could repeatedly beat the world’s best cyclists.

may have helped cyclist Lance Armstrong to overcome cancer

Could you do what Lance Armstrong did? Could you

and win the Tour de France?

come back from a serious illness to challenge your body again?

Do you think that whatever motivated his behavior was some-

thing internal
 to him? Would it take a special set of life ex-

periences for someone to persevere in this manner? Or was

serve to restore equilibrium. Now consider what happens when

it something external,
 something about the situation? Would

an animal has been deprived of food for several hours. On

many or most people behave in this way if they were put in the

Hull’s view, such deprivation creates disequilibrium, or tension,


same situation? Or does his behavior represent an interaction


which arouses a drive. This drive activates the organism toward

of aspects of the person and features of the situation? To help


tension reduction;
 when the drive is satisfied or reduced—when

you think about the sources of motivation, I will explore this

homeostasis is restored—the organism ceases to act. Thus,

distinction between internal and external forces. Let’s begin

according to Hull, the food-deprived animal experiences a drive

with theories that explain certain types of behavior as arising

that motivates food-seeking and eating behaviors. The animal’s

from internal biological drives.

responses that have led to the food goal will be reinforced be-

cause they are associated with the tension reduction that eating


Drives and Incentives


Some forms of motivation seem

produces.

very basic: If you feel hungry, you eat; if you feel thirsty, you

Can tension reduction explain all motivated behavior?

drink. The theory that much important behavior is motivated

Apparently not. Let’s consider an experiment that demon-

by internal drives was most fully developed by theorist Clark


strated that hunger and thirst are not always rats’ most impor-


Hull
 (1884–1952). In Hull’s (1943, 1952) view, drives
 are in-

tant motivation.

ternal states that arise in response to an animal’s physiologi-

cal needs. Organisms seek to maintain a state of equilibrium,


F



Groups of either food- or water-deprived rats were placed
 e


or homeostasis,
 with respect to biological conditions (see


atured



in a square maze that consisted of nine equally sized units


Chapter 3, p. 68). Consider how your body responds to keep


with doorways that allowed passage between the units
 Stud


your temperature close to 98.6 °F: If you get too hot, you begin to


(Zimbardo & Montgomery, 1957). Each unit of the maze had


sweat; if you get too cold, you start to shiver. These mechanisms


y



a sunken bowl that could contain either water or food. Drive



theory would predict that the rats experiencing deprivation



would eat or drink at their first opportunity. However, rather



Watch
 the Video
 Classic Footage of Carl Rogers on Drive Theory
 on


than immediately reducing that tension, the rats often chose



MyPsychLab



to explore the maze instead. For example, rats that had been



drive
 Internal state that arises in response to a disequilibrium in an


deprived of food for 48 or 72 hours spent 80 percent of their


animal’s physiological needs.


first two minutes in the maze exploring the maze; they spent



homeostasis
 Constancy or equilibrium of the internal conditions


only 20 percent of their time eating.


of the body.
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In this experiment, it appeared that the rats began to satisfy

their hunger or thirst only once they had first satisfied their cu-

riosity. Researchers have provided several similar examples of

instances in which other motivational forces prevail over drive

reduction (Berlyne, 1960; Fowler, 1965).

These results illustrate why theorists came to believe that

internal drives are not the only source of motivation.

We know now that behavior is also motivated by


incentives
 —external stimuli or rewards that do not relate di-

rectly to biological needs. When the rats were attuned to ob-

jects in the environment rather than to their own internal

states, they demonstrated that their behavior was controlled by

incentives. Human behavior is also controlled by a variety of

incentives. Why do you stay up late watching YouTube videos

instead of getting a good night’s sleep? Why do you watch a

movie that you know will make you feel anxious or frightened?

Why do you eat junk food at a party even when you’re already

feeling full? In each case, elements of the environment serve as

incentives to motivate your behavior.

You can see already that behaviors find their origins in a

mixture of internal and external sources of motivation. Even

though rats might feel biological pressure to eat or drink, they

also indulge an impulse to explore a new environment. We

turn now to a different tradition of research on motivation, one

that focuses on species-specific instinctual
 behaviors.


Instinctual Behaviors and Learning


Why do organisms

behave the way they do? Part of the answer is that some as-

pects of a species’s behavior are governed by instincts,
 prepro-

grammed tendencies that are essential for the survival of their

species. Instincts provide repertories of behavior that are part of

Instinctive behaviors, like the nest-building practices of the

each animal’s genetic inheritance. Salmon swim thousands of

golden weaver, are motivated by genetic inheritance. What

miles back to the exact stream where they were spawned, leap-

instincts have theorists attributed to human practice?

ing up waterfalls until they come to the right spot, where the

surviving males and females engage in ritualized courtship and

mating. Fertilized eggs are deposited, the parents die, and, in

variation between cultures. Their observations contradicted

time, their young swim downstream to live in the ocean until,

theories that considered only the universals of inborn instincts.

a few years later, it is time for them to return to complete their

Within psychology, behaviorists objected to the circular

part in this continuing drama. Similarly remarkable activities

reasoning that often gave rise to claims about human instincts:

can be reported for most species of animals. Bees communicate

People are sympathetic because they have an instinct to be sym-

the location of food to other bees, army ants go on highly syn-

pathetic; sympathetic behavior confirms the existence of the in-

chronized hunting expeditions, birds build nests, and spiders

stinct. In addition, as we saw in Chapter 6, behaviorists provided

spin complex webs—exactly as their parents and ancestors did.

empirical demonstrations that important behaviors and emo-

Early theories of human function tended to overesti-

tions are learned rather than inborn. Human and nonhuman

mate the importance of instincts for humans. William James,

animals alike are highly sensitive to the ways in which stimuli

writing in 1890, stated his belief that humans rely even more

and responses are associated in the environment. If you want to

on instinctual behaviors than other animals (although human

explain why one animal performs a behavior and another does

instincts were generally not carried out with fixed-action pat-

not, you may need to know only that one animal’s behavior was

terns). He argued, for example, that humans have a host of

reinforced and the other’s was not. Under those circumstances,

social instincts for sympathy, modesty, sociability, and love.

you don’t need a separate account of motivation at all (that is,

By the 1920s, psychologists had compiled lists of over 10,000

it would be a mistake to say that one animal is “motivated” and

human instincts (Bernard, 1924). At this same time, however,

the other is not). Thus, if we wish to explain why particular

the notion of instincts as universal explanations for human be-

organisms behave in the way they do, it’s important to separate

havior was beginning to stagger under the weight of critical

out instinctual behaviors from the products of learning.

attacks. Cross-cultural anthropologists, such as Ruth Benedict

(1959) and Margaret Mead (1939), found enormous behavioral


Expectations and Cognitive Approaches to Motivation


One final look back to Chapter 6: We saw there that cognitively

oriented researchers have challenged the belief that instincts

and reinforcement history are sufficient to explain all the de-


incentive
 External stimulus or reward that motivates behavior although

it does not relate directly to biological needs.

tails of an animal’s behavior. Cognitive analyses of motivation


instinct
 Preprogrammed tendency that is essential to a species’

suggest that significant human motivation comes not from

survival.

objective realities in the external world but from subjective
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interpretations of reality. The reinforcing effect of a reward is

can begin to operate. When biological needs are pressing, other

lost if you don’t perceive that your actions obtained it. What

needs are put on hold and are unlikely to influence your ac-

you do now is often controlled both by what you think was

tions. When they are reasonably well satisfied, the needs at

responsible for your past outcomes and by what you believe

the next level— safety needs
 —motivate you. When you are no

is possible for you to do. In addition, cognitive analyses sug-

longer concerned about danger, you become motivated by at-


gest that humans are often motivated by expectations
 of future


tachment needs
 —needs to belong, to affiliate with others, to

events—what they anticipate the outcomes of actions will be.

love, and to be loved. If you are well fed and safe and if you feel

The importance of expectations in motivating behavior

a sense of social belonging, you move up to esteem needs
 —to

was developed by Julian Rotter
 (1954) in his social learning


like oneself, to see oneself as competent and effective, and to do


theory
 (Chapter 6 touched on social learning in the discussion

what is necessary to earn the esteem of others.

of observational learning ). For Rotter, the probability that you

At the top of the hierarchy are people who are nourished,

will engage in a given behavior (studying for an exam instead

safe, loved and loving, secure, thinking, and creating. These

of partying) is determined by your expectation
 of attaining a

people have moved beyond basic human needs in the quest for

goal (getting a good grade) that follows the activity and by the

the fullest development of their potentials, or self-actualization.



personal value
 of that goal. A discrepancy
 between expectations

A self-actualizing person is self-aware, self-accepting, socially

and reality can motivate an individual to perform corrective

responsive, creative, spontaneous, and open to novelty and

behaviors (Festinger, 1957; Lewin, 1936). Suppose you find

challenge, among other positive attributes.

that your own behaviors do not match the standards or values

Maslow’s theory is a particularly upbeat view of human

of a group to which you belong—you might be motivated to

motivation. At the core of the theory is the need for each indi-

change your behaviors to achieve a better fit with the group.

vidual to grow and actualize his or her highest potential. How-

You might, for example, be motivated to change your style of

ever, you know from your own experience that Maslow’s strict

dress or the music to which you listen to reduce the discrep-

hierarchy breaks down. You may, for example, have skipped

ancy between expectations and reality.

a meal so that you could help out a friend. You may have en-


Fritz Heider
 (1896–1988) outlined how expectations re-

dured the danger of a wilderness trek to boost your self-esteem.

late to internal and external forces of motivation. Heider (1958)

Even so, I hope Maslow’s scheme will enable you to bring some

postulated that the outcome of your behavior (a poor grade,

order to different aspects of your motivational experiences.

for example) can be attributed to dispositional forces,
 such as

You now have a general framework for understanding

lack of effort or insufficient intelligence, or to situational forces,


motivation. The remainder of the chapter will take a closer look

such as an unfair test or a biased teacher. These attributions

influence the way you will behave. You are likely to try harder

next time if you see your poor grade as a result of your lack of

effort, but you may give up if you see it as resulting from injus-

tice or lack of ability (Dweck, 1975). Thus the identification of

a source of motivation as internal or external may depend, in

part, on your own subjective interpretation of reality.

Let’s review the various sources of motivation. We began

with the observation that researchers can differentiate internal

and external factors that bring about behaviors. Drives, instincts,

and histories of learning are all internal sources of motivation

that affect behaviors in the presence of appropriate external

stimuli. Once organisms begin to think about their behaviors—

something humans are particularly prone to do—expectations

about what should or should not happen also begin to provide

motivation. Thinking animals can choose to attribute some mo-

tivations to themselves and others to the outside world.


A Hierarchy of Needs


Where does the need to belong, to form attachments and

We have now reviewed several sources of motivation. As a pre-

experience love, fit in Maslow’s hierarchy?

view for the rest of the chapter, we return to a more global

account of the domains in which motivational concepts apply.

The intent is to give you a general sense of the forces that could

guide your life.


Watch
 the Video
 What’s In It For Me?: Meeting Our Needs
 on

Humanist psychologist Abraham Maslow
 (1908–1970)


MyPsychLab


formulated the theory that basic motives form a hierarchy of



social learning theory
 The learning theory that stresses the role of


needs,
 as illustrated in Figure 11.1
 on page 302. In Maslow’s

observation and the imitation of behaviors observed in others.

(1970) view, the needs at each level of the hierarchy must be


hierarchy of needs
 Maslow’s view that basic human motives form a

satisfied—the needs are arranged in a sequence from primi-

hierarchy and that the needs at each level of the hierarchy must be

tive to advanced—before the next level can be achieved. At the

satisfied before the next level can be achieved; these needs progress

from basic biological needs to the need for self-actualization. Where

bottom of this hierarchy are the basic biological needs,
 such as

does the need to belong, to form attachments and experience love,

hunger and thirst. They must be met before any other needs

fit in Maslow’s hierarchy?

Understanding Motivation


301




FIGURE 11.1
 Maslow’s


Self-Actualization


Hierarchy of Needs

Needs to fulfill potential,

have meaningful goals

According to Maslow, needs at

the lower level of the hierarchy

dominate an individual’s motivation


Esteem


as long as they are unsatisfied.

Needs for confidence, sense

Once these needs are adequately

of worth and competence, self-

met, the higher needs occupy the

esteem and respect of others

individual’s attention.


Attachment


Needs to belong, to affiliate,

to love and be loved


Safety


Needs for security, comfort,

tranquility, freedom from fear


Biological


Needs for food, water, oxygen, rest,

sexual expression, release from tension

at three different types of behaviors that are influenced by in-

should you have before you make your prediction? The last

teractions of motives: eating, sexual performance, and personal

section gave you a way of organizing the extra information

achievement.

you need to acquire. You would want to know about internal


information. How much has the student eaten already? Is the

student trying to diet? You would also want to know about


external
 information. Is the pizza tasty? Are friends there to


Stop
 and
 Review


share the pizza and conversation? You can see already that

many motivational forces can influence even a simple outcome,

As you’re sitting on a bench, you see another student

such as whether someone is going to eat a slice of pizza. Let’s

go running by. Which function of motivational concepts

begin with some of the physiological processes that evolution

applies to how you interpret the situation?

has provided to regulate eating.

What does it mean for an organism to achieve

homeostasis?

Why did cross-cultural research cast doubt on claims


The Physiology of Eating


about human instincts?

When does your body tell you it’s time to eat? You have been

What distinction did Fritz Heider make with respect to

provided with a variety of mechanisms that contribute to your

explanations for outcomes?

physical sense of hunger or satiety. To regulate food intake ef-

What did Abraham Maslow mean by attachment

fectively, organisms must be equipped with mechanisms that ac-

needs?

complish four tasks: (1) detect internal food need, (2) initiate and

organize eating behavior, (3) monitor the quantity and quality


CRITICAL THINKING


Recall the experiment on food- or

of the food eaten, and (4) detect when enough food has been

water-deprived rats. Why was it important that each unit of

consumed and stop eating. Researchers have tried to understand

the maze could contain food or water?

these processes by relating them either to peripheral
 mechanisms

in different parts of the body, such as stomach contractions, or


Study
 and Review
 on MyPsychLab


to central
 brain mechanisms, such as the functioning of the hy-

pothalamus. Let’s look at these processes in more detail.


Peripheral Responses


Where do sensations of hunger come


EATING


from? Does your stomach send out distress signals to indicate

that it is empty? A pioneering physiologist, Walter Cannon


I am about to offer a slice of pizza to a student enrolled in my

(1871–1945), believed that gastric activity in an empty stomach

introductory psychology course. How likely do you think it is

was the sole basis for hunger. To test this hypothesis, Cannon’s

that the student will eat the slice of pizza? What information

intrepid student A. L. Washburn trained himself to swallow an
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uninflated balloon attached to a rubber tube. The other end

of the tube was attached to a device that recorded changes in

air pressure. Cannon then inflated the balloon in Washburn’s

stomach. As the student’s stomach contracted, air was expelled

from the balloon and activated the recording device. Reports of

Washburn’s hunger pangs were correlated with periods when

the record showed his stomach was severely contracted. Cannon

thought he had proved that stomach cramps were responsible

for hunger (Cannon, 1934; Cannon & Washburn, 1912).

Although Cannon and Washburn’s procedure was ingen-

ious, later research showed that stomach contractions are not

even a necessary condition for hunger. Injections of sugar into

the bloodstream will stop the stomach contractions but not the

hunger of an animal with an empty stomach. Human patients

who have had their stomachs entirely removed still experience

hunger pangs (Janowitz & Grossman, 1950), and rats without

stomachs still learn mazes when rewarded with food (Penick

Why do people tend to eat more food when a variety of tastes

et al., 1963). So, although sensations originating in the stomach

are available?

may play a role in the way people usually experience hunger,

they do not fully explain how the body detects its need for food

and is motivated to eat.

(Gao & Horvath, 2007). For example, rats with VMH lesions

Your empty stomach may not be necessary to feel hungry,

only overeat foods they find palatable; they strongly avoid

but does a “full” stomach terminate eating? Research has shown

foods that don’t taste good. Thus the VMH could not just be a

that gastric pressure caused by food—but not by an inflated bal-

simple center for signaling “eat more” or “don’t eat more”—the

loon—will cause an individual to end a meal (Logue, 1991). Thus

signal depends on the type of food. In fact, destruction of the

the body is sensitive to the source of pressure in the stomach.

VMH may, in part, have the effect of exaggerating ordinary

The oral experience of food also provides a peripheral source

reflex responses to food (Powley, 1977). If the rat’s reflex re-

of satiety
 cues—cues relevant to feelings of satiation or fullness.

sponse to good-tasting food is to eat it, its exaggerated response

You may have noticed that you become less enthusiastic about

will be to overeat. If the rat reflexively avoids bad-tasting food

the tastes of even your favorite foods over the course of a meal,

by gagging or vomiting, its exaggerated response could keep

a phenomenon called sensory-specific satiety
 (Remick et al.,

the rat from eating altogether. Researchers have also discovered

2009). This reduction in interest for foods as you eat them may

that two other regions of the hypothalamus, known as the arcu-


be one way in which your body regulates intake. However, the


ate nucleus
 (ARC) and the paraventicular nucleus
 (PVN), sup-

“specific” in sensory-specific satiety means that the satiety ap-

plement the roles of the VMH and LH to regulate eating.

plies to specific flavors and not to the food itself. In one experi-

Some of the most important information these hypotha-

ment, participants had reached satiety for particular foods, such

lamic regions use to regulate eating comes from your blood-

as pineapple or cucumber. However, when the flavors of the

stream (Gao & Horvath, 2007). For example, receptors monitor

food were slightly altered—by the addition of vanilla-flavored

blood levels of sugar (in the form of glucose). The hormone in-


whipped cream or salt and pepper—people showed renewed in-


sulin
 helps to regulate the level of glucose in the bloodstream.

terest in the foods (Romer et al., 2006). This body of research

Glucose is one of the energy sources for metabolism. When

suggests that variety in food tastes—as is common in many mul-

stored glucose is low or unavailable for metabolism, signals from

ticourse meals—might counteract other bodily indications that

liver cell receptors are sent to the LH, where neurons acting as

you’ve already had enough to eat.

glucose detectors change their activity to initiate eating behav-

Let’s turn now to the brain mechanisms involved in eating

ior. Other hypothalamic neurons respond to hormones that play

behaviors, where information from peripheral sources is gath-

contrasting roles in regulating appetite (Schloeg et al., 2011). For

ered together.

example, a hormone called leptin
 acts to inhibit eating. Recall

from Chapter 5 that brain cannabinoids play a role in stimulat-


Central Responses


As is often the case, simple theories

ing appetite. Leptin works in opposition to those cannabinoids

about the brain centers for the initiation and cessation of eating

to keep appetite under control (Jo et al., 2005). The hormone

have given way to more complex theories. The earliest theo-


ghrelin
 is secreted by an empty stomach and promotes an aware-

ries of the brain control of eating were built around observa-

ness of hunger. By contrast, the hormone cholecystokinin
 (CCK)

tions of the lateral hypothalamus (LH)
 and the ventromedial


is secreted by your small intestine while you eat. CCK provides


hypothalamus (VMH).
 (The location of the hypothalamus is

information to your brain that you are becoming full.

shown in Figure 3.16 on page 69.) Research showed that if the

We have seen so far that you have body systems that are

VMH was lesioned (or the LH stimulated), the animal con-

dedicated to getting you to start and to stop eating. You almost

sumed more food. If the procedure was reversed, so that the LH

certainly know, however, from an enormous amount of per-

was lesioned (or the VMH stimulated), the animal consumed

sonal experience, that your need for food depends on more than

less food. These observations gave rise to the dual-center model,


just the cues generated by your body. Let’s look now at psycho-

in which the LH was thought to be the “hunger center” and the

logical factors that motivate you to eat more food or less food.

VMH the “satiety center.”

Over time, however, researchers provided additional

data to suggest that this simple theory was incomplete


Explore
 the Concept
 Virtual Brain: Hunger and Eating
 on MyPsychLab


Eating


303







The Psychology of Eating


in kilograms by the square of height in meters. For example,

someone who weighed 154 lb and was 5 7 would have a BMI

You know now that your body is equipped with a variety of

of 24.2. (154 lb 69.8 kilograms. 5 7 1.70 meters. 69.8/

mechanisms that regulate the amount of food you eat. But do

(1.70)2 24.2). (You can also use Google to find a BMI cal-

you eat only in response to hunger? You are likely to respond,

culator on the Web.) In most instances, individuals who have

“Of course not!” If you think back over the last couple of days,

BMIs between 25 and 29.9 are considered overweight. Those

you can probably recall several occasions on which when and

individuals with BMIs 30 and above are considered obese. By

what you ate had little to do with hunger. This section on the

those standards, roughly 34.2 percent of U.S. adults are over-

psychology of eating will begin by reviewing the impact of cul-

weight and 39.5 percent are obese (Ogden & Carroll, 2010).

ture on what and how much you eat. Next it will focus on some

Among children and adolescents, 31.6 percent are overweight

of the roots and consequences of obesity and dieting. We will

and 16.4 percent are obese (Singh et al., 2010).

then consider how eating disorders may arise as an extreme

These figures suggest why there’s a certain urgency to

response to concerns about body image and weight.

answer the question, Why do people become overweight? It

probably will not surprise you that, as you have seen through-


Cultural Impact on Eating


How do you decide when and

out Psychology and Life,
 the answer lies partly in nature: Some

what you should eat? To answer this question, first think about

people have a genetic predisposition toward obesity. Research-

the impact of culture. For example, people in the United States

ers have provided ample evidence that people are born with

typically eat three daily meals at set times; the timing of those

innate tendencies to be lighter or heavier. For example, studies

meals relies more on social norms than on body cues. Moreover,

of monozygotic (identical) twins reveal higher correlations for

people often choose what to eat based on social or cultural norms.

BMI and other measures of body size than those for dizygotic

Would you say yes if you were offered a free lobster dinner? Your

(fraternal) twins (Schousboe et al., 2004; Silventoinen et al.,

answer might depend on whether, for example, you are an ob-

2007). That consistent pattern provides strong evidence for a

servant Jew (in which case you would say no) or a vegetarian (in

genetic influence on people’s weight.

which case your answer would still depend on whether you are

Researchers have begun to discover some of the genetic

the type of vegetarian who eats seafood). These examples suggest

mechanisms that may predispose some individuals to obesity

immediately why culture can trump your body’s cues.

(Ramachandrappa & Farooqi, 2011). For example, a gene has

Let’s look more closely at the culture of eating in the United

been isolated that influences the production of the hormone lep-

States. One important source of information is the U.S. govern-

tin, which, as you will recall from the earlier section, plays a role

ment, which serves a number of functions. First, the govern-

in appetite control. If leptin fails to play its critical role, people

ment regulates what counts as a “serving size” and what types

may overeat. Thus the gene that controls leptin appears to have a

of nutritional information food manufacturers must provide

critical influence on weight regulation and the potential for obes-

to their customers. Second, the government provides periodic

ity (Gautron & Elmquist, 2011). Evidence is also accumulating

advice on the components of a healthy diet. For example, the

that genes and environments interact to define the risk of obesity.

U.S. Department of Agriculture (2010) issues publications such

For example, on average people are about 3.3 pounds heavier for

as Dietary Guidelines for Americans.
 This publication provides

each “minor” version of the FTO
 gene they inherit. However,

general advice about weight management and physical exer-

researchers have demonstrated that adolescents who engage in

cise as well as specific recommendations about how individu-

more than 60 minutes of moderate to vigorous physical activity a

als can maintain a healthy diet. The government’s publications

day experience less of the negative impact of that risky version of

reflect the current state of scientific knowledge: Recommenda-

the gene (Ruiz et al., 2010). Among students with relatively lower

tions change over time as research advances. You can be quite

physical activity, those who inherited two copies of the risky ver-

certain that the dietary guidelines will change again in your

sion of the gene had substantially higher BMIs. However, the

lifetime. As with any other type of research-based advice, it’s

students who had the same genetic inheritance—but who were

important for you to understand how data support the recom-

more physically active—didn’t differ in BMI from their peers.

mendations as they evolve.

Unfortunately, other aspects of U.S. culture work against rec-

ommendations for healthy eating. For example, unhealthy food is

relatively inexpensive compared to healthy food. People with lim-

ited amounts of money might find a healthy diet relatively unaf-

fordable. This observation has led to the suggestion that people’s

nutrition would improve if the price differential between healthy

and unhealthy food changed (Andreyeva et al., 2010). Consider

a study in which researchers worked with an Alabama deli to

decrease prices on healthy foods (Horgen & Brownell, 2002).

When the healthy food cost less, people ate more of it. This type

of research supports the conclusion that some barriers to healthy

eating are the product of economic constraints.


Obesity and Dieting


Psychologists have spent a good

deal of time considering circumstances that have given

rise to what has often been labeled an “epidemic” of obes-

ity. To determine who is overweight and who is obese,

researchers often turn to a measure called body mass index


How do interactions of genes and physical activity affect the


(BMI).
 To calculate BMI, one divides an individual’s weight

risk of obesity?
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This result reminds you again why we must always monitor the

Restrained Eaters

mutual impact of nature and nurture.

Unrestrained Eaters

Genetic approaches to obesity largely focus on the regula-

90

tion of internal hunger cues. However, as we’ve already seen,


ams)


people’s choices are not just dictated by hunger. What matters,

80

in addition, is the way in which an individual thinks
 about food

and eating behaviors. Early research on psychological aspects


ten (in gr
 70

of eating focused on the extent to which overweight individu-

als are attentive to their bodies’ internal hunger cues versus

60


ookies ea


food in the external environment (Schachter, 1971b). The sug-

gestion was that, when food is available and prominent, over-

50

weight individuals ignore the cues their bodies give them. This

40

theory proved to be insufficient, however, because weight itself


Amount of c


does not always predict eating patterns. That is, not all people

30

who are overweight have the same psychological makeup with

Smaller slice

Larger slice

respect to eating behaviors. Let’s see why.


FIGURE 11.2
 The Effects of Perceptions on Food


Janet Polivy
 and Peter Herman
 have proposed that the

Consumption

critical dimension that underlies the psychology of eating be-

haviors is restrained
 versus unrestrained
 eating (Polivy &

Restrained and unrestrained eaters were led to believe

Herman, 1999). Restrained
 eaters put constant limits on the

that they had consumed a slice of pizza that was smaller or

amount of food they will let themselves eat: They are chroni-

larger than the slices offered to other participants. In fact,

cally on diets; they constantly worry about food. Although obese

all the slices they ate were exactly the same size. Next, the

people may be more likely to report these kinds of thoughts

participants tasted chocolate chip cookies. The restrained

and behaviors, individuals can be restrained eaters whatever

eaters who believed they had eaten a larger slice ate the

their body size. How do people gain weight if they are con-

greatest amount of cookies.

stantly on a diet? Research suggests that when restrained eaters

become disinhibited
 —when life circumstances cause them to

let down their restraints—they tend to indulge in high-calorie

You see now why it might be difficult for people to lose

binges. Unfortunately, many types of life circumstances appear

weight once they have become overweight. Many overweight

to lead restrained eaters to become disinhibited. Disinhibition

people report themselves as constantly on diets—they are of-

will occur, for example, when restrained eaters are made to feel

ten restrained eaters. If stressful life events occur that cause

stress about their capabilities and self-esteem (Tanofsky-Kraff

these eaters to become disinhibited, binge eating can easily lead

et al., 2000; Wallis & Hetherington, 2004). Let’s see what hap-

to weight gain. Thus the psychological consequences of being

pens when restrained eaters believe they’ve already overeaten.

constantly on a diet can, paradoxically, create circumstances

that are more likely to lead to weight gain than to weight loss.


Fe


In the next section, we will see how these same psychological


a



Based on self-evaluations of their behaviors and thoughts



tured


forces can lead to health- and life-threatening eating disorders.


with respect to food and dieting, female college students



Stud



were classified as either restrained or unrestrained eaters.



Eating Disorders


We have already seen that people’s


The students believed they were taking part in market re-



y


internal cues—the hunger they experience—only partially de-


search. At the study’s outset, the researchers asked each


termine how much they eat. For people with eating disorders,



participant to eat a slice of pizza. They explained that the pizza


the mismatch between the body’s internal signals and their eat-


was intended “to ensure that [all participants] had the same


ing behavior becomes particularly dramatic. Anorexia nervosa



taste experience and same level of fullness before complet-


is diagnosed when an individual weighs less than 85 percent


ing taste ratings” (Polivy et al., 2010, p. 427). The researchers


of her or his expected weight but still expresses an intense fear


gave each participant exactly the same size slice of pizza.


of becoming fat ( DSM-IV-TR,
 2000). The behavior of people


However, some participants believed that their slice was


diagnosed with bulimia nervosa
 is characterized by binges—

larger than those others would get (because it was on a tray


periods of intense, out-of-control eating—followed by meas-


with a smaller slice); other participants believed that their slice


ures to purge the body of the excess calories—self-induced


was
 smaller than those others would get (because it was on


vomiting, misuse of laxatives, fasting, and so on ( DS-IV-TR,



a tray with a larger slice). Next, all the participants had the op-


2000). Sufferers of anorexia nervosa may also binge and then


portunity to taste chocolate chip cookies.
 Figure 11.2
 shows


purge as a way of minimizing calories absorbed. Both of these


how much participants ate. As you can see, when restrained


syndromes can have serious medical consequences. In the


eaters believed that they had already overeaten—by having


worst cases, sufferers may starve to death.


an extra-large slice of pizza—they lost restraint and consumed



a considerably greater amount of the cookies.


This result suggests how easily restrained eaters can


Watch
 the Video
 In the Real World: Eating Disorders
 on MyPsychLab


become disinhibited. Recall that the actual slice of pizza was


anorexia nervosa
 An eating disorder in which an individual weighs less

the same in all cases. It was the restrained eaters’ perception

than 85 percent of her or his expected weight but still expresses

of what they had eaten (as being larger than the slices others

intense fear of becoming fat.

would get) that made them feel that they had already blown


bulimia nervosa
 An eating disorder characterized by binge eating

their diets.

followed by measures to purge the body of excess calories.

Eating


305




Table 11.1 t
 Prevalence of Eating Disorders

People with anorexia who are perceived by others as danger-

ously thin often look in the mirror and still perceive themselves




Women



Men


as overweight. Consider a study that looks at the brain bases of

Anorexia nervosa

0.9%

0.3%

these misperceptions.

Bulimia nervosa

1.5

0.5


F



Ten women with anorexia and 10 control women (without
 ea


Binge eating disorder

3.5

2.0


tured



the disorder) underwent fMRI scans while they viewed a


Note: Each figure is the percent of the sample of 9,282 U.S. adults who


series of digital images (Sachdev et al., 2008). Each partici-



Stud


had experienced the disorder in his or her lifetime.


pant had a personalized set of images: Half of the images
 y



showed each woman herself; the other half were images



of another woman matched for age and body mass index.



The women were all photographed wearing the same out-



Binge eating disorder
 is diagnosed when people engage in


fit that made the body’s contour easy to detect. Finally, so


regular episodes of binge eating without the purges that accom-


that participants would pay most attention to the bodies, the


pany bulimia nervosa. People who suffer from this disorder


faces in the images were obscured. As they viewed each


feel, during their binges, that they have lost control; the binges


image, participants were told whether it was a self-image or


cause them great distress. Compared to anorexia and bulimia,


an other-image. For women in the control group, the fMRI


binge eating disorder is a relatively new diagnostic category.


scans revealed the same patterns of brain activity when


Chapter 14 presents a Critical Thinking in Your Life
 box that


they studied both types of images. However, for the women


discusses its emergence. The focus here will be on anorexia and


with anorexia the patterns for self-images and other-images


bulimia because larger bodies of research have examined their


were quite distinct. For example, when viewing self-images,


causes.


women with anorexia showed less activity in brain regions



Table 11.1
 presents the prevalence for each eating disor-


that allow people to obtain accurate information from the


der. These data are drawn from face-to-face interviews of 9,282


external world.


men and women in the United States, ages 18 and over (Hudson

et al., 2007). Table 11.1 shows that women suffer from these

disorders more than men. However, the difference in preva-

An important aspect of this result is that the women with ano-

lence has become smaller in the last few years. Earlier estimates

rexia showed entirely normal patterns of brain activity when

suggested that women suffered from anorexia and bulimia at

looking at the bodies of other women. Only the self-images

approximately 10 times the rate of men ( DSM-IV-TR
 , 2000).

yielded unusual patterns of brain activity.

However, the data in Table 11.1 show only a three-to-one ratio

Research on body dissatisfaction has yielded consistent

between women and men. As you read about the causes of eat-

group differences in judgments about body size (Roberts et al.,

ing disorders, you will learn why the gap might be closing.

2006). For example, in one study of women ages 25–45, White

Research on the causes of eating disorders has confirmed

women revealed themselves to be less satisfied with their bodies

the importance of genetic factors. There is evidence that a

than did their Black peers. In addition, when asked to choose a

predilection toward eating disorders may be genetically trans-

drawing to represent their preferred size, White women chose

mitted (Calati et al., 2011; Campbell et al. 2011). One study

smaller figures than Black women (Kronenfeld et al., 2010). To

followed pairs of female twins longitudinally from ages 11 to

explain these differences between Black and White women,

18 (Klump et al., 2007). The researchers made comparisons be-

researchers often call attention to the role cultural norms

tween monozygotic (MZ) and dizygotic (DZ) twins of the sort

and media plays in shaping White women’s expectations for

you have encountered before. The data revealed that genetics

their ideal weight and ideal bodies (Durkin & Paxton, 2002;

played a larger role as the twins got older: Over the seven-year

Striegel-Moore & Bulik, 2007). In one study, Black and White

period, MZ twins tended to remain similar, whereas, by mid to

college women rated their body dissatisfaction before viewing a

late adolescence, greater differences emerged within the pairs of

PowerPoint presentation of women who represented the “mass

the DZ twins. This pattern suggests that genetic risk mattered

media ideal” (DeBraganza & Hausenblas, 2010, p. 706). After

more as the young girls passed through puberty. Researchers

watching the presentation, the students rated their body dis-

have also conducted twin studies to explore personality vari-

satisfaction a second time. The Black students’ scores remained

ables that may put people at risk for eating disorders. For ex-

unchanged. However, the White women’s ratings of their body

ample, female twins who had high levels of perfectionism

dissatisfaction went up after being reminded of the media ideal.

(such as concerns over mistakes or doubts about actions) were

Against this background, you will probably not be sur-

also more likely to be diagnosed with anorexia (Wade et al.,

prised to learn that White females are also more likely to suf-

2008). If this general drive for perfection leads people to seek a

fer from eating disorders than are Black females. One study

“perfect” body, eating disorders may be a consequence.

involved 985 White women and 1,061 Black women who were

In fact, high levels of body dissatisfaction
 —discomfort with

all about 21 years of age (Striegel-Moore et al., 2003). In those

weight, body shape, and appearance—put people at risk for eat-

groups, 1.5 percent of the White women had suffered from

ing disorders (Lynch et al., 2008). For many people with eat-

anorexia nervosa at some point in their lives; no Black women

ing disorders, body dissatisfaction is not related to their actual

had experienced that disorder. Bulimia nervosa had affected

bodies but to their own inaccurate perceptions of their bodies.

2.3 percent of the White women but only 0.4 percent of the

Black women. Fewer studies have examined other racial and

ethnic groups, but evidence to date suggests that eating distur-


binge eating disorder
 An eating disorder characterized by out-of-control

bances are also less frequent in Asian Americans than Whites

binge eating without subsequent purges.

but equally as common among Hispanic females as among
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What do these photographs

of Nicole Richie and Marilyn

Monroe suggest about changes

over time in how thin women

must be for the media to

promote them as sexy?

whites. For each of these findings, researchers try to draw a link

anorexia. Why were the photographs matched for age and

between cultural values about body size and dieting behaviors.

body mass index?

To close out this section, let’s return to the decreasing gap


Study
 and Review
 on MyPsychLab


in the prevalence of eating disorders for women and for men.

Researchers have begun to study the impact of media images on

men’s body dissatisfaction. That research interest has emerged

because, in the last decade, the number of media images of thin,


SEXUAL BEHAVIORS


muscular men has grown considerably. In general, men who

view images of ideal male bodies experience increases in body

Your body physiology makes it essential that you think about

dissatisfaction (Blond, 2008). One study, for example, meas-

food every day. Eating is essential to individual survival. But

ured the extent to which Euro-American and Hispanic men in

what about sex? Sexual behaviors are biologically necessary

the United States agreed with statements such as “I believe that

only for reproduction. Sex is not necessary for your survival as

clothes look better on men that are in good physical shape” and

an individual. Some animals and humans remain celibate for a

“I wish I looked like men pictured in magazines who model

lifetime without apparent detriment to their daily functioning.

underwear” (Warren, 2008, p. 260). The men from both groups

But reproduction is crucial to the survival of the species as a

who most agreed with media norms for male appearance also

whole. To ensure that effort will be expended toward reproduc-

reported the most body dissatisfaction. Other research suggests

tion, nature has made sexual stimulation intensely pleasurable.

that men who are dissatisfied, in particular, with their amount

An orgasm serves as the ultimate reinforcer for the energy ex-

of body fat are likely to have disordered eating (Smith et al.,

pended in mating.

2011). Although a causal link must still be demonstrated, these

This potential for pleasure gives to sexual behaviors motivat-

studies support the speculation that changes in media repre-

ing power well beyond the need for reproduction. Individuals will

sentations of men’s bodies have led to the increasing preva-

perform a great variety of behaviors to achieve sexual gratifica-

lence of male eating disorders.

tion. But some sources of sexual motivation are external. Cultures

establish norms or standards for what is acceptable or expected

sexual behavior. Whereas most people may be motivated to


Stop
 and
 Review


perform behaviors that accord with those norms, some people

achieve their sexual satisfaction primarily by violating them.

What is sensory-specific satiety?

This section will first consider some of what is known about

What evidence suggests that the VMH plays a different

the sex drive and mating behavior in nonhuman animals. Then

role in eating from that suggested by the dual-center

we shift our attention to selected issues in human sexuality.

model?

What pattern of eating do restrained eaters generally

follow?


Nonhuman Sexual Behaviors


What are the symptoms of bulimia nervosa?

The primary motivation for sexual behaviors in nonhuman


CRITICAL THINKING


Recall the study that demon-

animals is reproduction. For species that use sex as a means

strated differences in brain responses for women with

of reproduction, evolution has generally provided two sexual

Sexual Behaviors
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HOW DOES THE PRESENCE OF OTHERS INFLUENCE YOUR EATING?


Think back to the last meal you shared with other people.

ate less
 while they were with a peer. These results suggest

Do you think you ate more, less, or about the same amount

that the overweight children controlled their eating to make

you would have eaten if you’d been eating alone? Research

a positive impression.

suggests that the social context—the presence of others—is

The researchers discussed their results in the context

an important external cue that affects people’s eating. In fact,

of changes that have taken place in family’s eating patterns

when you eat with others your most important motive may be

over the last decades—the “trend away from family meals

to produce a positive impression (Herman et al., 2003). Let’s

towards grazing and eating alone” (p. 195). They suggested

see what impact that motive has.

that, historically, children may have learned to limit food

Consider a study in which college students had 10-minute

consumption in the context of meals with parents and siblings.

conversations with their romantic partners, friends, or

The absence of that social context could explain some aspects

strangers (Salvy et al., 2007). To make the conversations more

of the increase in childhood obesity. The researchers suggest

“convivial,” the researchers provided bowls of cookies and

that social interventions—returning to circumstances in which

crackers. At the end of each conversation, the researchers

children eat in the presence of others—could help overweight

determined how much food each participant had consumed.

children eat less.

The amounts differed substantially across the different

A final thought on the social context of eating: People

pairings: Males chatting with male friends ate the most;

tend to underestimate greatly its influence. In one study,

females chatting with male strangers ate the least. Can you

pairs of students were able to eat pizza while watching a

see how those results might emerge if the participants were

video together. Within the pairs, the correlation for pizza

motivated to make a positive impression?

consumption was 0.64. Even so, when asked why they had

A similar study examined the impact of social context on

eaten the amount they had, only 3 out of 122 participants

food consumption for overweight and normal-weight children

mentioned being influenced by their companion’s consumption

(Salvy et al., 2008). The 10- to 12-year-old participants visited

(Vartanian et al., 2008). The participants were much more likely

the laboratory for two sessions. In one session, the children

to mention other factors such as how hungry they felt, the time

played and ate snacks on their own. In the other session,

since the last meal, or how good the food tasted.

the children played and ate snacks in a peer’s company. The

The next time you eat with other people, try to think about

normal-weight children ate about the same amount of food in

how your consumption might reflect your desire to provide

both sessions. However, the overweight children consistently

a particular impression.

types, males and females. The female produces relatively large

all. Much of the sequence is taken up by the male chasing the

eggs (which contain the energy store for the embryo to begin

female. Every so often the female makes herself available, and

its growth), and the male produces sperm that are specialized

the pair copulates briefly. Apes also copulate only briefly (for

for motility (to move into the eggs). The two sexes must syn-

about 15 seconds). For sables, copulation is slow and long, last-

chronize their activity so that sperm and egg meet under the

ing for as long as 8 hours. Predators, such as lions, can afford

appropriate conditions, resulting in conception.

to indulge in long, slow copulatory rituals—as much as every

Sexual arousal is determined primarily by physiologi-

30 minutes over 4 consecutive days. Their prey, however, such

cal processes. Animals become receptive to mating largely in

as antelope, copulate for only a few seconds, often on the run

response to the flow of hormones controlled by the pituitary

(Ford & Beach, 1951).

gland and secreted from the gonads,
 the sex organs. In males,

Sexual arousal is often initiated by stimuli in the external

these hormones are known as androgens,
 and they are continu-

environment. In many species, the sight and sound of ritual-

ously present in sufficient supply so that males are hormonally

ized display patterns by potential partners is a necessary condi-

ready for mating at almost any time. In the females of many

tion for sexual response. Furthermore, in species as diverse as

species, however, the sex hormone estrogen
 is released accord-

sheep, bulls, and rats, the novelty of the female partner affects

ing to regular time cycles of days or months, or according to

a male animal’s behavior. A male that has reached sexual satia-

seasonal changes. Therefore, the female is not always hormo-

tion with one female partner may renew sexual activity when a

nally receptive to mating.

new female is introduced (Dewsbury, 1981). Touch, taste, and

These hormones act on both the brain and genital tissue

smell can also serve as external stimulants for sexual arousal.

and often lead to a pattern of predictable stereotyped sexual be-


As you learned in Chapter 4, some species secrete chemical sig-


havior
 for all members of a species. If, for example, you’ve seen

nals, called pheromones,
 that attract suitors, sometimes from

one pair of rats in their mating sequence, you’ve seen them

great distances (Herbst et al., 2011; Yang et al., 2011). In many
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and women. Individual differences in hormone levels, within

normal limits, are not predictive of the frequency or quality of

sexual activity. However, when hormone levels fall below nor-

mal levels because of illness or aging, there is often a negative

impact on sexual desire. This is particularly true for the hor-

mone testosterone
 . Both men and women experience restored

sexual desire when they undergo treatments that supplement

low testosterone levels (Davison & Davis, 2011; Allan et al.,

2008). Still, men who have undergone surgical castration (and,

therefore, no longer produce testosterone) often continue to

experience some level of sexual desire, illustrating that human

sexuality is motivated by more than hormones (Weinberger

et al., 2005).


Sexual arousal
 in humans is the motivational state of

excitement and tension brought about by physiological and

What factors determine the sexual behaviors of most species?

cognitive reactions to erotic stimuli. Erotic stimuli
 , which may

be physical or psychological, give rise to sexual excitement or

feelings of passion. Sexual arousal induced by erotic stimuli is

species, the female emits pheromones when her fertility is opti-

reduced by sexual activities that are perceived by the individual

mal (and hormone level and sexual interest are peaking). These

as satisfying, especially by achieving orgasm.

secretions are unconditioned stimuli for arousal and attraction

Researchers have studied sexual practices and sexual

in the males of the species, who have inherited the tendency to

responses in nonhuman animals for several decades, but for

be aroused by the stimuli.

many years studies of similar behaviors in humans were off

Although sexual response in nonhuman animals is largely

limits. William Masters
 and Virginia Johnson
 (1966, 1970,

determined by innate biological forces, this still leaves room for

1979) broke down this traditional taboo. They legitimized the

“cultural” aspects to affect choices of mate. Consider the Atlan-

study of human sexuality by directly observing and record-

tic molly, a particular species of fish.

ing, under laboratory conditions, the physiological patterns

involved in ongoing human sexual performance. By doing so,


Fea
 Under most circumstances, male Atlantic mollies show a


they explored not what people said about sex but how individu-


tured



mating preference for larger females. However, what hap-


als actually reacted or performed sexually.


Stud



pens when a male molly observes another male showing a


For their direct investigation of the human response to


preference for a smaller female? To answer this question, re-


sexual stimulation, Masters and Johnson conducted control-


y



searchers arranged a set of tanks so that male mollies swam


led laboratory observations of thousands of volunteer males


in a large tank that had smaller tanks at each end (Bierbach


and females during tens of thousands of sexual response cycles


et al., 2011). In the initial phase of the experiment, a large


of intercourse and masturbation. Four of the most significant


and a small female fish were put into small tanks at either


conclusions drawn from this research are that (1) men and


end. The males spent considerably more time swimming in


women have similar patterns of sexual response; (2) although


proximity to the larger female. In the second phase of the


the sequence of phases of the sexual response cycle is similar


experiment, a second male was placed in another small tank



so that he appeared to be swimming near the smaller of the



two females. The original males had 20 minutes to observe



the second male fraternizing with the smaller female. In the



final phase of the experiment, the researchers removed the



second male and again observed the original males’ prefer-



ences. In the second preference test, the males’ behavior



had shifted so that they now spent considerably more time



swimming near the smaller females. Their preferences had



shifted to copy those of the other male!


Are you surprised to learn that innocent fish swimming in

aquariums are paying attention to which fish have been judged

desirable and undesirable? This experiment sets the stage for the

discussion of human sexuality. We will soon see that researchers

believe that human sexual response is also shaped both by our

evolutionary history and the preferences of those around us.

How did William Masters and Virginia Johnson legitimize the

study of human sexuality?


Human Sexual Arousal and Response


Hormonal activity, so important in regulating sexual behav-


sexual arousal
 The motivational state of excitement and tension

ior among other animal species, has relatively little effect on

brought about by physiological and cognitive reactions to erotic

sexual receptiveness or gratification in the majority of men

stimuli.
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Male

Female

complete the response cycle and achieve gratification. Often

the source of the inability is a preoccupation with personal


High


problems, fear of the consequences of sexual activity, anxiety

Orgasm

about a partner’s evaluation of one’s sexual performance, or

unconscious guilt or negative thoughts. However, poor nutri-

Resolution

Plateau

ousal

tion, fatigue, stress, and excessive use of alcohol or drugs can

Ar

also diminish sexual drive and performance.

Excitement

We have now reviewed some physiological aspects of hu-

Resolution

man sexuality and sexual arousal. But we have not yet consid-

ered the forces that give rise to differences
 in sexual expression.

We begin with the idea that the goal of reproduction ensures

Time

different patterns of sexual behavior for men and for women.


FIGURE 11.3
 Phases of Human Sexual Response

The phases of human sexual response in males and females


The Evolution of Sexual Behaviors


have similar patterns. The primary differences are in the time

it takes for males and females to reach each phase and in the

For nonhuman animals, we have already seen that the pattern

greater likelihood that females will achieve multiple orgasms.

of sexual behaviors was largely fixed by evolution. The main

goal is reproduction—preservation of the species—and sexual

behaviors are highly ritualized and stereotyped. Can the same

in the two sexes, women are more variable, tending to respond

claim be made for general patterns of human sexual behaviors?

more slowly but often remaining aroused longer; (3) many

Evolutionary psychologists have explored the idea that men

women can have multiple orgasms, whereas men rarely do in

and women have evolved to have different strategies
 that under-

a comparable time period; and (4) penis size is generally unre-

lie sexual behavior (Buss, 2008). To describe these strategies, I

lated to any aspect of sexual performance (except in the male’s

have to remind you of some of the realities of human reproduc-

attitude toward having a large penis).

tion. Human males could reproduce hundreds of times a year

Four phases were found in the human sexual response cycle:

if they could find enough willing mates. To produce a child, all

excitement, plateau, orgasm, and resolution (see Figure 11.3
 ).

they need to invest is a few minutes of intercourse. Women can

t In the excitement phase (lasting from a few minutes to

reproduce at most about once a year, and each child then re-

more than an hour), there are vascular (blood vessel)

quires a huge investment of time and energy. (Incidentally, the

changes in the pelvic region. The penis becomes erect and

world record for the number of times a woman has given birth

the clitoris swells; blood and other fluids become con-

falls short of 50, but men have fathered many more children.

gested in the testicles and vagina; a reddening of the body,

A Moroccan despot, King Ismail the Blood-Thirsty, fathered

or sex flush, occurs.

over 700 children, and the first emperor of China is said to have

t During the plateau phase, a maximum (though varying)

fathered over 3,000; both had large harems.)

level of arousal is reached. There are rapidly increased

Thus, when reproduction is an objective, eggs are the

heartbeat, respiration, and blood pressure, increased

limited resource and males compete for opportunities to ferti-

glandular secretions, and both voluntary and involuntary

lize them. The basic goal for a male animal is to maximize the

muscle tension throughout the body. Vaginal lubrication

number of offspring he produces, by mating with the largest

increases, and the breasts swell.

number of females possible. But the basic goal for a female ani-

t During the orgasm phase, males and females experience a

mal is to find a high-quality male to ensure the best, healthiest

very intense, pleasurable sense of release from the sexual

offspring from her limited store of eggs. Furthermore, human

tension that has been building. Orgasm is characterized

offspring take so long to mature and are so helpless while grow-

by rhythmic contractions that occur approximately every

ing that substantial parental investment
 is required (Bell, 2001;

eight-tenths of a second in the genital areas. Respiration

Sear & Mace, 2008). Mothers and fathers must spend time

and blood pressure reach very high levels in both men and

and energy raising the children—unlike fish or spiders, which

women, and heart rate may double. In men, throbbing

simply lay eggs and depart. Females thus have the problem

contractions lead to ejaculation.

of selecting not just the biggest, strongest, smartest, highest-

t During the resolution phase, the body gradually returns to

status, most thrilling mate but also the most loyal, committed

its normal preexcitement state, with both blood pressure

partner to help raise their children.

and heartbeat slowing down. After one orgasm, most men

One evolutionary psychologist, David Buss
 (2008), has

enter a refractory period, lasting anywhere from a few

suggested that men and women evolved different strategies,

minutes to several hours, during which no further orgasm

emotions, and motivations for short-term mating versus long-

is possible. With sustained arousal, some women are ca-

term mating. The male strategy of seducing and abandoning as

pable of multiple orgasms in fairly rapid succession.

many women as possible—showing signs of loyalty and com-

mitment and then leaving—is a short-term strategy. The male

Although Masters and Johnson’s research focused on the

strategy of staying committed to the female and investing in

physiology of sexual response, perhaps their most important

discovery was the central significance of psychological
 proc-

esses in both arousal and satisfaction. They demonstrated that

problems in sexual response often have psychological, rather


Watch
 the Video
 The Big Picture: The Power of Sex
 on MyPsychLab


than physiological, origins and can be modified or overcome


parental investment
 The time and energy parents must spend raising

through therapy. Of particular concern is the inability to

their offspring.
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the offspring is a long-term strategy. The female strategy of at-

.90

tracting a loyal male who will stay to help raise her children is

a long-term strategy. The female strategy of acquiring resources

or obtaining men of high status is a short-term strategy. Because

.80

these claims about men’s and women’s differing strategies are

based on evolutionary analyses, researchers have sought cross-

cultural data to support them. For example, one study involved

.70

over 16,000 participants from 52 nations (Schmitt, 2003).


)


The men and women in the study provided information about

their interest in short-term sexual relationships. Across the


acy (A
 .60

whole sample, men consistently reported greater desire for sex-


curAc


ual variety than did women. This result supports the evolution-

.50

ary claim that men’s and women’s different reproductive roles

have an impact on sexual behavior.

Researchers have provided a variety of types of evidence

.40

to support the evolutionary perspective on human sexual re-

sponse. In recent years, particular attention has focused on

the way in which men’s and women’s behavior changes when

.30

women are in the fertile period of their menstrual cycle, in the

–1.00

–.50

.00

.50

1.00

time around ovulation. Let’s consider an experiment that re-


Time from estimated ovulation


quired women to judge men as straight or gay. (Note that the

chapter’s next section provides a discussion of homosexuality.)


FIGURE 11.4
 Women’s Judgments of Men’s

Sexual Orientation


A team of researchers suggested that “a disposition toward


Women were more accurate at correctly judging men as gay


Fea
 mating increases heterosexual women’s accuracy in de-


or straight when they were closest to the time of ovulation.


tured



tecting the sexual orientation of members of the opposite


Note that A is a measure of accuracy where 0.50 means


Stud



sex” (Rule et al., 2011, p. 824). To test that hypothesis, the


participants were guessing. Each point represents an individual


researchers had 40 heterosexual women view a series of


woman’s performance. The curved line indicates the general


y



80 photographs of men. Forty of the men in the photographs


trend across the group of women.


self-identified as straight and 40 self-identified as gay. The


From Nicholas O. Rule, Katherine S. Rosen, Michael L. Slepian, Nalini


women’s task was to guess at each man’s sexual orienta-


Ambady, “Mating interest improves women’s accuracy in judging male sexual

orientation,” Psychological Science, 22, pages 881-886, copyright © 2011


tion. After completing judgments of the photographs, each


the Association for Psychological Science. Reprinted by permission of Sage


woman provided information that allowed the researchers to


Publications.


estimate where she was in her menstrual cycle.
 Figure 11.4



shows that the women’s accuracy was best when they


mating strategy). Other research supports the hypothesis that


were closest to the time of ovulation.


men can detect when women are ovulating and that they change

their behavior in response (Haselton & Gildersleeve, 2011). For

These data support the idea that, when women are most likely to

example, men made more risky decisions in a laboratory ver-

get pregnant, they are also more careful about judging the quali-

sion of blackjack when they played in the company of a woman

ties of the men (which is important toward women’s long-term

who was in the fertile phase of her menstrual cycle (Miller &

Maner, 2011). Risk taking signals personality characteristics such

as confidence and ambition that, according to the evolutionary

perspective, women find attractive when making mate selections.

Thus, these results suggest that men shift their behavior to appear

more attractive when women are ovulating. Bear in mind that the

men are not aware that the women are in a fertile phase. These

behavioral changes are unconscious responses!

Although research supports many of the predictions of the

evolutionary account of human sexual behaviors, other theo-

rists believe that the account greatly underestimates the role of

culture (Eastwick et al., 2006; Perrin et al., 2011). Consider cir-

cumstances in which people cheat on their partners by having

sexual relationships with other individuals. An evolutionary

analysis suggests that men should be more likely to cheat than

women—because they are motivated to seek multiple partners.

However, research suggests that cheating is more a function of

the amount of power people have, for example, in their occupa-

Although sex fulfills the biological function of reproduction,

tions (Lammers et al., 2011). As both men and women accrue

most humans engage in sex many more times than they

power, they are more likely to cheat on their partners. The ap-

reproduce. Even so, how does the evolutionary perspective

pearance that men are more likely to be cheaters arises from the

explain contemporary sexual strategies?

cultural reality that men are more likely to have power.
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Although the evolutionary approach explains some aspects

of human sexual behavior, the critique calls attention to vari-

ability imposed by culture. Norms of sexual behavior are highly

sensitive to time and place. We turn now to sexual norms.


Sexual Norms


What is an average sex life like? Scientific investigation of human

sexual behavior was given the first important impetus by the

work of Alfred Kinsey
 and his colleagues beginning in the 1940s

(1948, 1953). They interviewed some 17,000 Americans about

their sexual behavior and revealed—to a generally shocked pub-

lic—that certain behaviors, previously considered rare and even

abnormal, were actually quite widespread—or at least were re-

ported to be. The norms for sexual behavior have changed over

the years, in part because of scientific advances. For example,

How might instances of sexual harassment arise from

the availability of birth control pills in the early 1960s allowed

conflicting sexual scripts?

women more sexual freedom because it reduced the likelihood

of pregnancy. The arrival of Viagra in 1998 allowed men to pro-

long their years of sexual activity. Alongside the impact of sci-

77 percent expressed at least “a few” regrets about their sex-

ence, there has been a general trend in many cultures toward

ual decisions (Eshbaugh & Gute, 2008). Two particular be-

more open discourse about sexual issues. Table 11.2
 indicates

haviors prompted the most intense regret. First, “engaging in

the percent of large representative samples of high school stu-

intercourse with someone once and only once” (p. 83), some-

dents in the United States who have engaged in sexual activities

thing 36 percent of the women reported having done. Second,

(U.S. Department of Health and Human Services, 2010). As you

“engaging in intercourse with someone known for less than

can see, the rate of sexual intercourse over the last 20 years has

24 [hours]” (p. 83), something 29 percent of the women said

decreased while the rate of condom use has increased.

they had done. You may recognize those behaviors as part of

These sexual norms are part of what people acquire as a

the definition of “hooking up” (Bogle, 2008). Another study

member of a culture. You already saw that some general “male”

of 327 college undergraduates defined “hooking up” as “a

and “female” aspects of sexual behavior may be products of the

sexual encounter between two people who may or may not

evolution of the human species. Even so, different cultures de-

know each other well, but who usually are not
 seriously dating”

fine ranges of behavior that are considered to be appropriate for

(Lambert et al., 2003, p. 131). Given that definition, 78 percent

expressing sexual impulses. Sexual scripts
 are socially learned

of the women and 84 percent of the men reported that they had

programs of sexual responsiveness that include prescriptions,

hooked up. The researchers also asked the students who had

usually unspoken, of what to do; when, where, and how to do

hooked up to make two judgments: The students rated how

it; with whom, or with what, to do it; and why it should be done

comfortable they personally were with the amount of hooking

(Krahé et al., 2007; Seal et al., 2008). Different aspects of these

up that went on at their school; they also rated how comfort-

scripts are assembled through social interaction over your life-

able the average
 student was with the amount of hooking up.

time. The attitudes and values embodied in your sexual script

As you can see in Figure 11.5
 , men reported themselves more

are an external source of sexual motivation: The script suggests

comfortable with hooking up than did women. However, what

the types of behaviors you might or should undertake.

you also see is that people’s self-ratings were consistently lower

Let’s focus more specifically on the sexual practices of col-

than their guesses about others’ comfort levels. Thus, the true

lege students. Researchers have often been interested in un-

norm for comfort level (which is the average of people’s self-

derstanding the decisions students make about their sexual

reports) was lower than what the students perceived the norm

activities—and how students feel about those decisions. For

to be! How might this perception affect people’s behaviors?

example, in one sample of 152 sexually active college women,

Research into the sexual experience of college students has

revealed an area in which male and female sexual scripts come

into devastating conflict: rape
 . In one study, researchers asked


Table 11.2 t
 Sexual Behaviors among Students in

4,446 women at two- or four-year colleges and universities to

9th through 12th Grade

provide information about their experiences of sexual aggres-

sion in seven months of a school year (Fisher et al., 2000). In




1991



2001



2009


that reference period, 1.7 percent had experienced rape and

Ever had sexual intercourse

54.1

45.6

46.0

1.1 percent of the women had experienced attempted rape. The

researchers extended those numbers to estimate the likelihood

Had sexual intercourse with

18.7

14.2

13.8

four or more persons

Used a condom during last

46.2

57.9

61.1

sexual intercourse


Watch
 the Video
 Special Topics: Cultural Norms and Sexual Behavior


on MyPsychLab


U.S. Department of Health and Human Services. (2010). Trends in the prev-



sexual script
 Socially learned program of sexual responsiveness.


alence of sexual behaviors
 . Retrieved from www.cdc.gov/HealthyYouth/



date rape
 Unwanted sexual violation by social acquaintance in the


yrbs/pdf/us_sexual_trend_yrbs.pdf.


context of a consensual dating situation.
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sexual behavior is “caused.” In this view, homosexuality and

Self

heterosexuality result from similar motivational forces. Neither

Average student

of them represents a motivated departure from the other.

Most surveys of sexual behavior have tried to obtain an ac-

10

curate estimate of the incidence of homosexuality. In his early

9

research, Alfred Kinsey found that 37 percent of men in his

sample had had at least some homosexual experience and that

8

about 4 percent were exclusively homosexual (percentages for

7

women were somewhat smaller). In a more recent survey of

over 2,000 adults in the United States, 3.2 percent of the men

6

and 2.5 percent of the women reported same-sex activity in

5

the previous year (Turner et al., 2005). Are these figures cor-

rect? As long as there is societal hostility directed toward act-

4

ing on homosexual desires, it may be impossible to get entirely

3

accurate estimates of the incidence of homosexuality because of

Women

Men

people’s reluctance to confide in researchers.


FIGURE 11.5
 Judgments about Hooking Up

This section reviews the origins of homosexuality and het-

erosexuality. We also consider research on societal and per-

College students provided ratings on a scale of 1 (not at

sonal attitudes toward homosexual behavior.

all comfortable) to 11 (very comfortable) to two questions

about “hooking up.” For the self ratings, they indicated how


The Nature and Nurture of Homosexuality


After the dis-

comfortable they personally were with the amount of hooking

cussion of evolution and sexual behaviors, it should not sur-

up that went on at their school. For the average student

prise you to learn that research evidence suggests that sexual

ratings, they indicated how comfortable they believed the

preference has a genetic component (Långström et al., 2010).

average student was with the amount of hooking up.

As is often the case, researchers have made this assertion based

Data from “Pluralistic ignorance and hooking up” by Tracy A. Lambert,

Arnold S. Kahn and Kevin J. Apple, Journal of Sex Research 40
 (2), 2003,

on studies that compare concordance rates of monozygotic


pages 129–133. Reprinted by permission of Taylor & Francis Group,


http://www.informaworld.com


that a woman would experience rape or attempted rape during

her college career: They concluded that the number of victim-

ized women might climb to 20 to 25 percent. The researchers

also examined a particular type of rape: date rape.
 Date rape

applies to circumstances in which someone is coerced into sex-

ual activity by a social acquaintance. For this sample of women,

12.8 percent of rapes and 35.0 percent of attempted rapes oc-

curred on dates. Researchers have documented that men and

women have different date rate scripts
 . In one study, college

men and women read the same account of a scenario in which

a woman had resisted having sex (Clark & Carroll, 2008). Male

participants were less likely than female participants to label

the incident as a rape. Male participants were also more likely

to place responsibility on the victim.

Most of this discussion of sexual motivation has ignored a

major category of sexual experience: homosexuality. This sec-

tion concludes with a discussion of lesbians and gay men. This

discussion will give us another opportunity to see how sexual

behaviors are controlled by the interplay of internal and exter-

nal motivational forces.


Homosexuality


The discussion so far has focused on the motivations that cause

people to perform a certain range of sexual behaviors. In this

same context we can consider the existence of homosexuality.

That is, rather than presenting homosexuality as a set of behav-

iors that is “caused” by a deviation from heterosexuality, the

discussion of sexual motivation should allow you to see that all


Watch
 the Video
 Thinking Like a Psychologist: The Origins of Sexual


What evidence suggests that sexual orientation has a genetic


Orientation
 on MyPsychLab


component?
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(MZ) twins (those who are genetically identical) and dizy-


60


gotic
 (DZ) twins (those who, like siblings, share only half their

genes). When both members of a pair of twins have the same

orientation—homosexual or heterosexual—they are concord-

50

ant. If one twin is homosexual and the other is heterosexual,

they are discordant. Studies of both gay men and lesbians have

Male respondents

demonstrated considerably higher concordance rates for MZ

40

than for DZ twins (Rahman & Wilson, 2003). For example,

Female

in one sample of roughly 750 pairs of twins, 32 percent of the

respondents

MZ twins were concordant for nonheterosexual orientations

30

versus 8 percent of DZ twins (Kendler et al., 2000). Although

Percent expressing discomfort

MZ twins may also be reared in more similar environments

than DZ twins—they may be treated more similarly by their

20

parents—this pattern strongly suggests that sexuality is, in part,

Gay man

Lesbian

genetically determined.

Researchers have also begun to document brain differ-


FIGURE 11.6
 Attitudes toward Homosexuality

ences between homosexuals and heterosexuals. For example,

Participants were asked how uncomfortable they would feel

one study used MRI and PET scans to compare brain shape and

being around “a man who is homosexual” or “a woman who

volumes (Savic & Lindström, 2008). The brain images revealed

is a lesbian.” The figure indicates the percentage of men and

that heterosexual men had asymmetric brains, with slightly

women who responded that they would be “somewhat” or

larger right cerebral hemispheres—as did homosexual women.

“very” uncomfortable.

Both the heterosexual women and the homosexual men had

Data from Gregory M. Herek, “Gender Gaps in Public Opinion about Lesbians

symmetrical cerebral hemispheres. The study also identified

and Gay Men,” Public Opinion Quarterly, 66,
 40–66.

patterns of connections between the amygdala (which, as you

might recall, plays an important role in emotional control and

memories) and other brain regions. Once again, the patterns of

women anticipate more discomfort being around homosexu-

connections in the homosexual participants’ brains were more

als who match their own sex. Researchers have labeled highly

similar to those in the opposite-sex heterosexual participants.

negative attitudes toward gay people homophobia.


Further research may strengthen or weaken the case for such

Most homosexuals come to the realization that they are

broad brain differences. Still, it seems clear that some aspects

motivated toward same-sex relationships in the hostile con-

of homosexuality and heterosexuality emerge in response to

text of societal homophobia. Even so, research suggests that

purely biological forces.

many individuals begin to recognize those feelings at quite

Social psychologist Daryl Bem
 (1996, 2000) has suggested

young ages. For example, researchers asked students from the

that biology does not affect sexual preference directly but

southeastern United States attending a conference for gay,

rather has an indirect impact by influencing the temperaments

lesbian, bisexual, and transgendered youth to indicate the

and activities of young children. Recall from Chapter 10 that

age at which they became aware of their sexual orientation

researchers have suggested that boys and girls engage in differ-

(Maguen et al., 2002). Among the gay men, the mean age was

ent activities—boys’ play, for example, tends to be more rough-

9.6 years; among the lesbians the mean age was 10.9 years. The

and-tumble. According to Bem’s theory, depending on whether

men reported having same-sex sexual contact at 14.9 years,

they engage in sex-typical or sex-atypical play, children come

and the women reported same-sex contact at 16.7 years. These

to feel dissimilar to either their same-sex or opposite-sex peers.

data suggest that many people become aware of their homo-

In Bem’s theory, “exotic becomes erotic”: Feelings of dissimi-

sexual orientation at a time when they must still function in

larity lead to emotional arousal; over time this arousal is trans-

school environments that are often quite hostile to homosexu-

formed into erotic attraction. For example, if a young girl feels

ality (Espelage et al., 2008). In addition, homosexual youths

dissimilar from other girls because she does not wish to engage

must often make the difficult decision of whether to disclose

in girl-typical activities, over time her emotional arousal will be

their sexual orientation to their parents (Heatherington &

transformed into homosexual feelings. Note that Bem’s theory

Lavner, 2008). Most adolescents rely on their parents for both

supports the assertion that homosexuality and heterosexuality

emotional and financial support; to disclose their homosexu-

arise from the same causal forces: In both cases, the gender the

ality puts them at risk to lose both types of sustenance. In fact,

child perceives as dissimilar becomes, over time, eroticized.

parental rejection is related to increases in suicide attempts

(Bouris et al., 2010).


Society and Homosexuality


Suppose Bem is correct to

These findings for adolescents reinforce the point that most

argue that childhood experiences matter enormously. Does

gay and lesbian individuals find homophobia more psychologi-

everyone act on the urgings set down in childhood? What,

cally burdensome than homosexuality itself. In 1973, the Amer-

perhaps, most sets homosexuality apart from heterosexual-

ican Psychiatric Association voted to remove homosexuality

ity is the continuing hostility toward homosexual behaviors

from the list of psychological disorders; the American Psycho-

in many corners of society. In one survey, a sample of 1,335

logical Association followed in 1975 (Morin & Rothblum, 1991).

heterosexual men and women were asked how uncomfortable

Spurring this action were research reports suggesting that, in

they would feel being around “a man who is homosexual” or “a

fact, most gay men and lesbians are happy and productive. Con-

woman who is a lesbian” (Herek, 2002). Figure 11.6
 presents

temporary research suggests that much of the stress associated

the percentage who responded that they would be “some-

with homosexuality arises not from the sexual motivation it-

what” or “very” uncomfortable. You can see that both men and

self—gay people are happy with their orientations—but from
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the way in which people respond to the revelation of that sex-

ual motivation. Much of lesbians’ and gay men’s anxiety about

homosexuality arises not from being homosexual, but from an

ongoing need either to reveal (“come out”) to or conceal (“stay

in the closet”) their sexual identity from family, friends, and

coworkers (Legate et al., 2012). More generally, homosexuals

experience distress because they can’t speak openly about their

lives (Lewis et al., 2006). As you might expect, gay men and

lesbians also spend time worrying about establishing and main-

taining loving relationships, just as heterosexuals do.

The willingness of lesbians and gay men to “come out” may

serve as a first step toward decreasing societal hostility. Research

has shown that people’s attitudes toward gay men and lesbians

are much less negative when they actually know
 individuals in

these groups; in fact, on average the more gay men and lesbi-

ans a person knows, the more favorable is his or her attitude

(Smith et al., 2009). (When we turn to the topic of prejudice in

Chapter 16, we will see there again how experiences with mem-

bers of minority groups can lead to more positive attitudes.)

This brief review of homosexuality reinforces the main

conclusions about human sexual motivation. Some of the im-

petus for sexual behaviors is internal—genetic endowment and

species evolution provide internal models for both heterosexual

and homosexual behaviors. But the external environment also

gives rise to sexual motivation. You learn to find some stimuli

particularly alluring and some behaviors culturally acceptable.

How can motivation explain variability among individuals—

In the case of homosexuality, external societal norms may work

the fact, for example, that some people take on dangerous

against the internal dictates of nature.

challenges?

Let’s move now to a third example of important motiva-

tion: the forces that set an individual’s course for relative suc-

difference to genetic factors like body type, and you’re correct

cess or failure.

to do so. But you also know that some people are simply much

more interested in swimming the English Channel than are

others. So we are back at one of the core reasons for studying


Stop
 and
 Review


motivation. We want, in this case, to understand the motiva-

tional forces that lead different people to seek different levels of

What is meant by stereotyped sexual behavior?

personal achievement. Let’s begin with a construct that’s actu-

What four phases did Masters and Johnson identify for

ally called the need for achievement.


human sexual response?

According to evolutionary theories, why do men desire

more sexual variety than do women?


Need for Achievement


What are sexual scripts?

As early as 1938, Henry Murray
 had postulated a need to

What does twin research suggest about the genetics of

achieve that varied in strength in different people and influ-

homosexuality?

enced their tendency to approach success and evaluate their own

performances. David McClelland
 and his colleagues (1953) de-


CRITICAL THINKING


Recall the study that looked at

vised a way to measure the strength by using his participants’

male mollies’ preferences for female fish. Why was it impor-

fantasies. On what is called the Thematic Apperception Test


tant to test the preferences of the male fish both before and


(TAT),
 participants were asked to generate stories in response

after they saw the females in the company of other males?

to a series of ambiguous drawings. Participants shown TAT pic-

tures were asked to make up stories about them—to say what


Study
 and Review
 on MyPsychLab


was happening in the picture and describe probable outcomes.

According to McClelland, “If you want to find out what’s on a

person’s mind, don’t ask him, because he can’t always tell you

accurately. Study his fantasies and dreams. If you do this over a


MOTIVATION FOR PERSONAL


period of time, you will discover the themes to which his mind

returns again and again. And these themes can be used to ex-


ACHIEVEMENT


plain his actions” (McClelland, 1971, p. 5).

Why do some people succeed, whereas other people, relatively

speaking, fail? Why, for example, are some people able to swim


Thematic Apperception Test (TAT)
 A projective test in which pictures

the English Channel, whereas other people just wave woe-

of ambiguous scenes are presented to an individual, who is

fully from the shore? You are likely to attribute some of the

encouraged to generate stories about them.

Motivation for Personal Achievement


315






same result for less effort. If they earn more than their peers, it

might be because they also value concrete feedback on how well

they are doing. As a measure of progress, salary is very concrete

(McClelland, 1961; McClelland & Franz, 1992).

Need for achievement also predicts success in particu-

lar types of careers. Consider entrepreneurs
 —individuals who

originate new business ventures. People higher in need for

achievement are more likely to choose a career as entrepre-

neurs; entrepreneurs with higher need for achievement are

more likely to succeed (Collins et al., 2004; Stewart & Roth,

2007). Note, however, that need for achievement does not al-

ways guarantee success. For example, people with high need

for achievement may fail as politicians because complex real-

world problems leave them unable to exercise personal control

(Winter, 2010).


FIGURE 11.7
 Alternative Interpretations of a

TAT Picture


Attributions for Success and Failure




Story Showing High

 n Ach


Need for achievement is not the only variable that affects mo-

This boy has just finished his violin lesson. He’s happy at the

tivation toward personal success. To see why, let’s begin with

progress he is making and is beginning to believe that all his

a hypothetical example. Suppose you have two friends who are

progress is making the sacrifices worthwhile. To become a

taking the same class. On the first midterm, each gets a C.
 Do you

concert violinist, he will have to give up much of his social life

think they would be equally motivated to study hard for the sec-

to practice for many hours each day. Although he knows he

ond midterm? Part of the answer will depend on the attributions


could make more money by going into his father’s business, he

they each made to explain the C to themselves. Attributions
 are

is more interested in being a great violinist and giving people

judgments about the causes of outcomes. (Chapter 16 will de-

joy with his music. He renews his personal commitment to

velop attribution theory at greater length.) Attributions can have

whatever it takes to make it.

an important impact on motivation. Let’s see why.



Story Showing Low

 n Ach


Suppose that one friend attributed her performance to

This boy is holding his brother’s violin and wishes he could play

construction noise during the exam, whereas the other attrib-

it. But he knows it is not worth the time, energy, and money

uted his performance to poor memory. These attributions pro-

for lessons. He feels sorry for his brother; he has given up

vide an answer to the question, “To what extent does a causal

all the enjoyable things in life to practice, practice, practice.

factor reside within an individual, or is it a general factor in

It would be great to wake up one day and be a top-notch

the environment?” In this example, one friend made an exter-

musician, but it doesn’t work that way. The reality is boring

nal attribution (construction noise) whereas the other made an

practice, no fun, and the strong possibility of becoming just

internal attribution (poor memory). These attributions would

another guy playing a musical instrument in a small-town band.

often have an effect on motivation. If your friend attributes her

performance to construction noise, she is likely to study hard

for the next midterm. If your other friend thinks the fault lies in

his poor memory, he’s more likely to give up.

From participant responses to a series of TAT pictures,

The internal–external dimension is one of three dimen-

McClelland worked out measures of several human needs,

sions along which attributions can vary. We can also ask: “To

including needs for power, affiliation, and achievement. The

what extent is a causal factor likely to be stable and consist-


need for achievement
 was designated as n Ach.
 It reflected

ent over time, or unstable and varying?” The answer gives us

individual differences in the importance of planning and work-

the dimension of stability
 versus instability.
 Or we can ask:

ing toward attaining one’s goals. The caption for Figure 11.7


“To what extent is a causal factor highly specific, limited to a

shows an example of how a high n Ach
 individual and a low n


particular task or situation, or global, applying widely across


Ach
 individual might interpret a TAT picture. Studies in both

a variety of settings?” This gives us the dimension of global


laboratory and real-life settings have validated the usefulness of

versus specific.


this measure.

An example of how two of these dimensions can interact

For example, high-scoring n Ach
 people were found to be

is given in Figure 11.8
 . Let’s stay with the example of attribu-

more upwardly mobile than those with low scores; sons who

tions about exam grades. Students can interpret their grades

had high n Ach
 scores were more likely than sons with low n


as the result of internal factors, such as ability (a stable per-


Ach
 measures to advance above their fathers’ occupational sta-

sonality characteristic) or effort (a varying personal quality).

tus (McClelland et al., 1976). Men and women who measured

Or they may view the grades as caused primarily by external

high on n Ach
 at age 31 tended to have higher salaries than

their low n Ach
 peers by age 41 (McClelland & Franz, 1992).

Do these findings indicate that high n Ach
 individuals are al-

ways willing to work harder? Not really. In the face of a task


need for achievement (
 
n Ach

 )
 An assumed basic human need to strive

that they are led to believe will be difficult, high n Ach
 individu-

for achievement of goals that motivates a wide range of behavior

als quit early on (Feather, 1961). What, in fact, seems to typify

and thinking.

high n Ach
 individuals is a need for efficiency
 —a need to get the


attribution
 Judgment about the causes of outcomes.
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Internal

External

To close this section, let’s look at a research example of the

powerful impact of causal attributions in an academic setting.


F


Stable

Ability

Task difficulty


When minority group students attend college, they often re-



eatured



port that they do not feel socially comfortable in their new



environment. Those feelings of social displacement can under-



Stud



mine students’ achievement motivation. A pair of researchers
 y



predicted that they could improve Black students’ academic


Unstable

Effort

Luck


performance if they changed the students’ attributions about



their lack of social belonging (Walton & Cohen, 2007). Par-



ticipants in the study read survey material about college ex-



periences. For the experimental group, some of that material



FIGURE 11.8
 Attributions Regarding Causes for


provided a new way to make attributions about difficulties


Behavioral Outcomes


with social belonging: The survey asserted, for example, that



“quantitative statistics indicated that most upperclassmen


Four possible outcomes are generated with just two sources of


had ‘worried [as 1st-year students] whether other students


attributions about behavior. Ability attributions are made for the


would accept them,’ but that now most are sure ‘that other


internal–stable combination, effort for the internal but unstable


students accept them’” (p. 88). The control group did not read


combination, a difficult task (test) when external–stable forces


this type of information. To test the impact of this brief inter-


are assumed to be operating, and luck for the unstable–


vention, the researchers obtained participants’ grades for the


external combination.


following semester. They calculated whether each student’s



grades were higher or lower than would be expected based



on earlier semesters. Participants in the experimental group


factors such as the difficulty of the task, the actions of oth-


obtained grades that were better than expected; participants


ers (a stable situational problem), or luck (an unstable external


in the control group did worse than expected.


feature). The type of interpretation will influence subsequent

motivation—to study harder or blow off work—regardless of

the true reason for the success or failure.

The researchers subsequently followed students who had re-

Let’s return to your two friends. We concluded that one

ceived this intervention for three full years: The students

friend made an external attribution (construction noise)

achieved higher GPAs and even had better health by compari-

whereas the other made an internal attribution (poor mem-

son to students in the control group (Walton & Cohen, 2011).

ory). Researchers have shown that the way people explain

Because of the way in which attributions affect motivation, a

events in their lives—from winning at cards to being turned

small amount of information about feelings of social belonging

down for a date—can become lifelong, habitual attributional


had a lasting effect on students’ performance.


styles
 (Cole et al., 2008). In Chapter 14, we will see that an

There is much value to you in this line of psychological

internal–global–stable attributional style (“I never do any-

research. You can work at developing an optimistic explana-

thing right”) puts individuals at risk for depression (and one

tory style for your successes and failures. You can avoid making

of the symptoms of depression is impaired motivation). For

negative, stable, dispositional attributions for your failures by

now, however, let’s focus on the way in which attributional

examining possible causal forces in the situation. Finally, don’t

style might lead one of your friends to have an A
 and the other

let your motivation be undermined by momentary setbacks.

an F
 by the end of the semester. The key ingredient to their

You can apply this research-based advice to better your life—a

success and failure might turn out to be familiar and seemingly

recurring theme of Psychology and Life.


simple: optimism
 versus pessimism
 (Carver et al., 2010). These

two divergent ways of looking at the world influence motiva-

tion and behavior.


Work and Organizational Psychology


The optimistic attributional style
 sees failure as the re-

Now suppose your positive philosophy has helped you to get a

sult of external causes—“The test was unfair”—and of events

job in a big corporation. Can we predict exactly how motivated

that are unstable or modifiable and specific—“If I put in more

you’ll be just by knowing about you, as an individual—your

effort next time, I’ll do better, and this one setback won’t affect


n Ach
 score or your explanatory style? Your individual level of

how I perform any other task that is important to me.” The

motivation will depend, in part, on the overall context of peo-


pessimistic attributional style
 focuses on the causes of failure

ple and rules in which you work. Recognizing that work set-

as internally generated. Furthermore, the bad situation and the

tings are complex social systems, organizational psychologists


individual’s role in causing it are seen as stable and global—

study various aspects of human relations, such as communi-

“It won’t ever change, and it will affect everything.” Because

cation among employees, socialization or enculturation of

they believe themselves to be doomed to fail, pessimists per-

workers, leadership, attitudes and commitment toward a job

form worse than others would expect, given objective measures

of their talent. In academic settings, students who are more

optimistic report higher levels of motivation. They are also

more likely to stay in school. In one sample of 2,189 students


organizational psychologist
 Psychologist who studies various aspects

entering college, 85 percent of optimistic students returned for

of the human work environment, such as communication among

a second year versus 68 percent of pessimistic students (Solberg

employees, socialization or enculturation of workers, leadership, job

Nes et al., 2009).

satisfaction, stress and burnout, and overall quality of life.
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Critical Thinking in Your Life



HOW DOES MOTIVATION AFFECT ACADEMIC ACHIEVEMENT?


Suppose you’ve signed up for your introductory psychology

In general, students with approach goals are more highly

course with two friends, Angela and Blake. On the first day of

motivated to engage in the behaviors that help ensure

class, Angela says, “I want to get the top grade in the class.”

academic achievement. One study assessed students’

Blake replies, “I’ll be happy if I just don’t get an F
 .” Can you

behaviors two weeks before an introductory psychology exam

see how Angela’s and Blake’s goals would motivate them to

and then immediately before the exam (McGregor & Elliot,

engage in very different behaviors? The purpose of this review

2002). Those students with performance-avoidance goals

is to allow you to think critically about the relationship between

avoided studying: Two weeks before the exam, they admitted

goals, motivation, and academic outcomes.

that they hadn’t yet done much to prepare; immediately before

Analyses of students’ performance have identified

the exam they admitted that they didn’t feel ready. Students

four general types of achievement goals that represent

with mastery-approach goals and performance-approach goals

the combination of two dimensions (Elliot & McGregor,

all started preparing for the exam well in advance. (The study

2001; Murayama et al., 2011). The first dimension contrasts

did not examine mastery-avoidance goals.)


performance
 and mastery
 . Performance refers to students’

Given the effects of students’ goals on their study

sense of their achievement relative to other students; mastery

behaviors, you won’t be surprised to learn that students

refers to students’ sense of their own personal competence.

with approach goals most often outperform their peers with

The second dimension is approach
 versus avoidance
 . This

avoidance goals. For example, one study demonstrated

dimension captures whether a student is motivated to achieve

an advantage on an oral examination for students with

success or avoid failure. Along these dimensions, Angela is

performance-approach goals (Darnon et al., 2009). By

representative of a student who has performance-approach


comparison to their performance-avoidance classmates, the


goals.
 She focuses on appearing more competent than others.

performance-approach students were not overwhelmed by the

Blake is representative of a student who has performance-


difficulty of the class material.


avoidance goals.
 He focuses on avoiding being judged as less

In light of this research, you might take a moment to

competent than others. If Connie focuses on improving her

consider your own goals and how they affect your study

own level of understanding, she is displaying mastery-approach


practices and coursework.


goals;
 if Dirk is largely concerned with preventing himself

t Why might students with performance-avoidance goals

from doing worse than he’s done in the past, he is exhibiting

delay their studying?


mastery-avoidance goals
 . Researchers measure students’ goal

orientation by asking them to agree with statements such as

t What could students do to change from avoidance to

“I desire to completely master the material presented in this

approach goals?

class” and “I just want to avoid doing poorly in this class”

(McGregor & Elliot, 2002, p. 381).

and/or an organization, job satisfaction, stress and burnout,

45 years ago, researchers continue to use these perspectives

and overall quality of life at work (Blustein, 2008; Hodgkinson

to understand workplace motivation (for example, Bolino &

& Healey, 2008). As consultants to businesses, organizational

Turnley, 2008; Liao et al., 2011; Siegel et al., 2008).

psychologists may assist in recruitment, selection, and train-


Equity theory
 proposes that workers are motivated to main-

ing of employees. They also make recommendations about job

tain fair or equitable relationships with other relevant persons

redesign—tailoring a job to fit the person. Organizational psy-

(Adams, 1965). Workers take note of their inputs (investments

chologists apply theories of management, decision making, and

or contributions they make to their jobs) and their outcomes

development to improve work settings.

(what they receive from their jobs), and then they compare these

Let’s look at a pair of theories organizational psychologists

with the inputs and outcomes of other workers. When the ratio

have developed to understand motivation in the workplace.

of outcomes to inputs for Worker A
 is equal to the ratio for


Equity theory
 and expectancy theory
 attempt to explain and

predict how people will respond under different working con-

ditions. These theories assume that workers engage in certain

cognitive activities, such as assessing fairness through proc-


equity theory
 A cognitive theory of work motivation that proposes that

workers are motivated to maintain fair and equitable relationships

esses of social comparison with other workers or estimating

with other relevant persons; also, a model that postulates that

expected rewards associated with their performance. Although

equitable relationships are those in which the participants’ outcomes

both equity theory and expectancy theory originated over

are proportional to their inputs.
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Worker B
 (outcome A
 input A
 outcome B
 input B
 ), then Worker A
 will feel satisfied. Dissatisfaction will result when

these ratios are not equal. Because feeling this inequity is aver-

sive, workers will be motivated to restore equity by changing the

relevant inputs and outcomes. These changes could be behav-

ioral (for example, reducing input by working less, increasing

outcome by asking for a raise). Or they could be psychological

(for example, reinterpreting the value of the inputs—“My work

isn’t really that good”—or the value of the outcome—“I’m lucky

to have a weekly paycheck I can count on”).

If you end up in a management position, you should try to

address the psychological needs of your employees with respect

to equity. Employees are often able to obtain information about

how much people are paid both within a particular organiza-

tion and in similar positions within other organizations. Equity

theory suggests that employees will change their behavior in re-

sponse to that type of information. Keep in mind the benefit of

adequate explanations for changes in the relationship of inputs

to outcomes.


Expectancy theory
 proposes that workers are motivated

when they expect that their effort and performance on the job

will result in desired outcomes (Harder, 1991; Porter & Lawler,

1968; Vroom, 1964). In other words, people will engage in work

they find attractive (leading to favorable consequences) and

achievable. Expectancy theory emphasizes three components:

expectancy, instrumentality, and valence. Expectancy
 refers to

How does expectancy theory explain some players’ choice to

the perceived likelihood that a worker’s efforts will result in a

favor hitting home runs over achieving a higher batting average?

certain level of performance. Instrumentality
 refers to the per-

ception that performance will lead to certain outcomes, such as

could you do to change the workplace to restore high values for

rewards. Valence
 refers to the perceived attractiveness of partic-

instrumentality?

ular outcomes. With respect to a particular work situation, you

We have come a long way since I asked you to consider

can imagine different probabilities for these three components.

why you got out of bed this morning. We have considered the

You might, for example, have a job in which there is a high

biology and psychology of hunger and eating, and the evolu-

likelihood of reward if performance is successful (high instru-

tionary and social dimensions of human sexuality. We have

mentality) but a low likelihood that performance will be suc-

explored individual differences in people’s need to achieve and

cessful (low expectancy) or a low likelihood that the reward will

explain personal success. Throughout this discussion, you have

be worthwhile (low valence). According to expectancy theory,

seen the intricate interplay of nature and nurture, at the level of

workers assess the probabilities of these three components and

both the species and the individual. So, with all this informa-

combine them by multiplying their individual values. The high-

tion in hand, why did
 you get out of bed this morning?

est levels of motivation, therefore, result when all three compo-

nents have high probabilities, whereas the lowest levels result

when any single component is zero.

Can you see how an expectancy theory analysis might help


Stop


you if you were in a management position? You should be able


and
 Review


to think more clearly about expectancy, instrumentality, and

What is need for achievement?

valence. You should be able to determine if one piece of the

Along what dimensions do people make attributions?

picture is out of kilter. Suppose, for example, your employees

How does expectancy theory explain motivation in the

came to believe that there wasn’t enough of a relationship be-

workplace?

tween their efforts and how much they are rewarded. What


CRITICAL THINKING


Consider the study that demon-

strated the impact of attributions on academic performance.

How might your own college or university apply the study’s


expectancy theory
 A cognitive theory of work motivation that proposes

findings?

that workers are motivated when they expect their efforts and job

performance to result in desired outcomes.


Study
 and Review
 on MyPsychLab
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Recapping Main Points




Understanding Motivation


t Eating disorders are life-threatening illnesses that may arise

from genetic factors, misperceptions of body image, and

t Motivation is a dynamic concept used to describe the

cultural pressures.

processes directing behavior.

t Motivational analysis helps explain how biological and


Sexual Behaviors


behavioral processes are related and why people pursue

goals despite obstacles and adversity.

t From an evolutionary perspective, sex is the mechanism

for producing offspring.

t Drive theory conceptualizes motivation as tension reduction.

t People are also motivated by incentives, external stimuli

t In animals, the sex drive is largely controlled by hormones.

that are not related to physiological needs.

t The work of Masters and Johnson provided the first hard

data on the sexual response cycles of men and women.

t Instinct theory suggests that motivation often relies on

innate stereotypical responses.

t Evolutionary psychologists suggest that much of human

sexual behavior reflects different mating strategies for men

t Social and cognitive psychologists emphasize the individual’s

and women.

perception of, interpretation of, and reaction to a situation.

t Abraham Maslow suggested that human needs can be

t Sexual scripts define culturally appropriate forms of sexual

behavior.

organized hierarchically.

t Although real human motivation is more complex,

t Homosexuality and heterosexuality are determined both by

genetics and personal and social environments.

Maslow’s theory provides a useful framework for

summarizing motivational forces.


Motivation for Personal Achievement



Eating


t People have varying needs for achievement. Motivation for

achievement is influenced by how people interpret success

t The body has a number of mechanisms to regulate the

and failure.

initiation and cessation of eating.

t Cultural norms have an impact on what and how much

t Two attributional styles, optimism and pessimism, lead

to different attitudes toward achievement and influence

people eat.

motivation.

t Genes play an important role in obesity but the impact of

genes is affected by environmental factors.

t Organizational psychologists study human motivation in

work settings.

t If individuals become restrained eaters, their diets may

result in weight gain rather than weight loss.



KEY TERMS



anorexia nervosa (p. 305)

expectancy theory (p. 319)

organizational psychologist (p. 317)

attribution (p. 316)

hierarchy of needs (p. 301)

parental investment (p. 310)

binge eating disorder (p. 306)

homeostasis (p. 299)

sexual arousal (p. 309)

bulimia nervosa (p. 305)

incentive (p. 300)

sexual script (p. 312)

date rape (p. 312)

instinct (p. 300)

social learning theory (p. 301)

drive (p. 299)

motivation (p. 298)

Thematic Apperception

equity theory (p. 318)

need for achievement (n Ach)
 (p. 316)

Test (TAT) (p. 315)
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Chapter 11 t
 Practice Test



Study
 and Review
 on MyPsychLab



1.
 You are watching your friend Carlos play tennis with little


9.
 According to Masters and Johnson’s research on human

success. At the end of the match, he comes over and says,

sexual arousal, the _______ phase precedes the _______

“I just couldn’t get motivated today.” How is Carlos using

phase.

the concept of motivation?

a. resolution; plateau

a. to infer private states from public acts

b. plateau; excitement

b. to relate biology to behavior

c. plateau; orgasm

c. to account for behavioral variability

d. resolution; orgasm

d. to explain perseverance despite adversity


10.
 You have a friend who focuses a lot of energy on having


2.
 A(n) _______ is a preprogrammed tendency that is essential

brief sexual relationships. This sounds like a _______

for the survival of a species.

mating strategy for a _______.

a. incentive

a. long-term; female

b. drive

b. short-term; male

c. metamotivational state

c. long-term; male

d. instinct

d. short-term; female


3.
 According to Maslow, you should always try to satisfy your


11.
 According to research, which pair of siblings should be

_______ needs before you satisfy your _______ needs.

most likely to share the same sexual orientation?

a. attachment; biological

a. Larry and John, DZ twins

b. esteem; attachment

b. Deborah and Patty, MZ twins

c. safety; esteem

c. Rose and Leo, DZ twins

d. self-actualization; esteem

d. Anne and Charlotte, DZ twins


4.
 At every meal, Jonah eats food with only one flavor.


12.
 Which of these statements is not
 true for individuals high

Because of _______, this should generally _______ the

in need for achievement?

amount of food Jonah eats.

a. They always complete their tasks.

a. stomach contractions; increase

b. They like work to go efficiently.

b. lateral hypothalamus stimulation; decrease

c. They like to attain their goals.

c. sensory-specific satiety; increase

d. They spend time on planning.

d. sensory-specific satiety; decrease


13.
 Every day, Victor gets a perfect score on his local


5.
 When restrained eaters become disinhibited, they tend to

newspaper’s trivia quiz. Victor thinks this is possible

a. engage in high-calorie binges.

because the trivia questions are really easy. This is an

b. reduce their food consumption further.

_______ attribution for his performance.

c. go off their diets permanently.

a. internal-stable

d. behave more like unrestrained eaters.

b. external-unstable

c. external-stable


6.
 Which of these statements is not
 true?

d. internal-unstable

a. Anorexia is diagnosed when people weigh less than

85 percent of their expected body weight.


14.
 During a lecture, your professor talks a lot about “valence”

b. Men and women suffer from anorexia at the same rate.

and “instrumentality.” The lecture most likely concerns

c. Bulimia is characterized by binging and purging.

a. attributions.

d. Bulimia occurs more often than anorexia.

b. equity theory.

c. need for achievement.


7.
 Barney and Wilma have just watched a movie together

d. expectancy theory.

while eating popcorn. Suppose you asked Barney why he

ate the amount of popcorn he ate. It’s least likely that he


15.
 On the way into an exam, you overhear Trudy say, “I’m

would mention

going to get the best score on this exam.” You suspect

a. how hungry he had been.

that Trudy is motivated by _______ goals.

b. being influenced by the amount that Wilma ate.

a. performance-approach

c. how long it had been since he had eaten a meal.

b. mastery-avoidance

d. the taste of the popcorn.

c. performance-avoidance

d. equity


8.
 Because of the action of _______, you would expect

_______ of many species not always to be receptive

to mating.


ESSAY QUESTIONS


a. androgens; females

b. estrogen; males


1.
 How does culture affect the development of eating

c. androgens; males

disorders?

d. estrogen; females


2.
 What is the origin of sexual scripts?


3.
 What impact do optimistic versus pessimistic attributional

styles have on people’s lives?

Chapter 11 Pracice Test
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all of these components are necessary, you should imagine a

situation in which you would feel a surge of happiness. Your

physiological arousal might include a gently beating heart.

Suppose you walk into class and a friend asks, “How are

you feeling?” How would you answer that question?

There are at least three different types of information

you might provide. First, you might reveal the mood

Your feeling would be positive. The associated cognitive proc-

you are in—the emotions
 you are feeling. Are you happy because

esses include interpretations, memories, and expectations that

you know you can finish reading this chapter in time to go to a

allow you to label the situation as happy. Your overt behav-

party? Are you angry because your boss just yelled at you over

ioral reactions might be expressive (smiling) and/or action-

the telephone? Second, you might say something more general

oriented (embracing a loved one).

about the amount of stress
 you are experiencing. Do you feel

Before I provide an account that unites arousal, feel-

as if you can cope with all the tasks you have to get done? Or

ings, thoughts, and actions, you need to learn the distinction

are you feeling a bit overwhelmed? Third, you might report on

between emotions and moods. As you’ve just seen, emotions

your psychological or physical health.
 Do you feel some illness

are specific responses to specific events—in that sense, emo-

coming on? Or do you feel an overall sense of wellness?

tions are typically relatively short lived and relatively intense.

This chapter will explore interactions among these three

By contrast, moods
 are often less intense and may last several

ways in which you might answer the question “How are you

days. There’s often a weaker connection between moods and

feeling?”—in relation to your emotions, stress, and health.

triggering events. You might be in a good or bad mood without


Emotions
 are the touchstones of human experience. They

knowing exactly why. Keep this distinction between emotions

give richness to your interactions with people and nature,

and moods in mind as you meet the theories that explain them.

and significance to your memories. This chapter will discuss

the experience and functions of emotions. But what happens

if the emotional demands on your biological and psychologi-


Basic Emotions and Culture


cal functioning are too great? You may become overwhelmed

Suppose you could gather together in one room representatives

and unable to deal with the stressors of your life. This chapter

from a great diversity of human cultures. What would be

will also examine how stress
 affects you and how you can

common in their experiences of emotion? For an initial answer,

combat it. Finally, the focus will broaden to consider psychol-

you might look to Charles Darwin’s book The Expression of Emo-


ogy’s contributions to the study of health and illness. Health



tions in Man and Animals
 (1872/1965). Darwin believed that


psychologists
 investigate the ways in which environmental,

emotions evolve alongside other important aspects of human

social, and psychological processes contribute to the develop-

and nonhuman structures and functions. He was interested in

ment of disease. Health psychologists also use psychological

the adaptive
 functions of emotions, which he thought of not as

processes and principles to help treat and prevent illness while

vague, unpredictable, personal states but as highly specific, coor-

also developing strategies to enhance personal wellness.

dinated modes of operation of the human brain. Darwin viewed

We begin now by looking at the content and meaning of

emotions as inherited, specialized mental states designed to deal

emotions.

with a certain class of recurring situations
 in the world (Hess &

Thibault, 2009). Suppose, for example, you find yourself in a

situation in which another individual is making it impossible


EMOTIONS


for you to achieve your goals. Our evolutionary ancestors might

have undertaken combat to resolve the situation. Now, a facial

expression of anger communicates your mental state and sig-

Just imagine what your life would be like if you could think and

nals your readiness to take action. Communication through

act but not feel. Would you be willing to give up the capacity to

emotions may avert direct conflict.

experience fear if you would also lose the passion of a lover’s

Over the history of our species, humans have been attacked

kiss? Would you give up sadness at the expense of joy? Surely

by predators, fallen in love, given birth to children, fought each

these would be bad bargains, promptly regretted. We will soon

other, confronted their mates’ sexual infidelity, and witnessed

see that emotions serve a number of important functions. Let’s

the death of loved ones—innumerable times. We might ex-

begin, however, by offering a definition of emotion and by

pect, therefore, that certain types of emotional responses would

describing the roots of your emotional experiences.

emerge in all members of the human species. Researchers have

Although you might be tempted to think of emotion as

tested this claim of the universality of emotions
 by looking at

only a feeling—“I feel happy” or “I feel angry”—we need a

the emotional responses of newborn children as well as the

more inclusive definition of this important concept that

consistency of facial expressions across cultures.

involves both the body and the mind. Contemporary psy-

chologists define emotion
 as a complex pattern of bodily and


Are Some Emotional Responses Innate?


If the evolu-

mental changes that includes physiological arousal, feelings,

tionary perspective is correct, we would expect to find much

cognitive processes, visible expressions (including face and

the same patterns of emotional responses in children all over

posture), and specific behavioral reactions made in response

the world. Silvan Tomkins
 (1911–1991) was one of the first

to a situation perceived as personally significant. To see why

psychologists to emphasize the pervasive role of immediate,

unlearned affective (emotional) reactions. Tomkins (1962,

1981) pointed out that, without prior learning, infants respond


Watch
 the Video
 Thinking Like a Psychologist: Affective Forecasting
 on

to loud sounds with fear or with difficulties in breathing. They


MyPsychLab


seem “prewired” to respond to certain stimuli with an


emotion
 A complex pattern of changes, including physiological arousal,

emotional response general enough to fit a wide range of

feelings, cognitive processes, and behavioral reactions, made in

response to a situation perceived to be personally significant.

circumstances.
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Charles Darwin was one of the first to use photographs

in the study of emotion. These plates are from


The Expression of Emotions in Man and Animals


(1872/1965). Why did Darwin believe that emotions

were the product of evolution?

Early accounts of emotional development focused on their

language” (Ekman, 1984, 1994). Ekman and his associates have

facial expressions and suggested that infants produce facial

demonstrated what Darwin first proposed—that a set of emo-

expressions to convey specific emotions (Izard, 1994). How-

tional expressions is universal to the human species, presumably

ever, contemporary research suggests that infants start life with

because they are innate components of our evolutionary herit-

facial expressions that are just broadly positive and negative

age. Before you read on, take a look at Figure 12.1
 to see how

(Camras & Shutter, 2010). For example, 11-month-old infants

well you can identify these seven universally recognized expres-

from the United States, Japan, and China produce the same

sions of emotion (Ekman & Friesen, 1986).

facial expression when they are experiencing fear and anger

There is considerable evidence that these seven expres-

(Camras et al., 2007). Apparently, children’s ability to display

sions are recognized and produced worldwide in response to

distinct facial expressions for negative emotions emerges after

the emotions of happiness, surprise, anger, disgust, fear, sad-

the first year of life. Note, however, that infants’ emotional re-

ness, and contempt. Cross-cultural researchers have asked

sponses are not restricted to facial expressions; they can indicate

people from a variety of cultures to identify the emotions asso-

emotions through other types of motor activity. For example,

ciated with expressions in standardized photographs. Individu-

11-month-olds are more likely to increase their breathing rate

als are generally able to identify the expressions associated with

as an indication of fear versus anger (Camras et al., 2007). That

the seven emotions.

behavioral response was similar for infants from the United

States, Japan, and China. These results suggest that infants may


F



In one study, members of a preliterate culture in New
 ea


begin to differentiate emotions through other behavioral means,


tured



Guinea (the Fore culture), who had had almost no exposure


before they mark the emotions clearly with facial expressions.


to Westerners or to Western culture prior to this experi-



Stud


Infants may nonetheless have an innate ability to interpret


ment, accurately identified the emotions expressed in the


the facial expressions of others. In one experiment, 5-month-


y



White faces shown in Figure 12.1
 . They did so by referring to


old infants habituated—they showed decreasing interest—to


situations in which they had experienced the same emotion.


repeated presentations of an adult face showing smiles of dif-

ferent intensities (Bornstein & Arterberry, 2003). The infants

were subsequently shown two new photographs: One photo-

graph showed the same adult with a novel smile (that is, a smile

with a different intensity); the second photograph showed the

same adult with a fearful expression. The infants consistently

spent more time looking at the fearful expression—suggesting

both that they experienced the fearful expression as something

new and also that they sorted the different smiles into the same

category. Other research has demonstrated that patterns of

brain activity for 7-month-old infants are different in response

to angry and fearful expressions (Kobiella et al., 2008). Thus,

infants have distinctive responses to facial expressions that, as

we just saw for 11-month-olds, they are not yet able to produce.


Are Facial Expressions Universal?


We have seen that

infants are able to interpret standard emotional expressions. If

that is so, we might also expect to find adult members of even

vastly different cultures showing reasonable agreement in the

way they believe emotion is communicated by facial expressions.

According to Paul Ekman,
 the leading researcher on the

Why do researchers believe that some emotional responses

nature of facial expressions, all people share an overlap in “facial

are innate?
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FIGURE 12.1
 Judgments

of Emotional Expressions

Match these seven emotion

terms with the faces shown at

left: fear, disgust, happiness,

surprise, contempt, anger,

and sadness. The answers are

given at the end of the chapter

(see p. 354).


For example, photo 5 (fear) suggested being chased by a


they view a face: People from Eastern cultures are more likely to


wild boar when you didn’t have your spear, and photo 6


focus attention on the eyes whereas people from Western cul-


(sadness) suggested your child had died. Their only confu-


tures spread their attention across the whole face (Jack et al.,


sion came in distinguishing surprise, photo 2, from fear, per-


2009). These habitual differences in examining faces may lead


haps because these people are most fearful when taken by


people from different cultures to have different expectations for


surprise.


how faces will look when they are conveying particular emo-


Next, researchers asked other members of the culture


tional expressions (Jack et al., 2012).


(who had not participated in the first study) to model the



expressions that they used to communicate six of the emo-



How Does Culture Constrain Emotional Expression?



tions (excluding contempt). When U.S. college students


We’ve just seen that some aspects of emotional expression may


viewed videotapes of the facial expressions of the Fore peo-


remain constant across cultures. Even so, different cultures


ple, they were able to identify their emotions accurately—


have different standards for how emotion should be managed.


with one exception. Not surprisingly, the Americans had


Some forms of emotional response, even facial expressions, are


difficulty distinguishing between the Fore poses of fear and


unique to each culture. Cultures establish social rules for when


surprise, the same emotions that the Fore had confused in


people may show certain emotions and for the social appropri-


the Western poses (Ekman & Friesen, 1971).


ateness of certain types of emotional displays by given types of

people in particular settings (Mesquita & Leu, 2007). Let’s look

at three examples of cultures that express emotions in manners

Other research has compared judgments of facial expres-

different from the Western norm.

sions across individuals in Hungary, Japan, Poland, Sumatra,

The Wolof people of Senegal live in a society where sta-

the United States, and Vietnam—high agreement was found

tus and power differences among people are rigidly defined.

across these diverse populations (Biehl et al., 1997). Still,

High-caste members of this culture are expected to show

Japanese adults were worse at identifying anger than were U.S.,

great restraint in their expressions of emotionality; low-

Hungarian, Polish, and Vietnamese adults. Vietnamese adults

caste individuals are expected to be more volatile, particu-

were worse at identifying disgust than the participants from all

larly a caste called the griots.
 The griots, in fact, are often

the other countries.

called upon to express the “undignified” emotions of the

These cross-cultural differences support the hypothesis

nobility:

that cultures have different dialects
 for facial expressions (Dailey

et al., 2010; Elfenbein et al., 2007). For languages, dialects are


One afternoon, a group of women (some five nobles


regional or social variation in, for example, pronunciation


and two griots) were gathered near a well on the edge


and word use. Within the domain of emotions, proponents


of town when another woman strode over to the well


of a dialect theory argue for similar cultural variation in the


and threw herself down it. All the women were shocked


production of facial expressions. In fact, there are consistent


at the apparent suicide attempt, but the noblewomen


cross-cultural differences in the specific movements of facial


were shocked in silence. Only the griot women


muscles people perform to create different facial expressions.


screamed, on behalf of all.
 (Irvine, 1990, p. 146)

Furthermore, people find it easier to recognize facial expressions

when they are produced by members of their own culture

Can you imagine how you would respond in this situation? It

(Dailey et al., 2010; Elfenbein et al., 2007). Culture also has an

might be easier to put yourself in the place of the griots rather

impact on the way in which people gather information when

than in the place of the noblewomen: How could you help but
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In what ways do cultures constrain emotional expressions in situations like funerals?

scream? The answer, of course, is that the noblewomen have


Theories of Emotion


acquired cultural norms for emotional expression that require

Theories of emotion generally attempt to explain the

them not to show any overt response.

relationship between physiological and psychological aspects

As a second example, consider the practice of M˜ebengokre

of the experience of emotion. This section begins by discussing

women in Central Brazil (Lea, 2004). When the women experi-

the responses your body gives in emotionally relevant

ence loss they engage in ceremonial wailing. The wailing uses a

situations. It then reviews theories that explore the way these

particular high-pitched tone but also special words that are not

physiological responses contribute to your psychological

used in other circumstances. As you might imagine, the women

experience of emotion.

wail in response to family deaths. However, wailing occurs in

other circumstances as well: “The theme uniting all situations

that give rise to wailing is the feeling of separation and loss that


Physiology of Emotion


What happens when you experi-

is canonically associated with death” (p. 114). So, for example,

ence a strong emotion? Your heart races, your respiration goes

Me˜bengokre women wail when a close relative is leaving on an

up, your mouth dries, your muscles tense, and maybe you even

extended trip.

shake. In addition to these noticeable changes, many others

For a third example, let’s turn to a cross-cultural difference

occur beneath the surface. All these responses are designed to

in norms for emotional displays related to pain. Recall from

mobilize your body for action to deal with the source of the

Chapter 4 that psychological context has a major impact on the

emotion. Let’s look at their origins.

extent to which people experience pain. Similarly, the cultural

The autonomic nervous system
 (ANS) prepares the body

context has an impact on the extent to which it is considered

for emotional responses through the action of both its sympa-

appropriate for people to perform behaviors that reveal they

thetic and parasympathetic divisions (see Chapter 3). The bal-

are experiencing pain. For example, one study demonstrated a

ance between the divisions depends on the quality and intensity

contrast between what people in the United States and Japan

of the arousing stimulation. With mild, unpleasant
 stimulation,

consider proper behavioral displays for pain (Hobara, 2005).

the sympathetic
 division is more active; with mild, pleasant


Participants in both cultures completed the Appropriate Pain

stimulation, the parasympathetic
 division is more active. With

Behavior Questionnaire (APBQ) that includes such items as

more intense stimulation of either kind, both divisions are

“Women should be able to tolerate pain in most circumstances”

increasingly involved. Physiologically, strong emotions such

and “It is acceptable for men to cry when in pain.” In general,

as fear or anger activate the body’s emergency reaction system,


Japanese participants provided lower scores on the APBQ: They

which swiftly and silently prepares the body for potential dan-

indicated less approval for open emotional expressions of pain.

ger. The sympathetic nervous system takes charge by direct-

In addition, both cultural groups suggested more approval for

ing the release of hormones (epinephrine and norepinephrine)

women’s emotional displays than men’s displays. The researcher

from the adrenal glands, which in turn leads the internal organs

attributed the cultural difference to the “traditional stoicism . . .

to release blood sugar, raise blood pressure, and increase sweat-

of many Asian cultures” (Hobara, 2005, p. 392).

ing and salivation. To calm you after the emergency has passed,

When you think about the types of emotional patterns

the parasympathetic nervous system inhibits the release of the

that may have evolved over the course of human experience,

activating hormones. You may remain aroused for a while after

always bear in mind that culture may have the last word.

an experience of strong emotional activation because some of

Western notions of what is necessary or inevitable in emotional

the hormones continue to circulate in your bloodstream.

expression are as bound to U.S. culture as those of any other

Particular emotional experiences give rise to distinct pat-

societies. Can you see how different standards for emotional

terns of activity in the autonomic nervous system (Friedman,

expression could cause misunderstandings between people of

2010). Consider a cross-cultural study in which a team of

different cultural origins?

researchers measured autonomic responses such as heart rate

Let’s turn now to theories that explore the link between

and skin temperature while men and women from the United

different aspects of emotions.

States and Minangkabau men from West Sumatra generated


326



Chapter 12
 Emotion, Stress, and Health








How does the brain respond differently to experiences of puppies and spiders?

emotions and emotional expressions. Members of the Minang-


approach-related
 and withdrawal-related
 emotional responses

kabau culture are socialized not to display negative emotions.

(Davidson et al., 2000; Maxwell & Davidson, 2007). Consider

Would they, even so, show the same underlying autonomic

puppies and spiders. It is likely that most people would want to

patterns for negative emotions as did the U.S. participants? The

approach the puppies but withdraw from the spiders. Research

data revealed a high level of similarity across the two cultures,

suggests that different brain circuits—apportioned to the differ-

leading the researchers to suggest that patterns of autonomic

ent hemispheres of the brain—underlie those responses.

activity are “an important part of our common evolved biologi-

We have seen so far that your body provides many

cal heritage” (Levenson et al., 1992, p. 986).

responses to situations in which emotions are relevant. But

Let’s move now from the autonomic nervous system to the

how do you know which feeling goes with which physiologi-

central nervous system. Integration of both the hormonal and

cal response? Let’s now consider three theories that attempt an

the neural aspects of arousal is controlled by the hypothalamus


answer to this question.

and the limbic system,
 control systems for emotions and for

patterns of attack, defense, and flight. Neuroanatomy research


James–Lange Theory of Body Reaction


You might think,

has particularly focused on the amygdala
 as a part of the lim-

at first, that everyone would agree that emotions precede

bic system that acts as a gateway for emotion and as a filter for

responses: For example, you yell at someone (response)

memory. The amygdala does this by attaching significance to

because you feel angry (emotion). However, over 100 years

the information it receives from the senses. It plays an especially

ago, William James argued, as Aristotle had much earlier, that

strong role in attaching meaning to negative experiences—the

the sequence was reversed—you feel after
 your body reacts. As

amygdala serves as a “threat detector” to make us aware of dan-

James put it, “We feel sorry because we cry, angry because we

gers in our environment (Kim et al., 2011).

strike, afraid because we tremble” (James, 1890/1950, p. 450).

The cortex
 is involved in emotional experiences through its

This view that emotion stems from bodily feedback
 became

internal neural networks and its connections with other parts of

known as the James–Lange theory of emotion
 (Carl Lange was

the body. The cortex provides the associations, memories, and

a Danish scientist who presented similar ideas the same year as

meanings that integrate psychological experience and biological

James). According to this theory, perceiving a stimulus causes

responses. Research using brain-scanning techniques has begun

autonomic arousal and other bodily actions that lead to the ex-

to map particular responses for different emotions. For example,

perience of a specific emotion (see Figure 12.2
 on page 328). The

positive and negative emotions are not just opposite responses

James–Lange theory is considered a peripheralist
 theory because

in the same portions of the cortex. Rather, opposite emotions

it assigns the most prominent role in the emotion chain to

lead to greatest activity in quite different parts of the brain.

visceral reactions, the actions of the autonomic nervous system

Consider a study in which participants underwent fMRI scans

that are peripheral to the central nervous system.

while viewing positive pictures (such as puppies, brownies, and

sunsets) and negative pictures (angry people, spiders, and guns).

The scans showed greater activity in the brain’s left hemisphere


James–Lange theory of emotion
 A peripheral-feedback theory of

for positive pictures and in the right hemisphere for negative

emotion stating that an eliciting stimulus triggers a behavioral

pictures (Canli et al., 1998). In fact, researchers have suggested

response that sends different sensory and motor feedback to the

that there are two distinct systems in the brain that handle

brain and creates the feeling of a specific emotion.
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Stimulus



First response



Second response



James-Lange



theory




FEAR



“I’m afraid

because I’m shaking.”

ANS arousal,

Snarling dog

changes in body

Conscious fear


FIGURE 12.2
 The James–Lange Theory of Emotion

In the James–Lange theory, events trigger both autonomic arousal and behavioral action, which are perceived and then result in a specific emotional experience.
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Cannon–Bard Theory of Central Neural Processes


Phys-

The Cannon–Bard theory predicts independence between

iologist Walter Cannon (1927, 1929) rejected the peripheralist

bodily and psychological responses. We will see next that

theory in favor of a centralist
 focus on the action of the central

contemporary theories of emotion reject the claim that these

nervous system. Cannon (and other critics) raised a number of

responses are necessarily independent.

objections to the James–Lange theory (Leventhal, 1980). They

noted, for example, that visceral activity is irrelevant for emo-


Cognitive Appraisal Theories of Emotion


Because arousal

tional experience—experimental animals continue to respond

symptoms and internal states are similar for many different

emotionally even after their viscera are separated surgically

emotions, it is possible to confuse them at times when they

from the CNS. They also argued that ANS responses are typi-

are experienced in ambiguous or novel situations. Stanley


cally too slow to be the source of split-second elicited emotions.


Schachter
 (1922–1997) originated the two-factor theory of


According to Cannon, emotion requires that the brain inter-


emotion
 to explain how people deal with such uncertainty.

cede between the input stimulation and the output response.

According to Schachter (1971a), the experience of emotion is

Another physiologist, Philip Bard, also concluded that

the joint effect of the two factors of physiological arousal and

visceral reactions were not primary in the emotion sequence.

cognitive appraisal. Both parts are necessary for an emotion

Instead, an emotion-arousing stimulus has two simultaneous

to occur. In this view, all arousal is assumed to be general and

effects, causing both bodily arousal via the sympathetic nervous

undifferentiated, and arousal is the first step in the emotion

system and the subjective experience of emotion via the

sequence. You appraise your physiological arousal in an effort

cortex. The views of these physiologists were combined in the

to discover what you are feeling, what emotional label best fits,


Cannon–Bard theory of emotion.
 This theory states that an

emotion stimulus produces two concurrent reactions, arousal

and experience of emotion, that do not cause each other (see


Cannon–Bard theory of emotion
 A theory stating that an emotional


Figure 12.3
 ). If something makes you angry, your heartbeat

stimulus produces two co-occurring reactions—arousal and

increases at the same time as you think “I’m ticked off!”—but

experience of emotion—that do not cause each other.

neither your body nor your mind dictates the way the other


two-factor theory of emotion
 The theory that emotional experiences

responds.

arise from autonomic arousal and cognitive appraisal.


Stimulus



First response



Second response



Cannon-Bard



theory


“I’m shaking and feeling

ANS arousal,

afraid at the same time.”

changes in body



FEAR



Subcortical

Snarling dog

brain activity

Conscious fear


FIGURE 12.3
 The Cannon–Bard Theory of Emotion

In the Cannon–Bard theory, events are first processed at various centers in the brain, which then direct the simultaneous reactions of arousal, behavioral action, and emotional experience.

From Ciccarelli, Saundra; White, J. Noland, Psychology, 3rd Edition, © 2012. Printed and electronically reproduced by permission of Pearson Education Inc., Upper Saddle River, New Jersey.
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Stimulus



First response



Second response



Cognitive appraisal theory


Cognitive

appraisal



FEAR



“This snarling dog

is dangerous

Conscious fear

and that makes me

feel afraid.”

Snarling dog

ANS arousal,

changes in body


FIGURE 12.4
 The Cognitive Appraisal Theory of Emotion

In the cognitive appraisal theory, both stimulus events and physiological arousal are cognitively appraised at the same time using situational cues and contextual factors. The emotional experience results from the appraisal of the arousal.

From Ciccarelli, Saundra; White, J. Noland, Psychology, 3rd Edition, (c) 2012. Printed and electronically reproduced by permission of Pearson Education Inc., Upper Saddle River, New Jersey.

and what your reaction means in the particular setting in which

the men themselves appraised the situation to assess the source

it is being experienced.

of their arousal, they made a misattribution
 : They believed it


Richard Lazarus
 (1922–2002) was another leading

was caused by the attractive woman. Based on this appraisal,

proponent of the importance of cognitive appraisal. Lazarus

the men made an emotional judgment (“I am interested in this

(1991, 1995; Lazarus & Lazarus, 1994) maintained that “emotional

woman”). This study supports the idea that people appraise en-

experience cannot be understood solely in terms of what happens

vironmental cues to interpret their physiological arousal.

in the person or in the brain, but grows out of ongoing transac-

However, some of the specific aspects of the cognitive

tions with the environment that are evaluated” (Lazarus, 1984a,

appraisal theory have been challenged. For example, you

p. 124). Lazarus also emphasized that appraisal often occurs with-

learned earlier that arousal states—the activity of the auto-

out conscious thought. When you have past experiences that link

nomic nervous system—accompanying different emotions are

emotions to situations—here comes that bully I’ve clashed with

not identical (Friedman, 2010). Therefore, interpretations of at

before!—you need not explicitly search the environment for an

least some emotional experiences may not require appraisal.

interpretation of your arousal. This position has become known

as the cognitive appraisal theory of emotion
 (see Figure 12.4
 ).

To test this theory, experimenters have sometimes created

situations in which environmental cues were available to pro-

vide a label for an individual’s arousal.


Fea
 An attractive female researcher interviewed male participants



tured



who had just crossed one of two bridges in Vancouver, Canada



Stud



(Dutton & Aron, 1974). One bridge was a safe, sturdy bridge;



the other was a wobbly, precarious bridge. The researcher pre-



y



tended to be interested in the effects of scenery on creativity



and asked the men to write brief stories about an ambigu-



ous picture that included a woman. She also invited them to



call her if they wanted more information about the research.



Those men who had just crossed the dangerous bridge wrote



stories with more sexual imagery, and four times as many of



those men called the female researcher than did those who



had crossed the safe bridge. To show that arousal was the



independent variable influencing the emotional misinterpreta-



tion, the research team also arranged for another group of


What emotions would you be likely to feel if people all around


men to be interviewed 10 minutes or more after crossing


you were wildly cheering your favorite team?


the dangerous bridge, enough time for their physical arousal



symptoms to be reduced. These nonaroused men did not



show the signs of sexual response that the aroused men did.



cognitive appraisal theory of emotion
 A theory stating that the

experience of emotion is the joint effect of physiological arousal and

In this situation, we can see that the main source of arousal is

cognitive appraisal, which serves to determine how an ambiguous

the danger the men feel from the wobbly bridge. However, when

inner state of arousal will be labeled.
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Furthermore, experiencing strong arousal without any obvi-

impact on participants’ ability to make correct judgments of

ous cause does not lead to a neutral, undifferentiated state, as

guilt: Participants in sad moods performed better than chance

the theory assumes. Stop for a moment and imagine that, right

whereas participants in neutral and happy moods did not. In

now, your heart suddenly starts beating quickly, your breath-

discussing their results, the researchers suggested that negative

ing becomes fast and shallow, your chest muscles tighten, and

moods may make people less gullible. Think about your own

your palms become drenched with sweat. What interpretation

life: Are you more skeptical when you are in a sad mood?

would you put on these symptoms? Are you surprised to learn

Your mood will also have an impact on the way in which

that people generally interpret unexplained
 physical arousal as

information gets committed to memory. Negative moods


negative,
 a sign that something is wrong? In addition, people’s

sharpen the focus of attention whereas positive moods tend to

search for an explanation tends to be biased toward finding

broaden that focus. For that reason, people who are in positive

stimuli that will explain or justify this negative interpretation

moods may find it harder to ignore irrelevant information. In

(Marshall & Zimbardo, 1979; Maslach, 1979).

fact, people have better implicit memory (see Chapter 7) for

Another critique of the cognitive appraisal theory of

irrelevant information when they perform tasks in positive

emotion comes from researcher Robert Zajonc
 (pronounced

(versus neutral) moods (Biss & Hasher, 2011). Can you see how


Zy-Onts
 ). Zajonc demonstrated conditions under which people

this mood-driven change in focus could have both negative and

have preferences—emotional responses to stimuli—without

positive consequences? When you are in a positive mood it’s

knowing why (Zajonc, 2000, 2001). In an extensive series of

hard for you to concentrate on just critical information. If you

experiments on the mere exposure effect,
 participants were pre-

need to keep your focus tight, you might want to keep yourself

sented with a variety of stimuli, such as foreign words, Chinese

in a slightly negative mood. However, because positive moods

characters, sets of numbers, and strange faces. These stimuli

produce a broader and more flexible processing style, people in

were flashed so briefly that participants could not consciously

positive moods produce more creative thinking and problem

recognize the items. Later on, participants were asked how

solving than people in neutral moods (Baas et al., 2008).

much they liked particular stimuli, some of which were old

Thus, if you need to be creative, you should try to maintain a

(that is, those stimuli previously had been flashed below the

positive mood!

threshold of consciousness) whereas some were new. The par-

Let’s turn from long-lasting moods to more acute emo-

ticipants tended to give higher ratings to the old items. Because

tions. Suppose you view a crime in which the perpetrator wields

participants experienced these positive emotions without con-

scious awareness of their origins, the emotional response could

not emerge from an appraisal process.

It is probably safest to conclude that cognitive appraisal

is an important process of emotional experience but not the

only one (Izard, 1993). Under some circumstances, you will, in

fact, look to the environment (at least unconsciously) to try to

interpret why you feel the way you do. Under other circum-

stances, however, your emotional experiences may be under the

control of the innate links provided by evolution. The physi-

ological response will not require any interpretation. These dif-

ferent routes to emotional experiences suggest that emotions

may have a variety of impacts on your day-to-day experiences.

We will now consider some of those consequences of moods

and emotions.


The Impact of Mood and Emotions


Let’s begin with the impact of moods. The moods you expe-

rience have a strong effect on how you process information

(Clore & Huntsinger, 2007; Forgas, 2008). In particular, peo-

ple in negative moods tend to process information in a more

detailed and effortful fashion than their peers in positive moods.

This difference in processing style has a number of conse-

quences. Consider judgment and decision making. You would

probably agree that you will often make different judgments and

decisions depending on the amount of effort you expend. In

that light, think about the consequences of people’s moods on

the ways they made judgments of guilt or innocence. In one

study, participants watched short films that put them in happy,

neutral, or sad moods (Forgas & East, 2008). Once the mood

was established, participants watched four videotapes of peo-

ple denying that they had stolen a movie ticket; some of the

people were lying. After watching each videotape, the partici-

Why might you worry that a positive mood could make you

pants judged the person’s guilt or innocence. Mood had a major

more gullible?
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a gun. You are likely to have negative emotional arousal! That

are you feeling about your life in general?” This question

negative emotional arousal will often cause you to fall prey to

addresses subjective well-being
 —individuals’ overall evalu-

an effect known as weapon focus
 (Fawcett et al., 2012). Let’s see

ation of life satisfaction and happiness. In recent years, psy-

what that means.

chologists have paid considerable research attention to the

factors that contribute to people’s judgments about their own


Fe


subjective well-being (Kesebir & Diener, 2008; Tay & Diener,


a



Students in a study watched a video of a crime unfolding



tured


2011). This research focus reflects, in part, the emergence of


(Pickel, 2009). In one version of the video, the perpetra-



positive psychology
 as an important movement within the


Stud



tor was holding a 9-mm handgun; in the other version,


profession of psychology. The goal of positive psychology is


the perpetrator held a music CD in a plastic case. After



y


to provide people with the knowledge and skills that allow


watching the video, the students completed a question-


them to experience fulfilling lives. Positive psychology asks


naire that tested their ability to recall the perpetrator’s


this question: “Can psychologists take what they have learned


appearance. Participants’ recall was much lower when


about the science and practice of treating mental illness


the perpetrator was holding the handgun. In different ver-


and use it to create a practice of making people lastingly hap-


sions of the video, the perpetrator was male or female.


pier?” (Seligman et al., 2005, p. 410). Much of the research


Participants performed worst when a female was holding


on subjective well-being focuses on trying to determine


the gun.


why some people are happier than others. As is true in most

psychological domains, researchers have tried to assess the

Why might the female perpetrator have increased weapon

impact of genetics and environment.

focus? To answer that question, we need to take a step back to

To understand the impact of genetics, researchers

consider the more general impact of emotional arousal. Any

have conducted studies using the classic methodology of

time you look at the world, some aspects of it are more promi-

behavior genetics: They have examined the extent to which

nent (because of perceptual properties you learned about in

monozygotic (MZ) twins and dizygotic (DZ) twins show simi-

Chapter 4) or more important to you (because of your goals

lar reports of subjective well-being. For example, in one study,

in the moment). Let’s call those types of stimuli high prior-


researchers obtained measures of subjective well-being from


ity
 . Emotional arousal causes people to focus more mental re-

4,322 Norwegian twins (Nes et al., 2006). Comparisons between

sources on high-priority stimuli (Mather & Sutherland, 2011).

MZ and DZ twins revealed that genetic factors accounted for

That will generally make memory for those stimuli better and

51 percent of the variance in subjective well-being for men

memory for other stimuli worse, explaining why the presence

and 49 percent of the variance for women. The researchers

of a weapon impairs memory for other details. So, why does

also gathered subjective well-being judgments at two points in

a female perpetrator increase weapon focus? A woman hold-

time, six years apart. Genetic factors accounted for 85 percent

ing a gun may be a higher-priority stimulus, a more arousing

of the correlation across time for men and 78 percent of that

stimulus, or both. In any case, when you have a strong emo-

correlation for women. Research with a sample of 973 U.S. twin

tional response to a particular situation, you should expect

pairs also indicated a large impact of genetics on subjective

your perception of and memory for the situation to be quite

well-being (Weiss et al., 2008). However, those data also sug-

different than when you have no strong arousal.

gested that personality plays an important role in these genetic

Still, it’s important to acknowledge that you have some

effects. Chapter 13 will discuss the evidence that personality

control over the impact your emotions will have on you and on

traits are highly heritable. Results from the U.S. twin sample sug-

others. You have the capacity for emotion regulation
 , which

gest that differences in subjective well-being are consequences of

are processes through which people change the intensity and

the personality traits people inherit at birth. For example, people

duration of the emotions they experience (Gyurak et al., 2011).

who are high in emotional stability and social engagement are

Consider what it’s like to be frightened while watching a horror

also more likely to report high subjective-well being.

movie. You may remind yourself, “This is only a movie! This

We have just seen that genetics has an important impact

is only a movie!” This strategy has two effects. First, you are

on individual differences in subjective well-being. Still, life

distracting yourself from the events on screen that are making

experiences also matter. An important component of people’s

you anxious. Second, you are engaging in a reappraisal of the

judgments of subjective well-being is the balance of positive

source of the arousal. Both distraction and reappraisal are suc-

and negative emotions in their lives.

cessful strategies for emotion regulation (McCrae et al., 2010).

Meanwhile, by making yourself seem less frightened, your suc-


F



A team of researchers obtained data from 8,557 participants
 ea


cessful emotion regulation will change how other people per-


tured



across 46 countries (Kuppens et al., 2008). Participants


ceive your reaction to the movie.


provided ratings of their life satisfaction by responding to
 Stud


To complete this exploration of emotions, let’s turn to re-


statements such as “In most ways, my life is close to my


search that addresses individual differences in people’s long-


y


term feelings of happiness.


emotion regulation
 The processes through which people change the


Subjective Well-Being


intensity and duration of the emotions they experience.


subjective well-being
 Individuals’ overall evaluation of life satisfaction

At the outset of the chapter, you addressed the question, “How

and happiness.

are you feeling?” So far, the focus has been on the present


positive psychology
 A movement within psychology that applies

moment: What mood or emotion are you experiencing now
 ?

research to provide people with the knowledge and skills that allow

However, the question can also apply over time, to ask “How

them to experience fulfilling lives.

Emotions
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ideal” (p. 71) on a 7-point scale that ranged from “strongly


What is the main claim of the Cannon–Bard theory


disagree” to “strongly agree.” They used a 9-point scale—


of emotion?


ranging from “not at all” to “all the time”—to indicate how


What is the general impact of mood on information


often they had felt positive emotions (such as pride, grati-


processing?


tude, and love) and negative emotions (such as guilt, shame,


What might be the single most important source


and jealousy) in the last week. The researchers’ analyses


of happiness?


disclosed consistent relationships among these measures.



In general, participants reported higher levels of life satisfac-



CRITICAL THINKING


Recall the study that examined


tion when they had more positive emotional experiences


weapon focus. Why might the researcher have chosen to


and fewer negative emotional experiences. However, posi-


test memory for the perpetrator’s appearance?


tive emotions had about twice as much impact on life sat-



isfaction judgments as did negative emotions. The analyses



Study
 and Review
 on MyPsychLab



also revealed somewhat different patterns across cultures.



For example, cultures differ with respect to the amount of



effort people need to expend to ensure their day-to-day



survival. For cultures in which survival is an issue, judg-



ments of life satisfaction depended less on positive emo-



STRESS OF LIVING



tional experiences.


Suppose I asked you to keep track of how you are “feeling” over

You can probably relate these results to your own feelings

the course of a day. You might report that for brief periods, you

of subjective well-being: As you cast your thoughts over the

felt happiness, sadness, anger, astonishment, and so on. There

last week, what types of emotional experiences come readily

is one feeling, however, that people often report as a kind of

to mind?

background noise for much of their day-to-day experience, and

You might also think about the features of your life

that is stress. Modern industrialized society sets a rapid, hectic

that gave rise to that particular assortment of emotional ex-

pace for living. People often have too many demands placed on

periences. Researchers have tested a variety of hypotheses

their time, are worried about uncertain futures, and have little

about life events that may affect subjective well-being. For

time for family and fun. But would you be better off without

example, major negative life events, such as the loss of a job

stress? A stress-free life would offer no challenge—no difficul-

or the death of a spouse, often have a damaging impact on

ties to surmount, no new fields to conquer, and no reasons

subjective well-being (Lucas, 2007). Researchers have also

to sharpen your wits or improve your abilities. Every organ-

looked at ongoing differences in the circumstances of peo-

ism faces challenges from its external environment and from

ple’s lives. For example, researchers have suggested that “the

its personal needs. The organism must solve these problems to

single most important source of happiness” is good social

survive and thrive.

relationships (Kesebir & Diener, 2008, p. 122). That conclu-

sion should be familiar from earlier sections of Psychology



and Life;
 later in this chapter you’ll see that social support

is an important resource for coping with stress. Research-

ers have also tried to understand the relationship between

wealth and subjective well-being. When people struggle to

meet their basic needs, they often report low levels of life

satisfaction and happiness (Diener et al., 2010; Howell &

Howell, 2008). However, once people pass the threshold at

which those basic needs are secure, the correlation between

wealth and subjective well-being is quite modest. If you must

make a choice between more money and more friends, the

results of positive psychology suggest that you should most

often opt for more friends.

We have now explored important short- and long-term

consequences of moods and emotions. The next section turns

to the topic of stress and how to cope with it. You will learn

how to take cognitive control over how you are “feeling.”

Whether at work or play, individuals in contemporary society


Stop
 and
 Review


are likely to encounter a stressful environment. What situations

in your life do you find most stressful?

What has cross-cultural research revealed about the

recognition of facial expressions?

What role does the autonomous nervous system play in

experience of emotions?


Watch
 the Video
 The Basics: Stress and Your Health
 on MyPsychLab
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Psychology in Your Life



CAN YOU ACCURATELY PREDICT YOUR FUTURE EMOTIONS?


Suppose you’re about to submit an assignment. A researcher

had actually missed a train by either a narrow margin (one

stops you and asks you to look into the future. First, he

minute) or a wide margin (five minutes). They indicated how

asks you to predict what grade you think you’ll get. Next, he

regretful they felt by providing a rating on a scale ranging

asks you to predict how you imagine you will feel—on the

from “not at all” to “extremely.” Participants cast in the role

dimensions of rejoicing and regret—if your actual grade were

of Forecasters
 used the same scale to predict how regretful

higher or lower than that prediction or pretty much accurate.

they imagined they would feel had they missed the train by

How might you respond?

a narrow or wide margin. (Each Forecaster answered the

When researchers conducted this experiment, their goal

question for just one margin.)

was to compare students’ predictions about their emotional

Forecasters predicted that people would experience

responses to their actual responses (Sevdalis & Harvey, 2007).

more regret for the narrow margin than for the wide margin.

After the students received their grades, the researchers

However, the Experiencers actually reported nearly the same

found them again to ask them how the outcomes made them

regret for the narrow margin and the wide margin. Once again,

feel. On average, the students did somewhat better on their

we see that people’s predictions about their future feelings

assignments than they had predicted. However, those better-

aren’t very accurate.

than-expected outcomes didn’t make them nearly as happy as

Why do people have difficulty predicting how they might

they thought they would: The students experienced much less

respond to particular outcomes? In large part, it seems that

rejoicing than they anticipated.

people are better than they anticipate at putting outcomes

Let’s consider a second example of people’s predictions

into a broader perspective (Kermer et al., 2006). When people

about future emotions. Suppose, as a city dweller, you dash

actually miss a subway train, they are able to take that outcome

down a stairway just in time to watch the doors close on

in stride by putting it in the larger context of their unfolding day.

your subway car. How would you feel? Suppose instead you

They don’t dwell on the isolated event in a way that makes

missed the train by a wider margin of time. Now how would

them continue to feel negative emotions. By contrast, when

you feel?

people predict how they’re going to feel, they aren’t able to

A team of researchers conducted exactly that study

interpret the outcome in the fuller context. The same is true

(Gilbert et al., 2004). They approached people on a subway

for positive emotions. You might not rejoice as much as you

platform and offered them $1 to fill out a brief questionnaire.

predict to a better-than-expected grade because that outcome

One group of participants were Experiencers
 . Those people

occurs as part of your whole ongoing life.


Stress
 is the pattern of responses an organism makes to

section begins by considering general physiological responses

stimulus events that disturb its equilibrium and tax or exceed

to stressors.

its ability to cope. The stimulus events include a large variety

of external and internal conditions that collectively are called

stressors. A stressor
 is a stimulus event that places a demand


Physiological Stress Reactions


on an organism for some kind of adaptive response: a bicyclist

How would you respond if you arrived at a class and discovered

swerves in front of your car, your professor moves up the due

that you were about to have a pop quiz? You would probably

date of your term paper, you’re asked to run for class president.

agree that this would cause you some stress, but what does that

An individual’s response to the need for change is made up of

mean for your body’s reactions? Many of the physiological re-

a diverse combination of reactions taking place on several lev-

sponses that occur for emotional situations are also relevant to

els, including physiological, behavioral, emotional, and cogni-

tive. People typically associate stress with distress
 —and assume

that all stress is bad. However, you also experience eustress
 . ( Eu


is an ancient Greek suffix meaning “good.”) As you’ll see by

the end of this section, in many circumstances stress can bring


Simulate
 the Experiment
 How Stressed Are You?
 on MyPsychLab


about positive changes in your life.


stress
 The pattern of specific and nonspecific responses an organism


Figure 12.5
 on page 334 diagrams the elements of the

makes to stimulus events that disturb its equilibrium and tax or

exceed its ability to cope.

stress process. The goal for this section is to give you a clear

understanding of all the features represented in this figure. The


stressor
 An internal or external event or stimulus that induces stress.

Stress of Living
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Cognitive

Cognitive

appraisal

appraisal

Stressor

Resources

Type

Physical

Environment

Person

Money

Psychological

Medical care

Social

Physiological characteristics

Personal

Physical health

Dimensions

Skills

Constitutional vulnerability

Intensity

Coping style

Duration

Psychological characteristics

Social

Rate

Mental health

Support networks

Predictability

Temperament

Professional help

Self-concept, sense of

self-efficacy, self-esteem

Cultural characteristics

Cultural definitions, meanings

Expected response style

Possible reactions

Physiological

Behavioral

Emotional

Cognitive

(e.g., John suffers

(e.g., Paula puts in

(e.g., Georgia has

(e.g., Rick can’t

from insomnia)

longer hours

trouble controlling

keep his mind

at work)

her anger)

on his coursework)


FIGURE 12.5
 A Model of Stress

Cognitive appraisal of the stress situation interacts with the stressor and the physical, social, and personal resources available for dealing with the stressor. Individuals respond to threats on various levels: physiological, behavioral, emotional, and cognitive. Some responses are adaptive, and others are maladaptive or even lethal.

day-to-day instances of stress. Such transient states of arousal,

away to safety. Cannon called this dual stress response the

with typically clear onset and offset patterns, are examples of


fight-or-flight response.
 At the center of this stress response


acute stress
 . Chronic stress,
 in contrast, is a state of enduring

is the hypothalamus,
 which is involved in a variety of emotional

arousal, continuing over time, in which demands are perceived

responses. The hypothalamus has sometimes been referred to

as greater than the inner and outer resources available for dealing

as the stress center because of its twin functions in emergen-

with them. An example of chronic stress might be a continuous

cies: (1) It controls the autonomic nervous system (ANS) and

frustration with your inability to find time to do all the things you

(2) it activates the pituitary gland.

want to do. Let’s see how your body responds to these different

The ANS regulates the activities of the body’s organs.

types of stresses.

In stressful conditions, breathing becomes faster and deeper,

heart rate increases, blood vessels constrict, and blood pres-


Emergency Reactions to Acute Threats


In the 1920s,

sure rises. In addition to these internal changes, muscles open

Walter Cannon outlined the first scientific description of the

the passages of the throat and nose to allow more air into the

way animals and humans respond to danger. He found that

lungs while also producing facial expressions of strong emo-

a sequence of activity is triggered in the nerves and glands to

tion. Messages go to smooth muscles to stop certain bodily

prepare the body either to defend itself and struggle or to run

functions, such as digestion, that are irrelevant to preparing for

the emergency at hand.

Another function of the ANS during stress is to get

adrenaline flowing. It signals the inner part of the adrenal


Explore
 the Concept
 Virtual Brain: Emotion, Stress, and Health
 on

glands, the adrenal medulla,
 to release two hormones, epine-



MyPsychLab



phrine
 and norepinephrine,
 which, in turn, signal a number


acute stress
 A transient state of arousal with typically clear onset and

of other organs to perform their specialized functions. The

offset patterns.

spleen releases more red blood corpuscles (to aid in clotting


chronic stress
 A continuous state of arousal in which an individual

if there is an injury), and the bone marrow is stimulated to

perceives demands as greater than the inner and outer resources

make more white corpuscles (to combat possible infection).

available for dealing with them.

The liver is stimulated to produce more sugar, building up


fight-or-flight response
 A sequence of internal activities triggered when

body energy.

an organism is faced with a threat; prepares the body for combat

and struggle or for running away to safety; recent evidence suggests

The pituitary gland
 responds to signals from the hypotha-

that the response is characteristic only of males.

lamus by secreting two hormones vital to the stress reaction.
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Blood vessels in skin, skeletal muscles, brain,

and viscera constrict.

Pupil dilates and ciliary muscle relaxes for

far vision.

Sweating increases.

Bronchi dilate.

Skin and body hair produce

Heart accelerates; rate of beating increases

“goose bumps.”

strength of contraction.

Adrenal glands stimulate adrenaline

Digestive tract decreases peristalsis.

secretion, increasing blood sugar,

Liver releases sugar into the bloodstream.

blood pressure, and heart rate.

Secretions of the pancreas decrease.

Secretions of digestive fluids decrease.

Anal sphincter closes.

Blood vessels in external genitalia dilate.

Urinary sphincter closes.

Urinary bladder relaxes.


FIGURE 12.6
 The Body’s Reaction to Stress

Stress produces a wide range of physiological changes in your body.

The thyrotropic hormone
 (TTH) stimulates the thyroid gland,


Unfortunately, neither the fight-or-flight nor the tend-

which makes more energy available to the body. The adreno-


and-befriend response is entirely useful for contemporary lives.


corticotropic hormone
 (ACTH), known as the “stress hor-

Many of the stressors both men and women experience on a

mone,” stimulates the outer part of the adrenal glands, the

day-to-day basis make the physiological stress responses fairly


adrenal cortex,
 resulting in the release of hormones that control

maladaptive. Suppose, for example, you are taking a difficult

metabolic processes and the release of sugar from the liver into

exam and the clock is swiftly ticking away. Although you might

the blood. ACTH also signals various organs to release about

value the heightened attentiveness brought about by your stress

30 other hormones, each of which plays a role in the body’s ad-

response, the rest of the physiological changes do you no good:

justment to this call to arms. A summary of this physiological

There’s no one to fight or to tend, and so on. The responses

stress response is shown in Figure 12.6
 .

that developed in the species as adaptive preparations for deal-

An analysis by health psychologist Shelley Taylor
 and

ing with external dangers are counterproductive for dealing

her colleagues (2000; Taylor, 2006) suggests that these physi-

with many contemporary types of psychological stressors. This

ological responses to stress may have different consequences

is particularly true because, as you will see next, many people

for females than for males. Taylor and her colleagues suggest

live their lives under circumstances of chronic stress.

that females do not experience fight-or-flight.
 Rather, these

researchers argue that stressors lead females to experience a


The General Adaptation Syndrome (GAS) and Chronic



tend-and-befriend response:
 In times of stress, females ensure


Stress


The first modern researcher to investigate the

the safety of their offspring by tending to their needs; females

effects of continued severe stress on the body was Hans Selye


befriend other members of their social group with the same

(1907–1982), a Canadian endocrinologist. Beginning in the late

goal of reducing the vulnerability of their offspring. You can

1930s, Selye reported on the complex response of laboratory

see how this analysis of sex differences in stress responses fits

animals to damaging agents such as bacterial infections, toxins,

with the earlier discussions of evolutionary perspectives on hu-

trauma, forced restraint, heat, cold, and so on. According to

man behavior. For example, the discussion in Chapter 11 of

Selye’s theory of stress, many kinds of stressors can trigger the

human sexual behaviors noted that men and women’s mating


same reaction or general bodily response. All stressors call for


strategies
 differ, in part, because of the relative roles men and


adaptation:
 An organism must maintain or regain its integrity

women have played—over the course of evolution—in child

rearing. The idea here is very much the same: Because of men

and women’s different evolutionary niches with respect to nur-


tend-and-befriend response
 A response to stressors that is

turing offspring, the same initial physiological responses to

hypothesized to be typical for females; stressors prompt females to

stress ultimately produce quite different behaviors.

protect their offspring and join social groups to reduce vulnerability.

Stress of Living
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FIGURE 12.7
 The General Adaptation Syndrome (GAS)

Following exposure to a stressor, the body’s resistance is diminished until the physiological changes of the corresponding alarm reaction bring it back up to the normal level. If the stressor continues, the bodily signs characteristic of the alarm reaction virtually disappear; resistance to the particular stressor rises above normal but drops for other stressors. This adaptive resistance returns the body to its normal level of functioning. Following prolonged exposure to the stressor, adaptation breaks down; signs of alarm reaction reappear, the stressor effects are irreversible, and the individual becomes ill and may die.

and well-being by restoring equilibrium, or homeostasis. The

production of “stress hormones” compromises the integrity of

response to stressors was described by Selye as the general


the immune system. This application of the general adapta-


adaptation syndrome (GAS).
 It includes three stages: an

tion syndrome has proven valuable to explain psychosomatic


alarm reaction, a stage of resistance, and a stage of exhaustion


disorders
 —illnesses that could not be wholly explained by

(Selye, 1976a, 1976b). Alarm reactions
 are brief periods of

physical causes—that had baffled physicians who had never

bodily arousal that prepare the body for vigorous activity. If a

considered stress as a cause for illness and disease. What serves

stressor is prolonged, the body enters a stage of resistance
 —a

the body well in adapting to acute stress impairs the body’s re-

state of moderate arousal. During the stage of resistance, the

sponse to chronic stress.

organism can endure and resist
 further debilitating effects of

Selye’s research makes disease seem an inevitable response

prolonged stressors. However, if the stressor is sufficiently long

to stress. We will see, however, that your psychological inter-

lasting or intense, the body’s resources become depleted and

pretation of what is stressful and what is not stressful—the

the organism enters the stage of exhaustion.
 The three stages

way in which you appraise potentially stressful events—has an

are diagrammed and explained in Figure 12.7


impact on your body’s physiological response. To give a full

Selye identified some of the dangers associated with the

account of the effect of stress on your body, we will have to

stage of exhaustion. Recall, for example, that ACTH plays a

combine Selye’s foundational physiological theory with later

role in the short-term response to stress. In the long term,

research on psychological factors.

however, its action reduces the ability of natural killer cells

to destroy cancer cells and other life-threatening infec-

tions. When the body is stressed chronically, the increased


Psychological Stress Reactions


Your physiological stress reactions are automatic, predictable,

built-in responses over which you normally have no conscious


general adaptation syndrome (GAS)
 The pattern of nonspecific

control. However, many psychological reactions are learned.

adaptational physiological mechanisms that occurs in response to

They depend on perceptions and interpretations of the world.

continuing threat by almost any serious stressor.

This section will discuss psychological responses to different


psychosomatic disorder
 Physical disorder aggravated by or primarily

attributable to prolonged emotional stress or other psychological

categories of stressors, such as major life events and traumatic

causes.

experiences.
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to rate the stress of life events as compared to marriage (Miller &

Rahe, 1997). In this update, the LCU estimates went up

45 percent over the original values—that is, participants in

the 1990s reported that they were experiencing overall much

higher levels of stress than their peers had in the 1960s. Women

in the 1990s also reported experiencing more stress in their

lives than did men. Researchers continue to relate reports on

the SRRS to mental and physical health outcomes. Consider

a study in which 268 people completed the scale (Lynch et al.,

2005). There was a positive correlation between SRRS scores

and participants’ total number of medical visits in the following

six months: In general, the participants who had the highest

SRRS scores also visited their doctors most often.

Researchers have found a variety of ways to examine the

relationship between life events and health outcomes. For ex-

What are the physiological consequences of chronic stress?

ample, one study followed 16,881 adults for two years (Lietzén

et al., 2011). At the beginning of the study, none of the par-

ticipants had been diagnosed with asthma. Two years later,


Major Life Events


The influence of life events on subsequent

participants who had experienced high numbers of stressful

mental and physical health has been a target of considerable

life events (such as the illness of a family member or mari-

research. It started in the 1960s with the development of the

tal problems) were considerably more likely to have developed

Social Readjustment Rating Scale (SRRS), a simple measure

asthma. Consider another study that should have immediate

for rating the degree of adjustment required by the various life

relevance to the choices you make about how to organize your

changes, both pleasant and unpleasant, that many people expe-

schoolwork.

rience. The scale was developed from the responses of adults,

from all walks of life, who were asked to identify from a list


Fe


those life events that applied to them. These adults rated the


When a professor gives you an assignment—a stressful
 atured


amount of readjustment required for each change by compar-


life event in every student’s life—do you try to take care of


ing each to marriage, which was arbitrarily assigned a value


it as soon as possible, or do you put it off to the very last
 Stud


of 50 life-change units. Researchers then calculated the total


minute? Psychologists have developed a measurement
 y


number of life-change units (LCUs)
 an individual had under-

gone, using the units as a measure of the amount of stress the

individual had experienced (Holmes & Rahe, 1967).


life-change unit (LCU)
 In stress research, the measure of the stress

The SRRS was updated in the 1990s (see Figure 12.8
 ).

levels of different types of change experienced during a given

The researchers used the same procedure of asking participants

period.

Death of a close family member

Fired from work

Major personal injury or illness

Pregnancy

Change in financial state

Sexual difficulties


entEv


Change in living conditions

Begin or end school

Outstanding personal achievement

Trouble with boss

Change in social activities

Change in sleeping habits
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FIGURE 12.8
 Life-Change Units for Some Major Life Events

Students may have to adapt to a number of important changes during their school years. Researchers have calculated the number of life-change units associated with such major life events.

Data from M. A. Miller and R. H. Rahe. Life changes scaling for the 1990s. Journal of Psychosomatic Research, 43
 (3): 279–292, Copyright (1997), with permission from Elsevier.
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(Many) 9

These conditions hold especially true in the case of traumatic



events.
 Some traumatic events, such as rape and automo-

8

Procrastinators

bile crashes, affect individuals. Others, such as earthquakes,

7

tornadoes, and terrorist attacks, have a broader impact. On

September 11, 2001, attacks on the World Trade Center and

6

the Pentagon with commercial aircraft led to the deaths of

5

Nonprocrastinators

almost 3,000 people. With the goal of providing appropriate

4

mental health care, researchers moved swiftly to assess the


Symptoms


psychological aftermath of the attacks.

3

One particular focus was on the prevalence of posttrau-


2


matic stress disorder (PTSD).
 PTSD is a stress reaction in

which individuals suffer from persistent reexperiences of the

1

traumatic event in the form, for example, of flashbacks or

(Few) 0

nightmares ( DSM-IV,
 1994). Sufferers experience an emotional

Early

Late semester

numbing in relation to everyday events and feelings of aliena-

semester

tion from other people. Finally, the emotional pain of this re-


FIGURE 12.9
 The Health Costs of Procrastination

action can result in an increase in various symptoms, such as

Researchers identified students who were, generally,

sleep problems, guilt about surviving, difficulty in concentrat-

procrastinators and nonprocrastinators. The students were

ing, and an exaggerated startle response.

asked to report, early and late in the semester, how many

A team of researchers wished to assess the long-term im-

symptoms of physical illness they had experienced. By late

pact of the events of 9/11/01 (DiGrande et al., 2011). The study

in the semester all students showed increases in symptoms.

focused on 3,271 civilians who had actually been evacuated

However—as all their work came due—procrastinators were

from the World Trade Center that morning. The data were

reporting even more symptoms than their nonprocrastinating

collected between September 2003 and November of 2004,

peers.

two to three years after the attack. As seen in Table 12.1
 , only

4.4 percent of the participants had no symptoms associated

with PTSD. Of the people who had been in the Twin Towers


device called the General Procrastination Scale (Lay,



1986) to differentiate those individuals who habitually



Table 12.1t
 The Psychological Impact of Exposure


put things off—procrastinators—from those who don’t—-


to the Events of September 11, 2001


nonprocrastinators. A pair of researchers administered this



scale to students in a health psychology course who had



Symptoms of Posttraumatic



Percent of



a paper due late in the semester. The students were also



Stress Disorder



participants



asked to report, early and late in the semester, how many


No symptoms reported

4.4


symptoms of physical illness they had experienced. Not



surprisingly, procrastinators, on average, turned their pa-


Reported re-experiences of the events


pers in later than did nonprocrastinators; procrastinators


Intrusive memories

33.4


also, on average, obtained lower grades on those papers.



Figure 12.9
 displays the effect of procrastination on phys-


Dreams or nightmares

13.5


ical health. As you can see, early in the semester, pro-


Reported avoidance of stimuli associated with


crastinators reported fewer symptoms, but by late in the


the event


semester, they were reporting more symptoms than their



nonprocrastinating peers (Tice & Baumeister, 1997).


Avoidance of thoughts and feelings

31.5

Avoidance of reminders

25.9

You see in this study why not all life events have the same im-

Reported increased arousal

pact on all people. The nonprocrastinators got to work right

Insomnia

31.6

away and so experienced stress and symptoms early in the se-

mester. However, the consequence for the procrastinators of

Irritability or anger

25.4

avoiding the early semester stress was a great increase in physi-

Probable diagnosis of PTSD

15.0

cal illness toward the end of the semester. Therefore, they were

likely to be feeling ill just at the point in the semester when they

Data from DiGrande, L., Neria, Y., Brackbill, R. M., Pulliam, P., & Galea, S.

needed to be in good health to complete all the work they had

(2011). Long-term posttraumatic stress symptoms among 3,271 civilian

survivors of the September 11, 2001, terrorist attacks on the World

put off! Think about these results as you develop your own plan

Trade Center. American Journal of Epidemiology
 , 173, 271–281.

for navigating each semester. If you believe that you habitu-

ally procrastinate, consider consulting with a psychologist or

school counselor to modify your behavior. Your grades and

health are at stake!


posttraumatic stress disorder (PTSD)
 An anxiety disorder characterized

by the persistent re-experience of traumatic events through

distressing recollections, dreams, hallucinations, or dissociative


Traumatic Events


An event that is negative but also uncon-

flashbacks; develops in response to rapes, life-threatening events,

trollable, unpredictable, or ambiguous is particularly stressful.

severe injury, and natural disasters.
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event can become chronic. Researchers have found this pattern

in people who suffer from serious illnesses like cancer, HIV

infection, and diabetes (de Ridder et al., 2008; Morris et al.,

2011). The chronic stress of coping with the anxiety of a diag-

nosis and treatment may impair health more rapidly than the

disease alone would.

For many people, chronic stress arises from conditions

in society and the environment. What cumulative effects do

crime, economic conditions, pollution, and the threat of ter-

rorism have on you? How do these and other environmental

stressors affect your mental well-being? Some groups of people

suffer chronic stress by virtue of their socioeconomic status or

racial identity, with stark consequences for overall well-being

(Santiago et al., 2011; Sternthal et al., 2011). Consider a lon-

gitudinal study of 1,037 New Zealanders that investigated the

relationship between socioeconomic disadvantage in child-

hood and health outcomes when the participants were 32 years

old (Danese et al., 2009). Early economic hardship predicted

higher levels of adult health risks such as excess weight, high

blood pressure, and high cholesterol. Childhood maltreatment

by parents and social isolation also had negative consequences

for the participants’ psychological and physical health as adults.

In fact, the more chronic stressors participants had endured as

children, the greater the disease risks as adults.


Daily Hassles


You may agree that the end of a relationship,

an earthquake, or prejudice might cause stress, but what about

the smaller stressors you experience on a day-to-day basis?

What factors changed the likelihood that an individual would

What happened to you yesterday? You probably didn’t get a

develop PTSD after the events of September 11, 2001?

divorce or survive a plane crash. You’re more likely to have lost

your notes or textbook. Perhaps you were late for an important

appointment, or you got a parking ticket, or a noisy neighbor

the morning of the attack, the vast majority reported some symp-

ruined your sleep. These are the types of recurring day-to-day

toms: re-experiences of the events, avoidance of stimuli associ-

stressors that confront most people, most of the time.

ated with the event, and/or increased arousal that stemmed from

the event. Despite the passage of two to three years, 15 percent of

the sample met the diagnostic criteria for full PTSD. The study

revealed several factors that made PTSD more likely. For exam-

ple, people who were evacuated from higher floors, people who

personally witnessed horrors, and people who were themselves

injured had higher rates of PTSD.

As noted earlier, people also suffer from individual trau-

matic events with a negative impact on their psychological

health. For example, rape victims often show many of the signs

of posttraumatic stress (Ullman et al., 2007). In assessments

two weeks after being assaulted, 94 percent of rape victims were

diagnosed with PTSD; 12 weeks after the assault, 51 percent

of the victims still met diagnostic criteria (Foa & Riggs, 1995).

These data illustrate that the emotional responses of posttrau-

matic stress can occur in an acute form immediately follow-

ing a trauma and can subside over a period of several months.

Chapter 14 will return to the topic of PTSD in the discussion of

anxiety disorders.


Chronic Stressors


The discussion of physiological re-

sponses to stress made a distinction between stressors that

are acute, with clear onsets and offsets, versus those that are

chronic—that is, endure over time. With psychological stres-

sors, it’s not always easy to draw a sharp distinction. Suppose,

This trader on the floor of the New York Stock Exchange has

for example, your bicycle is stolen. Originally, this is an acute

likely experienced chronic stress as a result of the uncertain

source of stress. However, if you begin to worry constantly that

economy. What are some possible consequences for his

your new bike will also be stolen, the stress associated with this

physical and mental health?
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In a diary study, a group of White middle-class middle-

may consist of behavioral, emotional, or motivational

aged men and women kept track of their daily hassles over a

responses and thoughts. This section begins by describing how

one-year period (along with a record of major life changes and

cognitive appraisal affects what you experience as stressful.

physical symptoms). A clear relationship emerged between

We then consider types of coping responses, including both

hassles and health problems: The more frequent and intense

general principles of coping and specific interventions. Finally,

the hassles people reported, the poorer was their health, both

we consider some individual differences in individuals’ ability

physical and mental (Lazarus, 1981, 1984b). Consider a study

to cope with stress.

that demonstrated the impact of daily hassles on adolescents.


Appraisal of Stress


When you cope with stressful situa-


Fea
 A group of 236 adolescents (with an average age of 16.1 years)


tions, your first step is to define in what ways they are, in fact,


tured



completed a daily hassles scale. The scale asked the adoles-


stressful. Cognitive appraisal is the cognitive interpretation and


Stud



cents to indicate how frequently they had experiences such as


evaluation of a stressor. Cognitive appraisal plays a central role


“Being ‘put down’ by a family member,” “Having to lie to my


in defining the situation—what the demand is, how big a threat


y



parents,” and “Being bullied or teased” (Wright et al., 2010,


it is, and what resources you have for meeting it (Lazarus, 1993;


p. 222). The adolescents indicated the frequency of such expe-


Lazarus & Lazarus, 1994). Some stressors, such as undergoing


riences on a 5-point scale that ranged from “never” to “daily.”


bodily injury or finding one’s house on fire, are experienced as


They also completed measures of anxiety, depression, and


threats by almost everyone. However, many other stressors can


life satisfaction. In general, the adolescents who reported the


be defined in various ways, depending on your personal life


highest levels of daily hassles also reported the most nega-


situation, the relation of a particular demand to your central


tive states of mental health (that is, they reported more anxi-


goals, your competence in dealing with the demand, and your


ety and more depression). In addition, adolescents with more


self-assessment of that competence. The situation that causes


daily hassles reported lower levels of life satisfaction.


acute distress for another person may be all in a day’s work

for you. Try to notice, and understand, the life events that are

different for you and your friends and family: Some situations

This study confirms that daily hassles have a considerable im-

cause you stress but not your friends and family; other events

pact on people’s sense of well-being.

cause them stress but not you. Why?

Although this section has focused on day-to-day hassles, its

Richard Lazarus, whose general theory of appraisal was

worth noting that, for many people, daily hassles may be bal-

addressed in the discussion of emotions, distinguished two

anced out by daily positive experiences (Lazarus & Lazarus,

stages in the cognitive appraisal of demands. Primary ap-


1994). For example, one study asked 132 men and women to


praisal
 describes the initial evaluation of the seriousness of

report the frequency and intensity of the hassles (that is, irritating

a demand. This evaluation starts with the questions “What’s

events) and uplifts (that is, happy events) in their lives (Jain et al.,

happening?” and “Is this thing good for me, stressful, or irrel-

2007). The researchers also measured the participants’ blood lev-

evant?” If the answer to the second question is “stressful,” you

els of substances (such as inflammatory factors) that are indica-

appraise the potential impact of the stressor by determining

tors of risk for cardiovascular disease. Higher levels of reported

whether harm has occurred or is likely to and whether action

hassles were associated with higher levels of these risk indicators;

is required (see Table 12.2
 ). Once you decide something must

higher levels of reported uplifts were associated with lower levels.

be done, secondary appraisal
 begins. You evaluate the personal

Therefore, if we want to predict your life course based on daily

and social resources that are available to deal with the stressful

hassles, we also need to know something about the daily uplifts

your life provides (Lyubomirsky et al., 2005).

You have just learned about many sources of stress in


Table 12.2t
 Stages in Stable Decision Making/

people’s lives. Psychologists have recognized for quite a long

Cognitive Appraisal

time that the impact of these different types of stressors de-

pends in large part on how effectively people can cope with


Stage



Key Questions


them. Let’s now consider how people cope successfully and

1. Appraising the

Are the risks serious if I don’t change?

unsuccessfully with stress.

challenge


Coping with Stress


2. Surveying

Is this alternative an acceptable means for

alternatives

dealing with the challenge?

If living is inevitably stressful, and if chronic stress can disrupt

Have I sufficiently surveyed the available

your life and even kill you, you need to learn how to manage

alternatives?

stress. Coping
 refers to the process of dealing with internal or

3. Weighing

Which alternative is best?

external demands that are perceived as straining or exceeding

alternatives

Could the best alternative meet the

an individual’s resources (Lazarus & Folkman, 1984). Coping

essential requirements?

4. Deliberating

Will I implement the best alternative and

about

allow others to know?


Watch
 the Video
 In the Real World: Reducing Stress, Improving Health


commitment

on MyPsychLab



Explore
 the Concept
 The Effect of Cognitive Appraisal on Responses to


5. Adhering

Are the risks serious if I don’t
 change?


Stressors
 on MyPsychLab


despite negative

Are the risks serious if I do
 change?


coping
 The process of dealing with internal or external demands that

feedback

are perceived to be threatening or overwhelming.
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circumstance and consider the action options that are needed.

you undertake a response that is appropriate for removing or

Appraisal continues as coping responses are tried; if the first

lessening the threat. Such problem-solving efforts are useful

ones don’t work and the stress persists, new responses are initi-

for managing controllable stressors
 —those stressors that you

ated, and their effectiveness is evaluated.

can change or eliminate through your actions, such as over-

Cognitive appraisal is an example of a stress moderator

bearing bosses or underwhelming grades.

variable. Stress moderator variables
 are those variables that

The emotion-focused approach is useful for manag-

change the impact of a stressor on a given type of stress reac-

ing the impact of more uncontrollable stressors
 . Suppose you

tion. Moderator variables filter or modify the usual effects of

are responsible for the care of a parent with Alzheimer’s. In

stressors on the individual’s reactions. For example, your level

that situation, there is no “bully” you can eliminate from the

of fatigue and general health status are moderator variables

environment; you cannot make the disease go away. Even in

influencing your reaction to a given psychological or physi-

this situation, some forms of problem-directed coping would

cal stressor. When you are in good shape, you can deal with a

be useful. For example, you could modify your work schedule

stressor better than when you aren’t. You can see how cognitive

to make it easier to provide care. However, because you can-

appraisal also fits the definition of a moderator variable. The

not eliminate the source of stress, you also can try to change

way in which you appraise a stressor will determine the types

your feelings and thoughts about the disease. For example, you

of coping responses you need to bring to it. Let’s now consider

might take part in a support group for Alzheimer’s caregiv-

general types of coping responses.

ers or learn relaxation techniques. These approaches still con-

stitute a coping strategy because you are acknowledging that


Types of Coping Responses


Suppose you have a big exam

there is a threat to your well-being and you are taking steps to

coming up. You’ve thought about it—you’ve appraised the

modify that threat.

situation—and you’re quite sure that this is a stressful situation.

You will be better off if you have multiple strategies to

What can you do? It’s important to note that coping can precede

help you cope in stressful situations (Bonanno et al., 2011).

a potentially stressful event in the form of anticipatory coping


For coping to be successful, your resources need to match the

(Folkman, 1984). How do you deal with the stress of the upcom-

perceived demand. Thus the availability of multiple coping

ing exam? How do you tell your parents that you are dropping

strategies is adaptive because you are more likely to achieve a

out of school or your lover that you are no longer in love? Antic-

match and manage the stressful event. Consider a study that

ipating a stressful situation leads to many thoughts and feelings

examined the ways in which women cope with the stress of

that themselves may be stress inducing, as in the cases of inter-

undergoing surgery for breast cancer (Roussi et al., 2007). The

views, speeches, or blind dates. You need to know how to cope.

women reported their distress levels and coping strategies

The two main ways of coping are defined by whether the

(such as problem-directed and/or emotion-focused strategies)

goal is to confront the problem directly— problem-directed


a day before the surgeries, three days after the procedure, and


coping
 —or to lessen the discomfort associated with the stress—

again three months later. The women who reported that they


emotion-focused coping
 (Billings & Moos, 1982; Lazarus &

were using multiple coping strategies in the days after their sur-

Folkman, 1984). Several subcategories of these two basic

geries reported less distress three months later.

approaches are shown in Table 12.3
 .

Researchers who study coping have discovered that

Let’s begin with problem-directed coping. “Taking the

some individuals meet stressors with a particular degree of

bull by the horns” is how we usually characterize the strategy

of facing up to a problem situation. This approach includes all

strategies designed to deal directly
 with the stressor, whether


Explore
 the Concept
 Coping Strategies and Their Effects
 on

through overt action or through realistic problem-solving ac-


MyPsychLab


tivities. You face up to a bully or run away; you try to win


stress moderator variable
 Variable that changes the impact of a

him or her over with bribes or other incentives. Your focus is

stressor on a given type of stress reaction.

on the problem to be dealt with and on the agent that has in-


anticipatory coping
 Efforts made in advance of a potentially stressful

duced the stress. You acknowledge the call to action, you ap-

event to overcome, reduce, or tolerate the imbalance between

praise the situation and your resources for dealing with it, and

perceived demands and available resources.


Table 12.3t
 Taxonomy of Coping Strategies


Type of Coping Strategy



Example


PROBLEM-DIRECTED COPING

Change stressor or one’s relationship to it through

Fight (destroy, remove, or weaken the threat)

direct actions and/or problem-solving strategies

Flight (distance oneself from the threat)

Seek options to fight-or-flight (negotiating, bargaining, compromising)

Prevent future stress (act to increase one’s resistance or decrease strength of anticipated stress) EMOTION-FOCUSED COPING

Change self through activities that make one feel

Somatically focused activities (use of antianxiety medication, relaxation, biofeedback)

better but do not chnage the stressor

Cognitively focused activities (planned distractions, fantasies, thoughts about oneself)

Therapy to adjust conscious or unconscious processes that lead to additional anxiety
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critics sitting there in the nude—this surely takes away a great

deal of their fearsome power. Anxious about being shy at a

party you must attend? Think about finding someone who is

more shy than you and reducing his or her social anxiety by

initiating a conversation.

You can also manage stress by changing what you

tell yourself about it and by changing your handling of it.

Cognitive-behavior therapist Donald Meichenbaum
 (1977,

1985, 1993) has proposed a three-phase process that allows for

such stress inoculation
 . In Phase 1, people work to develop a

greater awareness of their actual behavior, what instigates it,

and what its results are. One of the best ways of doing this is

to keep daily logs. By helping people redefine their problems

in terms of their causes and results, these records can increase

their feelings of control. You may discover, for example, that

your grades are low (a stressor) because you always leave too lit-

tle time to do a good job on your class assignments. In Phase 2,

people begin to identify new behaviors that negate the mala-

daptive, self-defeating behaviors. Perhaps you might create a

fixed “study time” or limit your phone calls to 10 minutes each

night. In Phase 3, after adaptive behaviors are being emitted,

individuals appraise the consequences of their new behaviors,

avoiding the former internal dialogue of put-downs. Instead

of telling themselves, “I was lucky the professor called on me

when I happened to have read the text,” they say, “I’m glad I

was prepared for the professor’s question. It feels great to be

Why are multiple coping strategies beneficial for individuals

able to respond intelligently in that class.”

such as Alzheimer’s caregivers?

This three-phase approach means initiating responses

and self-statements that are incompatible with previous de-

featist cognitions. Once started on this path, people realize

resilience—they are able to achieve positive outcomes despite

that they are changing—and can take full credit for the change,

serious threats to their well-being (Stewart & Yuen, 2011). Re-

which promotes further successes. Table 12.4
 gives examples

search has focused on the types of coping skills that resilient

of the new kinds of self-statements that help in dealing with

individuals have acquired and how they have acquired them.

stressful situations. Stress inoculation training
 has been used

An important part of the answer is that children who become

successfully in a wide variety of domains. Many children live

resilient have been raised by parents with good parenting skills

in situations in which, tragically, they are very likely to be

(Masten, 2011). For example, research with homeless families

exposed to stressful circumstances. Let’s consider successful

suggests that higher-quality parenting helps children to acquire

stress inoculation for children.

the cognitive skills necessary to control their attention and be-

havior (Herbers et al., 2011). These control skills have positive


F


consequences for the children’s performance in school.


The teachers of 748 fourth- and fifth-grade students in southern
 eat


Up to now, we have been considering general approaches


ured



Israel provided a program of stress inoculation in their class-


to coping with stressors. Let’s now turn to specific cognitive


rooms (Wolmer et al., 2011). Over the course of 14 weeks,
 Stud


and social approaches to successful coping.


the children received a series of lessons that taught them
 y



coping skills and gave them opportunities to rehearse those



Modifying Cognitive Strategies


A powerful way to adapt


skills. The lessons also helped students recognize their


to stress is to change your evaluations of stressors and your


strong emotions and, again, taught them skills for regulating


self-defeating cognitions about the way you are dealing with


those emotions. A control group of 740 children did not re-


them. You need to find a different way to think about a given


ceive this training. After the training period, a conflict began


situation, your role in it, and the causal attributions you make


in the Gaza Strip. All 1,488 of the children experienced three


to explain the undesirable outcome. Two ways of mentally


weeks of rocket and mortar attacks. Three months after the


coping with stress are reappraising
 the nature of the stressors


conflict ended, the children completed measures to assess


themselves and restructuring
 your cognitions about your stress


the presence of posttraumatic stress disorder. Among the


reactions.


students in the control group, 11.3 percent met criteria for


You have already seen the idea that people control the ex-


PTSD; among the students who had received the stress in-


perience of stress in their lives in part by the way they appraise


oculation training, 7.2 percent met criteria for PTSD. Thus,


life events (Lazarus & Lazarus, 1994). Learning to think dif-


stress inoculation training reduced the number of children


ferently about certain stressors, to relabel them, or to imagine


experiencing PTSD by about one-third.


them in a less-threatening (perhaps even funny) context is a

form of cognitive reappraisal that can reduce stress. Worried

about giving a speech to a large, forbidding audience? One

This study suggests how classroom-based stress inocula-

stressor reappraisal technique is to imagine your potential

tion training could help children cope with stressors that,
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Table 12.4t
 Examples of Coping Self-Statements

neighbors—can be part of your social support network in time

of need.


Preparation


Much research points to the power of social support in

I can develop a plan to deal with it.

moderating the vulnerability to stress (Kim et al., 2008). When

people have other people to whom they can turn, they are bet-

Just think about what I can do about it. That’s better than getting

ter able to handle job stressors, unemployment, marital disrup-

anxious.

tion, and serious illness, as well as their everyday problems of

No negative self-statements, just think rationally.

living. Consider individuals who serve as peacekeepers in the

world’s many troubled regions. The traumas associated with


Confrontation


life in battle zones often leads to posttraumatic stress disor-

One step at a time; I can handle this situation.

der. However, a study of Dutch peacekeepers who served in

Lebanon demonstrated that those individuals who experienced

This anxiety is what the doctor said I would feel; it’s a reminder to use

higher levels of positive social interactions had fewer symp-

my coping exercises.

toms of PTSD (Dirkzwager et al., 2003).

Relax; I’m in control. Take a slow, deep breath.

Researchers are trying to identify which types of social sup-

ports provide the most benefit for specific life events. One study


Coping


examined the impact of informational support and emotional

When fear comes, just pause.

support for men and women who were undergoing facial sur-

gery (Krohne & Slangen, 2005). Overall, people who had more

Keep focused on the present; what is it I have to do?

social support anticipated their surgery with less anxiety, re-

Don’t try to eliminate fear totally; just keep it manageable.

quired less anesthesia during surgery, and had briefer hospital

stays. However, the more specific results differed for men and

It’s not the worst thing that can happen.

women. Although patients of both sexes obtained an advantage

Just think about something else.

from greater informational support, only women were much


Self-Reinforcement


affected by the level of emotional support. More generally, what

appears to matter is the match between the type of support an

It worked; I was able to do it.

individual needs and what that individual gets. As shown in

It wasn’t as bad as I expected.


Figure 12.10
 , there are four different possibilities for how de-

sires and reality can be related (Reynolds & Perrin, 2004). Peo-

I’m really pleased with the progress I’m making.

ple are best off when there’s a match between what they want

and what they get. For a sample of women with breast cancer,

they had the worst psychological outcomes when they received

quite unfortunately, may be regularly anticipated in some

support they did not want (“support commission”) (Reynolds

young lives.

& Perrin, 2004). This pattern might have emerged because the

Another main component of successful coping is for

unwanted assistance made it difficult for women to obtain the

you to establish perceived control
 over the stressor, a belief

emotional support they really needed.

that you can make a difference in the course or the conse-

quences of some event or experience (Endler et al., 2000;

Roussi, 2002). If you believe that you can affect the course of


Support is



wanted



not wanted


an illness or the daily symptoms of a disease, you are prob-

ably adjusting well to the disorder. However, if you believe


received


positive congruent

support

that the source of the stress is another person whose behavior

support

commission

you cannot influence or a situation that you cannot change,

chances increase for a poor psychological adjustment to your


not received


support

null

chronic condition. Consider a study of women who had

omission

support

undergone surgery for breast cancer (Bárez et al., 2007). The

women who reported higher levels of perceived control expe-


FIGURE 12.10
 Matches and Mismatches for Social

rienced the least physical and psychological distress over the

Support

whole year following surgery.

When people need to cope with difficult situations, there can

While you file away these control strategies for future use,

be matches or mismatches between the social support they

we will turn to a final aspect of coping with stress—the social

want and the social support they receive.

dimension.

From Julie S. Reynolds and Nancy Perrin, “Matches and Mismatches

for Social Support and Psychosocial Adjustment to Breast Cancer,”


Social Support as a Coping Resource



Social support
 refers


Health Psychology, 23
 (4), 425–430. Copyright © 2004 by the American

to the resources others provide, giving the message that one

Psychological Association. Reprinted with permission.

is loved, cared for, esteemed, and connected to other people

in a network of communication and mutual obligation. In ad-


perceived control
 The belief that one has the ability to make a

dition to these forms of emotional support,
 other people may

difference in the course of the consequences of some event or

provide tangible support
 (money, transportation, housing)

experience; often helpful in dealing with stressors.

and informational support
 (advice, personal feedback, in-


social support
 Resources, including material aid, socioemotional

formation). Anyone with whom you have a significant social

support, and informational aid, provided by others to help a person

relationship—such as family members, friends, coworkers, and

cope with stress.

Stress of Living
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experience stress. One of the most important take-home mes-

sages from Psychology and Life
 is that you should always work

at being part of a social support network and never let yourself

become socially isolated.


Positive Effects of Stress


This section has focused largely on the potential for stress to

bring about negative life outcomes. This focus reflects the great

effort researchers have expended to help people prevent and

overcome those negative outcomes. However, in recent years,

psychologists have turned more attention to the potential for

stress to have positive effects in people’s lives. This new focus

is another outcome of the positive psychology movement that

you encountered as part of the discussion of subjective well-

being. Let’s consider stress and coping from a positive psychol-

ogy perspective.

The initial definition of stress made a distinction between

distress and eustress. It’s probably easy for you to generate cir-

cumstances in which you experienced distress—but what about

eustress? Consider the last time you watched any kind of run-

ning race. Did you enjoy the experience of seeing who would

Why are some forms of social support more welcome than

win? Did you feel your heart race as the runners approached

others?

the finish line? Researchers have demonstrated that eustress—

the experience of excitement and anxiety—is often an impor-

tant motivation for people to watch, for example, sporting

Researchers are also trying to determine how different

events (Cohen & Avrahami, 2005; Hu & Tang, 2010). If a team

coping resources interact to affect responses to stressors. Let’s

or competitor you favor ultimately- loses, you may experience

consider a study that examined both perceived control and

some distress. However, along the way, you probably have a

social support.

more positive emotional experience when competitions stimu-

late eustress. Search your life for other circumstances in which


Fe


the experience of stressful events gives you pleasure. Here’s one


a



The 70 participants in the study all had been diagnosed



tured


more example: Why do you feel happy while you’re riding a


with colorectal cancer (Dagan et al., 2011). Three months


roller coaster?


Stud



after their diagnosis, the participants completed a scale


For some types of stressful events, it might be hard to


to indicate their perceptions of personal control over the



y


anticipate how any positive effects could emerge. However,


events in their lives. The participants also completed a


research has demonstrated that people can experience positive


scale on which they reported the extent to which their


outcomes and personal growth from deeply negative events.


spouses engaged in supportive behaviors (such as provid-


One type of research focuses on benefit finding
 —people’s abil-


ing a context to share feelings) and unsupportive behaviors


ity to identify positive aspects of negative life events (Helgeson


(such as making disapproving remarks). Six months later,


et al., 2006; Littlewood et al., 2008). Consider a study of adoles-


the participants specified the extent of their psychologi-


cents diagnosed with diabetes.


cal distress. The researchers looked for relationships be-



tween personal control, social support, and participants’



distress. Participants who were low on personal control



Fea
 A team of researchers recruited 252 adolescents (ages 10



reported less distress if they had good social support and



tured



to 14) who had been diagnosed with Type 1 diabetes. The



more distress if they had poor social support. However,



Stud



adolescents completed a measure of benefit finding that



participants who were relatively high on personal control



allowed them to list personally relevant benefits. The ado-



reported low levels of distress irrespective of the behavior



y



lescents provided a number of benefits: They suggested,



of their spouses.



for example, that diabetes had made them “feel more inde-



pendent,” had “brought [their] family a lot closer,” and had



made them “able to accept change easily” (Tran et al., 2011,


These results suggest that people who believe they can control


p. 214). The adolescents also provided information about


their own lives are less likely to look toward others as a coping


other aspects of their experience of diabetes, including how


resource. For that reason, they are less affected by the quality of


effectively they believed they were able to cope with stress-


the available social support.


ful disease-related events and how closely they were able to


However, even people with high personal control are


adhere to their treatment regimens. The researchers found


likely to discover circumstances in which social support proves


that adolescents who were able to find more benefits were


valuable. Being part of an effective social support network


also better able to cope with stressful events and keep up


means that you believe others will be there for you if you need


with their treatments.


them—even if you don’t actually ask for their help when you
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The researchers suggested that benefit finding has the potential

This acknowledgment of the importance of psychological and

to act as a stress buffer: By engaging in benefit finding, people

social factors in health has spurred the growth of a new field,

are able to keep negative emotions from overwhelming their

health psychology. Health psychology
 is the branch of psy-

coping responses to a disease.

chology devoted to understanding the way people stay healthy,

People also may experience posttraumatic growth
 —

the reasons they become ill, and the way they respond when

positive psychological change—in response to serious illnesses,

they do get ill. Health
 refers to the general condition of the

accidents, natural disasters, and other traumatic events. Post-

body and mind in terms of soundness and vigor. It is not sim-

traumatic growth occurs in five domains (Cryder et al., 2006;

ply the absence of illness or injury, but is more a matter of how

Tedeschi & Calhoun, 2004):

well all the body’s component parts are working together. The

discussion of health psychology will begin with a discussion

t New possibilities: “I have new things that I like to do.”

of how the field’s underlying philosophy departs from a tradi-

t Relating to others: “I feel closer to other people than

tional Western medical model of illness. We then consider the

I did before.”

contributions of health psychology to the prevention and treat-

t Personal strength: “I learned I can count on myself.”

ment of illness and dysfunction.

t Appreciation of life: “I learned that life is important.”

t Spiritual change: “I understand religious ideas more.”

Not everyone who experiences trauma will experience post-


The Biopsychosocial Model of Health


traumatic growth. For example, one study focused on a group

Health psychology is guided by a biopsychosocial model
 of

of 7- to 10-year-old children affected by Hurricane Katrina

health. We can find the roots of this perspective in many non-

in New Orleans (Kilmer & Gil-Rivas, 2010). The children

Western cultures. To arrive at a definition of the biopsycho-

who experienced the most posttraumatic growth were the

social model, this section starts with a description of some of

ones whose thoughts turned frequently back to the original

these non-Western traditions.

traumatic events. This was true even when the thoughts were

distressing. Children focused on the events to try to understand


Traditional Health Practices


Psychological principles

what had happened and make sense of those events.

have been applied in the treatment of illness and the pursuit

At many points in this discussion of stress, I have noted

of health for all of recorded time. Many cultures understand

the effect of stress on physical or psychological well-being. Let’s

the importance of communal health and relaxation rituals in

now turn directly to the ways in which psychologists apply

the enhancement of the quality of life. Among the Navajo, for

their research knowledge to issues of illness and health.

example, disease, illness, and well-being have been attributed

to social harmony and mind–body interactions. The Navajo

concept of hozho
 (pronounced whoa-zo
 ) means harmony,


Stop
 and
 Review


peace of mind, goodness, ideal family relationships, beauty in

arts and crafts, and health of body and spirit. Illness is seen

What are the three stages of the general adaptation

as the outcome of any disharmony,
 caused by evil introduced

syndrome?

through violation of taboos, witchcraft, overindulgence, or bad

How did life-change unit estimates change from the

dreams. Traditional healing ceremonies seek to banish illness

1960s to the 1990s?

and restore health, not only through the medicine of the sha-

man but also through the combined efforts of all family mem-

How do daily hassles and daily pleasures affect

bers, who work together with the ill person to reachieve a state

well-being?

of hozho. The illness of any member of a tribe is seen not as his

What does it mean to engage in emotion-

or her individual responsibility (and fault) but rather as a sign

focused coping?

of broader disharmony that must be repaired by communal

Why is perceived control important in the context

healing ceremonies. This cultural orientation guarantees that a

of coping?

powerful social support network will automatically come to the

What is meant by benefit finding?

aid of the sufferer.


CRITICAL THINKING


Recall the study that demon-


Toward a Biopsychosocial Model


You have just seen

strated the value of stress inoculation training. Why might

that healing practices in non-Western cultures often assumed

the training have been effective as part of the school

a link between the body and the mind. By contrast, modern

curriculum?


Study
 and Review
 on MyPsychLab



Watch
 the Video
 The Big Picture: Health Psychology
 on MyPsychLab



health psychology
 The field of psychology devoted to understanding

the ways people stay healthy, the reasons they become ill, and the


HEALTH PSYCHOLOGY


ways they respond when they become ill.


health
 A general condition of soundness and vigor of body and mind;

not simply the absence of illness or injury.

How much do your psychological processes contribute to your


hozho
 A Navajo concept referring to harmony, peace of mind,

experiences of illness and wellness? You have already seen ex-

goodness, ideal family relationships, beauty in arts and crafts, and

amples that suggest that the right answer may be “quite a bit.”

health of body and spirit.

Health Psychology
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Health Promotion



Health promotion
 means developing general strategies and

specific tactics to eliminate or reduce the risk that people will

get sick. The prevention of illness in the 21st century poses a

much different challenge than it did at the beginning of the

20th century. In 1900, the primary cause of death was infectious

disease. Health practitioners at that time launched the first

revolution in American public health. Over time, through the

use of research, public education, the development of vaccines,

and changes in public health standards (such as waste control

and sewage), they were able to reduce substantially the deaths

associated with such diseases as influenza, tuberculosis, polio,

measles, and smallpox.

If researchers wish to contribute to the trend toward im-

proved quality of life, they must attempt to decrease those

deaths associated with lifestyle factors
 . Smoking, being over-

weight, eating foods high in fat and cholesterol, drinking too

much alcohol, driving without seat belts, and leading stress-

ful lives all play a role in heart disease, cancer, strokes, ac-

cidents, and suicide. Changing behaviors will prevent much

illness and premature death. To show you how that works,

we now consider a pair of concrete domains: smoking and

AIDS.


Smoking


It would be impossible to imagine that anyone

reading this book wouldn’t know that smoking is extremely

dangerous. In the United States, roughly 443,000 people die

each year from smoking-related illnesses and 49,400 people die

The Navajo, like people in many other cultures around the

from exposure to secondhand smoke (Centers for Disease Con-

world, place a high value on aesthetics, family harmony, and

trol and Prevention, 2011). Even so, 58.7 million people in the

physical health. What do the Navajo people consider to be the

United States still smoke cigarettes (Substance Abuse and Men-

origins of illness?

tal Health Services Administration, 2010). Health psychologists

would like to understand both why people begin to smoke—so

that the psychologists can help prevent it—and how to assist

people in quitting—so they can reap the substantial benefits of

Western scientific thinking has relied almost exclusively on a

becoming ex-smokers.


biomedical model
 that has a dualistic conception of body and

Analyses of why some people start smoking have focused

mind. According to this model, medicine treats the physical

on interactions of nature and nurture. Studies comparing

body as separate from the psyche; the mind is important only

monozygotic and dizygotic twins for the similarity of their

for emotions and beliefs and has little to do with the real-

tobacco use consistently find heritability estimates of 0.50

ity of the body. Over time, however, researchers have begun

or higher (Munafò & Johnstone, 2008). Consider one study

to document types of interactions that make the strict bio-

that examined the smoking behavior of 1,198 pairs of ado-

medical model unworkable. You have already seen some of

lescent siblings (that is, identical twins, fraternal twins, and

the evidence: Good and bad life events can affect immune

nontwin pairs) (Boardman et al., 2008). The researchers re-

function; people are more or less resilient with respect to the

ported heritability estimates of 0.51 for whether individuals

negative consequences of stress; adequate social support can

began to smoke and 0.58 for how much they smoked each day.

change the length of hospital stays. These realizations yield

The study also documented an impact of the environment.

the three components of the biopsychosocial model.
 The bio


For example, when the adolescents attended schools in which

acknowledges the reality of biological illness. The psycho
 and

the social
 acknowledge the psychological and social compo-

nents of health.

The biopsychosocial model links your physical health to

your state of mind and the world around you. Health psychol-


Watch
 the Video
 What’s In It For Me?: The Challenge Of Quitting Bad


ogists view health as a dynamic, multidimensional experience.


Habits
 on MyPsychLab


Optimal health, or wellness,
 incorporates physical, intellectual,


biopsychosocial model
 A model of health and illness that suggests links

emotional, spiritual, social, and environmental aspects of your

among the nervous system, the immune system, behavioral styles,

cognitive processing, and environmental domains of health.

life. When you undertake an activity for the purpose of prevent-


wellness
 Optimal health, incorporating the ability to function fully and

ing disease or detecting it in the asymptomatic stage, you are

actively over the physical, intellectual, emotional, spiritual, social,

exhibiting health behavior. The general goal of health psychol-

and environmental domains of health.

ogy is to use psychological knowledge to promote wellness and


health promotion
 The development and implementation of general

positive health behaviors. Let’s now consider theory and research

strategies and specific tactics to eliminate or reduce the risk that

relevant to this goal.

people will become ill.
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the popular students were also smokers, genes mattered more:

be designed that nudge smokers up the scale of readiness, until,

Apparently, in that social context, students could realize their

finally, they are psychologically prepared to take healthy action

“genetic potential.”

(Velicer et al., 2007).

To understand the link between genes and smoking, re-

Successful smoking-cessation treatment requires that

searchers have often focused on personality differences that

both smokers’ physiological and psychological needs be met

predict which people will start smoking. One personality

(Fiore et al., 2008). On the physiological side, smokers are best

type that has been associated with the initiation of smoking

off learning an effective form of nicotine replacement therapy,


is called sensation seeking
 (Zuckerman, 2007). Individuals

such as nicotine patches or nicotine gum. On the psychological

characterized as sensation seeking are more likely to engage

side, smokers must understand that there are huge numbers of

in risky activities. One study measured sensation seeking in

ex-smokers and realize that it is possible to quit. Furthermore,

several thousand U.S. adolescents, ages 10 to 14 (Sargent et al.,

smokers must learn strategies to cope with the strong temptations

2010). To determine which of the adolescents had become

that accompany efforts to quit. Treatments often incorporate the

smokers, the researchers contacted them 8, 16, and 24

types of cognitive coping techniques described earlier, which al-

months after sensation seeking was originally measured.

low people to alleviate the effects of a wide range of stressors. For

High levels of sensation seeking were a strong predictor of

smoking, people are encouraged to find ways to avoid or escape

which adolescents would begin smoking in that two-year

from situations that may bring on a renewed urge to smoke.

follow-up period.

The best approach to smoking is never to start at all. But


AIDS



AIDS
 is an acronym for acquired immune deficiency


for those of you who have begun to smoke, what has research


syndrome.
 Although hundreds of thousands are dying from

revealed about quitting? Although many people who try to quit

this virulent disease, many more are now living with HIV in-

have relapses, an estimated 35 million Americans have quit.

fection. HIV
 (human immunodeficiency virus)
 is a virus that

Ninety percent have done so on their own, without profes-

attacks the white blood cells (T lymphocytes) in human blood,

sional treatment programs. Researchers have identified stages

thus damaging the immune system and weakening the body’s

people pass through that represent increasing readiness to quit

ability to fight other diseases. The individual then becomes vul-

(Norman et al., 1998, 2000):

nerable to infection by a host of other viruses and bacteria that

can cause such life-threatening illnesses as cancer, meningitis,

t Precontemplation.
 The smoker is not yet thinking about

and pneumonia. The period of time from initial infection with

quitting.

the virus until symptoms occur (incubation period) can be five

t Contemplation.
 The smoker is thinking about quitting

years or longer. Although most of the estimated millions of

but has not yet undertaken any behavioral changes.

those infected with the HIV virus do not have AIDS (a medi-

t Preparation.
 The smoker is getting ready to quit.

cal diagnosis), they must live with the continual stress that this

t Action.
 The smoker takes action toward quitting by

life-threatening disease might suddenly emerge. At the present

setting behavioral goals.

time, there are treatments that delay the onset of full-blown

t Maintenance.
 The smoker is now a nonsmoker and is

AIDS, but there is neither a cure for AIDS nor a vaccine to

trying to stay that way.

prevent its spread.

This analysis suggests that not all smokers are psychologi-

The HIV virus is not airborne; it requires direct access to

cally equivalent in terms of readiness to quit. Interventions can

the bloodstream to produce an infection. The HIV virus is gen-

erally passed from one person to another in one of two ways:

(1) the exchange of semen or blood during sexual contact and

(2) the sharing of intravenous needles and syringes used for

injecting drugs. The virus has also been passed through blood

transfusions and medical procedures in which infected blood

or organs are unwittingly given to healthy people. Many people

suffering from hemophilia have gotten AIDS in this way. How-

ever, everyone is at risk for AIDS.

The only way to protect oneself from being infected with

the AIDS virus is to change those lifestyle habits that put one

at risk. This means making permanent changes in patterns of

sexual behavior and use of drug paraphernalia. Health psy-

chologist Thomas Coates
 is part of a multidisciplinary re-

search team that is using an array of psychological principles

in a concerted effort to prevent the further spread of AIDS

(Coates & Szekeres, 2004). The team is involved in many as-

pects of applied psychology, such as assessing psychosocial


AIDS
 Acronym for acquired immune deficiency syndrome
 , a syndrome

caused by a virus that damages the immune system and weakens

the body’s ability to fight infection.


HIV
 Human immunodeficiency virus, a virus that attacks white blood

Why should interventions recognize that not all smokers are

cells (T lymphocytes) in human blood, thereby weakening the

the same with respect to their readiness to quit?

functioning of the immune system; HIV causes AIDS.

Health Psychology
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CAN HEALTH PSYCHOLOGY HELP YOU GET MORE EXERCISE?


An important goal of health psychology is to increase the

focused on the barriers to exercise (for example, too little time)

likelihood that people will engage in behaviors that are good

rather than the benefits (for example, improves appearance). As

for their health. High on that list is exercise: People who get

the individual moves through the contemplation
 and preparation


enough exercise generally experience better health. The U.S.

stages, the emphasis shifts from barriers to benefits. People

government makes these recommendations (U.S. Department

who have been exercising for less than six months are in the

of Health and Human Services, 2008, p. vii):


action
 stage; those who have exercised regularly for over six

months are in the maintenance
 stage.

t “For substantial health benefits, adults should do at least

If you do not exercise regularly now, how can you get

150 minutes (2 hours and 30 minutes) a week of moderate-

beyond precontemplation? Research suggests that individuals

intensity, or 75 minutes (1 hour and 15 minutes) a week of

can learn strategies that allow them to overcome obstacles

vigorous-intensity aerobic physical activity, or an equivalent

to exercise (Scholz et al., 2008). One strategy is to formulate

combination of moderate- and vigorous-intensity aerobic


action plans:
 You should create specific plans about when,

activity. Aerobic activity should be performed in episodes

where, and how you foresee becoming physically active.

of at least 10 minutes, and preferably, it should be spread

Another strategy is to formulate coping plans:
 You should

throughout the week.”

anticipate what obstacles might arise to interfere with your

t “Adults should also do muscle-strengthening activities that

action plans and determine how best to cope with those

are moderate or high intensity and involve all major muscle

obstacles. In one study, researchers taught patients with

groups on 2 or more days a week, as these activities

coronary heart disease how to formulate these types of plans

provide additional health benefits.”

(Sniehotta et al., 2006). Two months later, patients who

The activities in these recommendations lead to increased

combined both types of planning had engaged in considerably

fitness of the heart and respiratory systems, improvement of

more physical activity than patients in the control group (who

muscle tone and strength, and many other health benefits.

did not receive the training).

So, how can research in health psychology help people reap

Studies of this sort indicate why you can treat exercise like

these benefits?

any other situation in which you can use cognitive appraisal to

Researchers have tried to determine what programs or

work toward goals for healthy living.

strategies are most effective in getting people to start and

t Why might the same stages apply to undertaking healthy

continue exercising (Nigg et al., 2008). In fact, much the same

behaviors and overcoming unhealthy behaviors?

model that describes people’s readiness to quit
 smoking applies

t Why is it stressful to contemplate healthy behaviors such as

to people’s readiness to begin
 exercising (Buckworth et al.,

regular exercise?

2007). In the precontemplation
 stage, an individual is still more

risk factors, developing behavioral interventions, training

Why are all three of these components necessary? People

community leaders to be effective in educating people to-

might be highly motivated but uninformed, or vice versa. They

ward healthier patterns of sexual and drug behavior, assisting

may have both sufficient knowledge and sufficient motivation

with the design of media advertisements and community in-

but lack requisite skills. In addition, information must be deliv-

formation campaigns, and systematically evaluating changes

ered in a fashion that does not undermine people’s motivation.

in relevant attitudes, values, and behaviors (Fernández-

For example, people were more likely to participate in HIV-

Dávila et al., 2008; Hendriksen et al., 2007). Successful AIDS

prevention counseling when information was framed so that

interventions require three components (Starace et al., 2006):

the participants felt in control of their own behavior (Albarracín

et al., 2008).

t Information.
 People must be provided with knowledge

about how AIDS is transmitted and how its transmission

may be prevented; they should be counseled to practice


Treatment


safer sex (for example, use condoms during sexual con-

tact) and use sterile needles.

Treatment focuses on helping people adjust to their illnesses

t Motivation.
 People must be motivated to practice AIDS

and recover from them. This section will look at three aspects

prevention.

of treatment. First, we consider the role of psychologists in

t Behavioral skills.
 People must be taught how to put the

encouraging patients to adhere to the regimens prescribed by

knowledge to use.

health-care practitioners. Next, we look at techniques that allow
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people to explicitly use psychological techniques to take con-

their patients’ attitudes—and modify their behaviors to match

trol over the body’s responses. Finally, we examine instances in

those attitudes.

which the mind can contribute to the body’s cure.


Harnessing the Mind to Heal the Body


More and more

often, the treatments to which patients must adhere involve a


Patient Adherence


Patients are often given a treatment


psychological component. Many investigators now believe that


regimen.
 This might include medications, dietary changes, pre-

psychological strategies can improve well-being. For exam-

scribed periods of bed rest and exercise, and follow-up pro-

ple, many people react to stress with tension, resulting in tight

cedures such as return checkups, rehabilitation training, and

muscles and high blood pressure. Fortunately, many tension

chemotherapy. Failing to adhere to treatment regimens is one

responses can be controlled by psychological techniques, such

of the most serious problems in health care (Christensen &

as relaxation
 and biofeedback.


Johnson, 2002; Quittner et al., 2008). The rate of patient non-

Relaxation through meditation has ancient roots in many

adherence is estimated to be as high as 50 percent for some

parts of the world. In Eastern cultures, ways to calm the mind

treatment regimens.

and still the body’s tensions have been practiced for centuries.

What factors affect the likelihood that patients will ad-

Today, Zen discipline and yoga exercises from Japan and India

here to prescribed treatments? One type of research has fo-

are part of daily life for many people both there and, increas-

cused on the relationship between patients’ perceptions of

ingly, in the West. Growing evidence suggests that complete

the severity of their disease. As you might expect, people

relaxation is a potent antistress response (Samuelson et al.,

who perceive greater threat from a disease also show greater

2010). The relaxation response
 is a condition in which mus-

likelihood to adhere to treatments (DiMatteo et al., 2007).

cle tension, cortical activity, heart rate, and blood pressure all

However, the relationship becomes more complicated when

decrease and breathing slows (Benson, 2000). There is reduced

researchers consider patients’ objective health (rather, that is,

electrical activity in the brain, and input to the central nervous

than patients’ subjective perceptions). Patients who face se-

system from the outside environment is lowered. In this low

rious diseases that leave them in poor physical health show

level of arousal, recuperation from stress can take place. Four

lower levels of adherence than patients who are less debili-

conditions are regarded as necessary to produce the relaxation

tated by the same diseases. This lack of adherence may reflect

response: (1) a quiet environment, (2) closed eyes, (3) a com-

growing pessimism about the likelihood that the treatment

fortable position, and (4) a repetitive mental device such as the

will succeed. A second type of research has demonstrated the

chanting of a brief phrase over and over again. The first three

importance of social support for patient adherence (DiMatteo,

conditions lower input to the nervous system, and the fourth

2004). Patients obtain the greatest benefits when they receive

lowers its internal stimulation.

practical support that allows them to accomplish their regi-


Biofeedback
 is a self-regulatory technique used for a va-

mens correctly.

riety of special applications, such as control of blood pres-

Research has shown that health-care professionals can

sure, relaxation of forehead muscles (involved in tension

take steps to improve patient adherence. Consider a study that

headaches), and even diminishment of extreme blushing. As

demonstrated the importance of a match between patients’ and

pioneered by psychologist Neal Miller
 (1978), biofeedback

physicians’ attitudes.

is a procedure that makes an individual aware of ordinarily

weak or internal responses by providing clear external sig-


Fe


nals. The patient is allowed to “see” his or her own bodily


a



A team of researchers recruited 224 patients and the 18



tured


reactions, which are monitored and amplified by equipment


physicians who had provided them with medical care


that transforms them into lights and sound cues of varying


Stud



(Christensen et al., 2010). Both the patients and the phy-


intensity. The patient’s task is then to control the level of


sicians completed a questionnaire that assessed their



y


these external cues.


attitudes about the role patients play in their own health


Let’s consider one application of biofeedback. Partici-


outcomes. Patients responded to statements such as “I


pants who suffered from either high or low blood pressure were


am in control of my own health” and “When I get sick


brought into a laboratory (Rau et al., 2003). Feedback from


it is my own behavior which determines how soon I get


equipment measuring an index of the participants’ blood pres-


well again.” The physicians responded to a version of the


sure on each heart cycle was delivered to a computer screen so


questionnaire that focused on the patients (for example,


that growing green bars indicated changes in the right direction


“Patients are in control of their own health.”). To assess


and growing red bars indicated changes in the wrong direction.


the patients’ adherence with their treatment regimens, the


In addition, the researchers provided verbal reinforcement:


researchers obtained medication refill information from


“You did it the right way!” After three training sessions, the


pharmacy records. The results indicated that patients were


participants were able to raise or lower their blood pressure, as


more likely to adhere when their attitudes matched their



physicians’ attitudes.



Simulate
 the Experiment
 Stress and Health
 on MyPsychLab


To understand this result, imagine what might happen when,


relaxation response
 A condition in which muscle tension, cortical

for example, a patient who believes she is in control of her own

activity, heart rate, and blood pressure decrease and breathing

health faces a physician who believes otherwise. That mismatch

slows.

is likely to undermine the patient’s trust in her physician. The


biofeedback
 A self-regulatory technique by which an individual

researchers suggest that physicians should try to understand

acquires voluntary control over nonconscious biological processes.
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flu, you’d like your body to produce abundant antibodies.

Those antibodies will lower the probability that you’ll get sick.

However, people who report more stress in their lives have less

antibody response (Pedersen et al., 2009). Thus, for people who

experience high levels of stress, vaccinations may be less likely

to protect them from illness.

Let’s consider another basic function of your immune sys-

tem, to heal small wounds in your skin. In one study, a research

team led by Janet Kiecolt-Glaser
 gave 13 caretakers for rela-

tives with Alzheimer’s disease (see Chapter 7) and 13 control

participants standardized small wounds to their skin. On aver-

age, the Alzheimer’s caretakers, who experience chronic stress,

took nine days longer for their wounds to heal (Kiecolt-Glaser

et al., 1995)! People can also experience chronic stress as a con-

sequence of their own personalities—with similar implications

for immune function. For example, individuals who reported

having difficulty controlling their anger generally took more

days to heal the same type of standardized wounds than in-

dividuals with better anger control (Gouin et al., 2008). You

can see from these data how small differences in stress level

may affect the speed with which a person’s body can heal even

the smallest scratch or scrape. From that basic insight, you can

understand why research suggests that stress responses play

an even more profound role with respect to the progression

of serious medical conditions such as infectious diseases and

cancer. Researchers wish to understand how the mind affects

immune function so they can harness that power to slow these

serious illnesses.

Why does relaxation through meditation have health benefits?


Psychological Impact on Health Outcomes


One last

note on treatment. Have you ever had a secret too shame-

desired. If you ever become concerned about your blood pres-

ful to tell anyone? If so, talking about the secret could very

sure or other physical disorders, results of this sort might en-

well improve your health. That is the conclusion from a large

courage you to seek a course of biofeedback to complement a

body of research by health psychologist James Pennebaker


drug regimen.

(1990, 1997; Petrie et al., 1998), who has shown that sup-

pressing thoughts and feelings associated with personal


Psychoneuroimmunology


In the early 1980s, research-

traumas, failures, and guilty or shameful experiences takes a

ers made a series of discoveries that confirmed another way

devastating toll on mental and physical health. Such inhibi-

in which the mind affects the body: Psychological states can

tion is psychologically hard work and, over time, it under-

have an impact on immune function. Historically, scientists

mines the body’s defenses against illness. The experience of

had assumed that immunological reactions—rapid produc-

letting go often is followed by improved physical and psy-

tion of antibodies to counterattack substances that invade

chological health weeks and months later. Consider the ef-

and damage the organism—were automatic biological proc-

fects of emotional disclosure on health outcomes for people

esses that occurred without any involvement of the central

with HIV infection.

nervous system. However, using the types of condition-

ing experiments described in Chapter 6, Robert Ader
 and


F



Nicholas Cohen
 (1981) demonstrated that immune func-


Thirty-seven adults with HIV infection participated in this
 eat


tion can be modified by psychological states. Their research


ured



study. Roughly half of the patients were assigned to an emo-


gave rise to a new field of study, psychoneuroimmunology,



tional writing group. In four 30-minute sessions on consecu-



Stud


which explores interactions of psychological states, the nerv-


tive days, participants wrote about “the most traumatic and


ous system, and the immune system (Ader & Cohen, 1993;


y



emotional experiences of their lives” (Petrie et al., 2004,


Coe, 1999).


p. 273). The control group spent the same amount of time


Research over the past 40 years has confirmed that


on a neutral task, writing accounts, for example, about what


stressors—and how people cope with them—have a consist-


they had done in the previous day. To assess the impact


ent impact on the ability of the immune system to function


of emotional writing, the researchers measured
 HIV viral

effectively. For example, when you get a vaccination for the

load —the number of HIV copies in a milliliter of blood.



Figure 12.11
 displays the dramatic impact of emotional



writing. Those participants who had engaged in emotional



psychoneuroimmunology
 The research area that investigates


writing had consistently lower viral loads two weeks, three


interactions between psychological processes, such as responses to


months, and six months after the writing sessions.


stress, and the functions of the immune system.
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3.5

Type A behavior patterns were stricken with coronary heart

disease considerably more often than individuals in the general

3.4

population.

Because the Type A behavior pattern has many compo-

3.3

nents, researchers have focused their attention on identifying

the specific Type A elements that most often put people at risk.

A personality trait that has emerged most forcefully as “toxic”

3.2

is hostility (Chida & Steptoe, 2009).

3.1


F



A longitudinal study began in 1986, with 774 men in the
 eat


Log10 HIV-1 RNA copies/m

3


ured



sample who were free of any evidence of cardiovascular



disease (Niaura et al., 2002). In 1986, each participant’s
 Stud


2.9


level of hostility was measured (using a set of questions


Emotional writing

Control


y



from the Minnesota Multiphasic Personality Inventory, a


Baseline

2 weeks

3 months

6 months


device you’ll encounter in Chapter 13). Hostility is defined



as the consistency with which individuals look at the world



FIGURE 12.11
 The Impact of Emotional Writing on


and other people in a cynical and negative manner. To dis-


HIV Infection


play the relationship between hostility and coronary heart


Participants engaged in four sessions of either emotional or


disease, the researchers divided the hostility scores into


neutral writing. Their HIV viral load was assessed two weeks,


percentile groups. As shown in
 Figure 12.12
 , those individ-


three months, and six months after the writing sessions.


uals whose hostility scores were in the upper 20 percent


Participants who had engaged in emotional writing had


had a dramatically larger number of episodes of incident


consistently lower viral loads.


coronary heart disease in the subsequent years. In this


Data from figure “Viral Load” in “Effect of written emotional expression on


sample of men, hostility was a better predictor of future


immune function in patients with human immunodeficiency virus infection:


illness than several behavioral risk factors, such as smoking


A randomized trial” by Keith J. Petrie, Iris Fontanilla, Mark G. Thomas,

Roger J. Booth, and James W. Pennebaker, Psychosomatic Medicine 66
 (2),


and drinking.


March 2004.

This result is consistent with other data indicating that an

individual’s stress level has an impact on the course of HIV

infection. Emotional writing helped participants cope with

some negative psychological consequences of the infection.


Personality and Health


Do you know a person like this: someone who is driven to

succeed, no matter what obstacles; someone whose high

school class voted him or her “most likely to have a heart at-

tack before age 20”? Are you that person? As you’ve observed

the way in which some people charge through life while

others take a more relaxed pace, you may have wondered

whether these different personalities affect health. Research


FIGURE 12.12
 Hostility Predicts Coronary Heart

in health psychology strongly suggests that the answer is yes

(Deary et al., 2010b).

Disease

In the 1950s, Meyer Friedman and Ray Rosenman re-

Study participants were divided into percentile groups based

ported what had been suspected since ancient times: There was

on their self-reports of hostility. Men whose scores placed

a relationship between a constellation of personality traits and

them in the top 20 percent on the measure (that is, the group

the probability of illness, specifically coronary heart disease

greater than 80 percent) had the highest levels of coronary

(Friedman & Rosenman, 1974). These researchers identified

heart disease.

two behavior patterns that they labeled Type A and Type B.

The Type A behavior pattern
 is a complex pattern of behav-

ior and emotions that includes being excessively competitive,


Watch
 the Video
 Thinking Like a Psychologist: Personality and Health


aggressive, impatient, time urgent, and hostile. Type A people

on MyPsychLab


are often dissatisfied with some central aspect of their lives and


Type A behavior pattern
 A complex pattern of behaviors and emotions

have an intense drive for achievement. The Type B behavior


that includes excessive emphasis on competition, aggression,

impatience, and hostility; hostility increases the risk of coronary


pattern
 is everything Type A is not—individuals are less com-

heart disease.

petitive, less hostile, and so on. Importantly, these behavior


Type B behavior pattern
 As compared to Type A behavior pattern, a

patterns have an impact on health. In their original discussion,

less competitive, less aggressive, less hostile pattern of behavior

Friedman and Rosenman reported that people who showed

and emotion.
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Hostility may affect health for both physiological reasons—by

they had social and family demands on top of their academic

leading to chronic overarousal of the body’s stress responses—

demands. Each student completed a test that measured op-

and psychological reasons—by leading hostile people to

timism. Each student also underwent a procedure to assess

practice poor health habits and avoid social support (Smith &

immune response. They received an injection of a prepara-

Ruiz, 2002).

tion that tests susceptibility to mumps. In response to the

The good news is that researchers have begun to imple-

injection, the skin swells. The measure of immune response

ment behavioral treatments to reduce hostility and other as-

is the amount of swelling, or induration
 . As shown in

pects of the Type A behavior pattern (Pischke et al., 2008). For


Figure 12.13
 , those students with the highest optimism

example, one intervention focused on African American stu-

showed better immune response in the face of lower de-

dents in ninth grade (Wright et al., 2011). African Americans

mands; they showed worse immune response in the face of

are at greater risk than other ethnic groups for heart disease;

higher demands. These data suggest that optimists must rec-

differences in blood pressure begin to emerge in childhood.

ognize that there are some stressors for which the best style

These facts provided the motivation for a team of research-

of coping is not to engage them directly.

ers to design an intervention using mindfulness-based stress

reduction (see Chapter 5). The students learned to pay atten-

tion to their breathing and to passively observe their thoughts.


Job Burnout and the Health-Care System


After three months of training, the students who self-reported

One final focus of health psychology is to make recommenda-

lower levels of hostility also had lower blood pressure than at

tions about the design of the health-care system. Researchers,

the study’s outset. Do you recognize yourself in the definition

for example, have examined the stress associated with being

of hostility? If you do, protect your health by seeking out this

a health-care provider. Even the most enthusiastic health-care

type of intervention.

providers run up against the emotional stresses of working in-

To round out this section on personality and health let’s

tensely with large numbers of people suffering from a variety of

revisit the concept of optimism
 you met in Chapter 11. We

personal, physical, and social problems.

saw there that optimistic individuals attribute failures to ex-

The special type of emotional stress experienced by these

ternal causes and to events that were unstable or modifiable.

professional health and welfare practitioners has been termed

This style of coping has a strong impact on the optimist’s


burnout
 by Christina Maslach,
 a leading researcher on this

well-being (Carver et al., 2010). The particular impact de-

widespread problem. Job burnout
 is a syndrome of emotional

pends on the difficulty of the stressor (Segerstrom, 2005). Be-

exhaustion, depersonalization, and reduced personal accom-

cause optimists believe they can prevail over stressors, they

plishment that is often experienced by workers in professions

tend to engage them head on. When the stressor is difficult,

that demand high-intensity interpersonal contact with patients,

this strategy of continued engagement may have negative

clients, or the public. Health practitioners begin to lose their

physiological consequences. Consider a study that assessed

caring and concern for patients and may come to treat them

the health impact of optimism for students making the tran-

in detached and even dehumanized ways. They feel bad about

sition to law school (Segerstrom, 2006, 2007). For some stu-

themselves and worry that they are failures. Burnout is cor-

dents this transition was relatively more stressful—because

related with greater absenteeism and turnover, impaired job

performance, poor relations with coworkers, family problems,

and poor personal health (Maslach & Leiter, 2008).

Job burnout in today’s workforce is reaching ever higher

levels because of the effects of organizational downsizing,

14

job restructuring, and greater concerns for profits than for

12

employee morale and loyalty. Burnout, then, is not merely a

concern of workers and health caregivers, but it also reveals or-

10

ganizational dysfunction that needs to be corrected by reexam-

ining goals, values, workloads, and reward structures (Leiter &

8

Maslach, 2005).

Lower demand

6

What recommendations can be made? Several social and

Higher demand

situational factors affect the occurrence and level of burnout

4

and, by implication, suggest ways of preventing or minimizing

Predicted induration (mm)

it (Leiter & Maslach, 2005; Prosser et al., 1997). For example,

2

the quality of the patient–practitioner interaction is greatly

0

influenced by the number of patients for whom a practitioner

Lowest

Highest

is providing care—the greater the number, the greater the cog-

Optimism

nitive, sensory, and emotional overload. Another factor in the

quality of that interaction is the amount of direct contact with


FIGURE 12.13
 Optimism and Immune Function

patients. Longer work hours in continuous direct contact with

Students with the highest levels of optimism showed better

patients are correlated with greater burnout. This is especially

immune response in the face of lower demands. However,

they showed worse immune response in the face of higher

demands.

Data from Suzanne C. Segerstrom, “Stress, energy and immunity: An


job burnout
 The syndrome of emotional exhaustion, depersonalization,

Ecological view,” Current directions in Psychological Science,
 December 1,

and reduced personal accomplishment, often experienced by

2007, © 2007 by the Association for Psychological Science.

workers in high-stress jobs.
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a shy person can provide a talkative person with the gift

of attentive listening. Know your sources of personal

strength and available coping resources.


6.
 When you feel you are losing control over your emotions,

distance yourself from the situation by physically

leaving it, role-playing the position of another person

in the situation or conflict, projecting your imagina-

tion into the future to gain perspective on what seems

an overwhelming problem now, or talking to a sympa-

thetic listener. Allow yourself to feel and express your

emotions.


7.
 Remember that failure and disappointment are some-

times blessings in disguise. They may tell you that your

goals are not right for you or may save you from bigger

letdowns later on. Learn from every failure. Acknowl-

edge setbacks by saying, “I made a mistake,” and move

on. Every accident, misfortune, or violation of your

Why are health-care providers particularly prone to job burnout?

expectations is potentially a wonderful opportunity in

disguise.


8.
 If you discover you cannot help yourself or another per-

true when the nature of the contact is difficult and upsetting,

son in distress, seek the counsel of a trained specialist in

such as contact with patients who are dying (Jackson et al.,

your student health department or community. In some

2008). The emotional strain of such prolonged contact can be

cases, a problem that appears to be psychological may

eased by a number of means. For example, practitioners can

really be physical, and vice versa. Check out your student

modify their work schedules to withdraw temporarily from

mental health services before you need them and use

such high-stress situations. They can use teams rather than

them without concern about being stigmatized.

only individual contact. They can arrange opportunities to get


9.
 Cultivate healthy pleasures. Take time out to relax,

positive feedback for their efforts.

to meditate, to get a massage, to fly a kite, and to

enjoy hobbies and activities you can do alone and

that help you get in touch with and better appreciate


A Toast to Your Health


yourself.

It’s time for some final advice. Instead of waiting for stress or

So how are you feeling? If the stressors in your life have

illness to come and then reacting to it, set goals and structure

the potential to put you in a bad mood, try to use cogni-

your life in ways that are most likely to forge a healthy founda-

tive reappraisal to minimize their impact. If you are feeling

tion. The following nine steps to greater happiness and better

ill, try to use your mind’s healing capacity to speed your way

mental health are presented as guidelines to encourage you to

back toward health. Never underestimate the power of these

take a more active role in your own life and to create a more

different types of “feelings” to exercise control over your life.

positive psychological environment for yourself and others.

Harness that power!

Think of the steps as year-round resolutions.



1.
 Never say bad things about yourself. Look for sources of

your unhappiness in elements that can be modified by

future actions. Give yourself and others only constructive



Stop
 and
 Review



criticism
 —what can be done differently next time to get

what you want?

What has research revealed about the genetics of


2.
 Compare your reactions, thoughts, and feelings with those

smoking?

of friends, coworkers, family members, and others so that

What are the three components of successful AIDS

you can gauge the appropriateness and relevance of your

interventions?

responses against a suitable social norm.

What conditions are necessary to produce the relaxation


3.
 Have several close friends with whom you can share feel-

response?

ings, joys, and worries. Work at developing, maintaining,

What is the central goal for researchers who study

and expanding your social support networks.

psychoneuroimmunology?


4.
 Develop a sense of balanced time perspective
 in which

What is the “toxic” aspect of Type A personalities?

you can flexibly focus on the demands of the task, the

How is job burnout defined?

situation, and your needs; be future-oriented when there

is work to be done, present-oriented when the goal is


CRITICAL THINKING


Consider the study that

achieved and pleasure is at hand, and past-oriented to

keep you in touch with your roots.

examined the health impact of emotional disclosure. Why


5.
 Always take full credit for your successes and happiness

did the researchers ask participants in the control group to

(and share your positive feelings with other people). Keep

write texts?

an inventory of all the qualities that make you special and


Study
 and Review
 on MyPsychLab


unique—those qualities you can offer others. For example,
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Recapping Main Points




Emotions


t Cognitive reappraisal and restructuring can be used to cope

with stress.

t Emotions are complex patterns of changes made up of

t Social support is also a significant stress moderator, as

physiological arousal, cognitive appraisal, and behavioral

long as it is appropriate to the circumstances.

and expressive reactions.

t Stress can lead to positive changes such as posttraumatic

t As a product of evolution, all humans may share a basic set

growth.

of emotional responses.

t Cultures, however, vary in their rules of appropriateness for


Health Psychology


displaying emotions.

t Health psychology is devoted to treatment and prevention

t Classic theories emphasize different parts of emotional

of illness.

response, such as peripheral bodily reactions or central

neural processes.

t The biopsychosocial model of health and illness looks

at the connections among physical, emotional, and

t More contemporary theories emphasize the appraisal of

environmental factors in illness.

arousal.

t Illness prevention focuses on lifestyle factors such as

t Moods and emotions affect information processing and

smoking and AIDS-risk behaviors.

memory.

t Psychological factors influence immune function.

t Subjective well-being is influenced by both genetics and

life experiences.

t Psychosocial treatment of illness adds another dimension

to patient treatment.


Stress of Living


t Individuals who are characterized by Type A (especially

hostile), Type B, and optimistic behavior patterns will

t Stress can arise from negative or positive events. At the

experience different likelihoods of illness.

root of most stress are change and the need to adapt to

environmental, biological, physical, and social demands.

t Health-care providers are at risk for burnout, which can

be minimized by appropriate situational changes in their

t Physiological stress reactions are regulated by the

helping environment.

hypothalamus and a complex interaction of the hormonal

and nervous systems.


Answers for Figure 12.1 (p. 325)


t Depending on the type of stressor and its effect over time,

stress can be a mild disruption or lead to health-threatening

1. happiness

reactions.

2. surprise

3. anger

t Cognitive appraisal is a primary moderator variable of

4. disgust

stress.

5. fear

t Coping strategies either focus on problems (taking direct

6. sadness

actions) or attempt to regulate emotions (indirect or

7. contempt

avoidant).



KEY TERMS



acute stress (p. 334)

health (p. 345)

social support (p. 343)

AIDS (p. 347)

health promotion (p. 346)

stress (p. 333)

anticipatory coping (p. 341)

health psychology (p. 345)

stress moderator variable (p. 341)

biofeedback (p. 349)

HIV (p. 347)

stressor (p. 333)

biopsychosocial model (p. 346)

hozho (p. 345)

subjective well-being (p. 331)

Cannon–Bard theory of emotion (p. 328)

James–Lange theory of emotion (p. 327)

tend-and-befriend response (p. 335)

chronic stress (p. 334)

job burnout (p. 352)

two-factor theory of emotion (p. 328)

cognitive appraisal theory of emotion

life-change unit (LCU) (p. 337)

Type A behavior pattern (p. 351)

(p. 329)

perceived control (p. 343)

Type B behavior pattern (p. 351)

coping (p. 340)

positive psychology (p. 331)

wellness (p. 346)

emotion (p. 323)

posttraumatic stress disorder (PTSD)

emotion regulation (p. 331)

(p. 338)

fight-or-flight response (p. 334)

psychoneuroimmunology (p. 350)

general adaptation syndrome (GAS)

psychosomatic disorder (p. 336)

(p. 336)

relaxation response (p. 349)
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Chapter 12 t
 Practice Test



Study
 and Review
 on MyPsychLab



1.
 Which statement is true of moods, but not emotions?


10.
 Consider the stages people pass through as they attempt to

a. They may last several days.

quit smoking. Which of these pairs is in the wrong order?

b. They can be either positive or negative.

a. preparation; contemplation

c. They may arise from specific events.

b. contemplation; action

d. They are relatively intense.

c. action; maintenance

d. preparation; maintenance


2.
 Which of these facial expressions is not
 among the seven

universally recognized expressions of emotion?


11.
 Marsea is participating in a laboratory study. Every time

a. concern

c. disgust

her blood pressure goes up, she sees a “sad face” on a

b. contempt

d. happiness

computer display. It seems that Marsea is learning how

to use


3.
 The _______ prepares the body for physiological aspects of

a. the relaxation response.

c. anticipatory coping.

emotional responses.

b. biofeedback.

d. stress inoculation.

a. hypothalamus

b. amygdala


12.
 Researchers gave caretakers of Alzheimer’s patients and

c. autonomous nervous system

control individuals standardized wounds. What was the

d. hippocampus

result of the study?

a. The wounds of the Alzheimer’s caretakers took longer


4.
 According to the _______ theory of emotion, you feel after

to heal.

your body reacts.

b. The wounds of the control individuals took longer

a. Cannon–Bard

c. James–Lange

to heal.

b. cognitive appraisal

d. approach-related

c. There was no difference in the time it took the wounds


5.
 Your friend Yasumasa just found out he did better than

to heal.

expected on a calculus exam. An experimenter asks you to

d. The wounds of the control individuals were larger.

predict how happy Yasumasa is feeling. The experimenter


13.
 The aspect of the _______ behavior pattern that has the

also asks Yasumasa the same question. It would probably

greatest impact on health is _______.

be the case that your rating would be _______ Yasumas’s

a. Type B; hostility

c. Type B; pessimism

rating.

b. Type A; optimism

d. Type A; hostility

a. equal to

c. higher than

b. lower than

d. much lower than


14.
 Which of these features is not
 part of the definition of job

burnout?


6.
 The brain structure that plays an important role in the

a. depersonalization

fight-or-flight response is the

b. disharmony

a. pituitary gland.

c. hypothalamus.

c. emotional exhaustion

b. amygdala.

d. thyroid gland.

d. reduced personal accomplishment


7.
 If you are faced by _______ stressors, the type of coping


15.
 Evanthia is using coping strategies to increase her level

that is likely to be most useful is _______ coping.

of physical activities. Which of these sounds most like a

a. uncontrollable; problem-directed

coping plan?

b. controllable; emotion-focused

a. “I will do sit-ups every day before I eat breakfast.”

c. controllable; delay-based

b. “I will learn how to use an elliptical trainer.”

d. uncontrollable; emotion-focused

c. “I will join a gym.”


8.
 When May was diagnosed with skin cancer, Al searched

d. “I will read my textbook while I’m on the treadmill.”

the Web to help her learn more about treatment options.

This type of social support is _______ support.

a. tangible

c. emotional


ESSAY QUESTIONS


b. informational

d. inoculation


1.
 What evidence suggests that some emotional responses


9.
 A few months after surviving a tornado, Judy says,

are innate while others are not?

“I am grateful for every new day.” It sounds like


2.
 Why does perceived control have an impact on people’s

Judy experienced posttraumatic growth in

ability to cope with stress?

which domain?

a. spiritual change

c. appreciation of life


3.
 What factors affect the likelihood that patients will adhere

b. relating to others

d. personal strength

to treatment regimens?
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as contributing to the way you now act and think? What con-

ditions in your current life exert strong influences on your

thoughts and behaviors? What makes you different from other

Please take a moment to compare and contrast your

two closest friends. In what ways are they similar?

In what ways are they different? It seems likely that

your analysis would very quickly come to focus on

individuals who are functioning in many of the same situa-

your friends’ personalities
 . You might, for example, assert

tions as you? This chapter should help you formulate specific

that one is friendlier than the other or that one has more

answers to these questions.

self-confidence. Assertions of this sort would suggest that

you’ve brought your own personality theory to bear on your

relationships—you have your own system for appraising

personality.

Psychologists define personality
 as the complex set of


TRAIT PERSONALITY


psychological qualities that influence an individual’s charac-


THEORIES


teristic patterns of behavior across different situations and

over time. In this chapter, you’ll encounter several theories

One of the oldest approaches to personality involves scaling

of personality. Theories of personality are hypothetical state-

the degree to which people can be described by different traits.


ments about the structure and functioning of individual per-

There seems to be a natural tendency for people to classify their

sonalities. Each theory has two major goals. First, the theories

own and others’ behavior along different dimensions. Let’s

try to understand the uniqueness
 of each individual with re-

examine the formal theories psychologists have developed to

spect to the structure, origins, and correlates of personality.

capture these intuitions.

Second, they attempt to understand how each unique per-

sonality yields characteristic patterns of behavior
 . Different

theories make different predictions about the way people will


Describing with Traits


respond and adapt to life events.

Before we meet some of the major theoretical approaches,


Traits
 are enduring qualities or attributes that predispose

we should ask why there are so many different (often

individuals to behave consistently across situations. For exam-

competing) theories. Theorists differ in their approaches to

ple, you may demonstrate honesty on one day by returning a

personality by varying their starting points and sources of data

lost wallet and on another day by not cheating on a test. Some

and by trying to explain different types of phenomena. Some

trait theorists think of traits as predispositions
 that cause behav-

are interested in the structure of individual personality and

ior, but more conservative theorists use traits only as descrip-


others in how that personality developed and will continue to


tive dimensions
 that simply summarize patterns of observed

grow. Some are interested in what people do, either in terms

behavior. Let’s examine prominent trait theories.

of specific behaviors or important life events; others study

how people feel about their lives. Finally, some theories try to


Allport’s Trait Approach



Gordon Allport
 (1897–1967)

explain the personalities of people with psychological prob-

viewed traits as the building blocks of personality and the

lems, whereas others focus on healthy individuals. Thus each

source of individuality. According to Allport (1937, 1961,

theory can teach something about personality, and together

1966), traits produce coherence in behavior because they con-

they can teach much about human nature.

nect and unify a person’s reactions to a variety of stimuli. Traits

The goal for this chapter is to provide you with a frame-

may act as intervening variables
 , relating sets of stimuli and

work for understanding your everyday experience of per-

responses that might seem, at first glance, to have little to do

sonality. As we begin, consider this series of questions: If

with each other (see Figure 13.1
 ).

psychologists studied you
 , what portrait of your personality

Allport identified three kinds of traits: cardinal traits, cen-

would they draw? What early experiences might they identify

tral traits, and secondary traits. Cardinal traits
 are traits around

which a person organizes his or her life. For Mother Teresa, a

cardinal trait might have been self-sacrifice for the good of oth-


Watch
 the Video
 The Big Picture: What is Personality?
 on MyPsychLab


ers. However, not all people develop such overarching cardinal

traits. Instead, central traits
 are traits that represent major char-


Watch
 the Video
 The Basics: Personality Theories
 on MyPsychLab


acteristics of a person, such as honesty or optimism. Secondary



personality
 The psychological qualities of an individual that influence a


traits
 are specific personal features that help predict an indi-

variety of characteristic behavior patterns across different situations

and over time.

vidual’s behavior but are less useful for understanding an in-


trait
 Enduring personal quality or attribute that influences behavior

dividual’s personality. Food or dress preferences are examples

across situations.

of secondary traits. Allport was interested in discovering the

Stimulus


FIGURE 13.1
 Shyness as a Trait

Responses

situation

Traits may act as intervening variables, relating

Trait

sets of stimuli and responses that might seem,

Giving a speech

(intervening

Avoidance-withdrawal

Going to a party

at first glance, to have little to do with each other.

variable)

Blushing

Meeting strangers

Memory deficits

Intimate encounters

Shyness

Silence

Returning a defective

Awkward gestures

product

Minimal eye contact
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In the absence of personality test results, traits can be inferred from observed behavior. For example, Martin Luther King Jr. (left) would be thought to have the cardinal trait of peacefully resisting injustice; honesty would be one of Abraham Lincoln’s (center) central traits; and Lady Gaga’s (right) predilection for changeable styles would be a secondary trait. What do you think may be your cardinal, central, and secondary traits?

unique combination of these three types of traits that make

versus aggressive and antisocial). As shown in Figure 13.2
 ,

each person a singular entity and championed the use of case

Eysenck plotted the two dimensions of extraversion and neu-

studies to examine these unique traits.

roticism to form a circular display. Individuals can fall anywhere

Allport saw personality structures
 , rather than environ-


around the circle, ranging from very introverted to very extra-


mental conditions
 , as the critical determiners of individual be-

verted and from very unstable (neurotic) to very stable. The

havior. “The same fire that melts the butter hardens the egg”

traits listed around the circle describe people with combinations

was a phrase he used to show that the same stimuli can have

of these two dimensions. For example, a person who is very

different effects on different individuals. Many contemporary

extraverted and somewhat unstable is likely to be impulsive.

trait theories have followed in Allport’s tradition.


Identifying Universal Trait Dimensions


In 1936, a diction-

ary search by Gordon Allport and his colleague H. S. Odbert

found 17,953 adjectives in the English language to describe in-

dividual differences. Researchers since that time have attempted

to identify the fundamental dimensions that underlie that enor-

mous trait vocabulary. They have tried to determine how many

dimensions exist and which ones will allow psychologists to

give a useful, universal characterization of all individuals.


Raymond Cattell
 (1979) used Allport and Odbert’s list of

adjectives as a starting point in his quest to uncover the appro-

priate small set of basic trait dimensions. His research led him

to propose that 16 factors underlie human personality. Cattell

called these 16 factors source traits
 because he believed they pro-

vide the underlying source for the surface behaviors we think of

as personality. Cattell’s 16 factors included important behavio-

ral oppositions such as reserved
 versus outgoing, trusting
 ver-

sus suspicious
 , and relaxed
 versus tense.
 Even so, contemporary

trait theorists argue that even fewer dimensions than 16 capture

the most important distinctions among people’s personalities.


Hans Eysenck
 (1973, 1990) derived just three broad di-

mensions from personality test data: extraversion
 (internally ver-

sus externally oriented), neuroticism
 (emotionally stable versus

emotionally unstable), and psychoticism
 (kind and considerate


FIGURE 13.2
 The Four Quadrants of Eysenck’s

Personality Circle

The two dimensions of extraversion and neuroticism yield
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Table 13.1t
 The Five-Factor Model

to demonstrate that there are differences in the ways that indi-

viduals’ brains function that correspond to trait differences in


Factor



End Points of the Dimension


the five-factor model.

Extraversion

Talkative, energetic, and assertive versus

quiet, reserved, and shy


F



Recall from Chapter 12 that a brain structure called the amy-



eatured


Agreeableness

Sympathetic, kind, and affectionate


gdala plays an important role in the processing of emotional


versus cold, quarrelsome, and cruel


stimuli. However, researchers had begun to suspect that not
 Stud



all amygdalas—and, therefore, not all people—responded to


Conscientiousness

Organized, responsible, and cautious


y



stimuli in the same way. To test this idea, a team of re-


versus careless, frivolous, and irresponsible


searchers recruited 15 participants who differed in their level


Neuroticism

Stable, calm, and contented versus


of extraversion (Canli et al., 2002b). The researchers pre-


anxious, unstable, and temperamental


dicted that extraversion would have an impact on emotional



processing because that trait captures important aspects of


Openness to experience

Creative, intellectural, and open-minded


people’s emotional lives. To look for individual differences,


versus simple, shallow, and unintelligent


the researchers had the participants view fearful, happy, and



neutral faces while they underwent fMRI scans.
 Figure 13.3



displays the correlation between participants’ self-reports of



Five-factor Model


Research evidence supports many as-


extraversion and activity in the left and right amygdalas: The


pects of Eysenck’s theory. However, in recent years, a consen-


areas in red are those areas for which high levels of extraver-


sus has emerged that five factors, which overlap imperfectly


sion were associated with high levels of brain activity. As


with Eysenck’s three dimensions, best characterize personal-


you can see, extraversion was not correlated with the brains’


ity structure. The five dimensions are very broad because each


responses to fearful faces (that is, there are no areas in red).


brings into one large category many traits that have unique


In fact, fearful faces activated both the left and right amy-


connotations but a common theme. These five dimensions of


gdalas, but more or less equally across all levels of extra-


personality are now called the five-factor model,
 or, more in-


version. By contrast, for happy faces the highly extraverted


formally, the Big Five
 (McCrae & Costa, 2008). The five factors


individuals showed abundant activity in the left amygdala.


are summarized in Table 13.1
 . You’ll notice again that each

dimension has two poles—terms that are similar in meaning to

the name of the dimension describe the high pole, and terms

that are opposite in meaning describe the low pole.

The movement toward the five-factor model represented

attempts to find structure among the large list of traits that All-

port and Odbert (1936) had extracted from the dictionary. The

traits were boiled down into about 200 synonym clusters that

were used to form trait dimensions that have a high pole and a

low pole, such as responsible
 versus irresponsible.
 Next, people


Fearful


were asked to rate themselves and others on the bipolar dimen-

sions, and the ratings were subjected to statistical procedures to

determine how the synonym clusters were interrelated. Using

this method, several independent research teams came to the

same conclusion: that there are only five basic dimensions
 un-

derlying the traits people use to describe themselves and others

(Norman, 1963, 1967; Tupes & Christal, 1961).

To demonstrate the universality of the five-factor model,

researchers have broadened their studies beyond the English

language: The five-factor structure has been replicated in


Happy


56 different nations (Schmitt et al., 2007). The five factors are

not meant to replace the many specific trait terms that carry

their own nuances and shades of meaning. Rather, they outline

a taxonomy—a classification system—that allows you to give a

description of all the people you know in ways that capture the

important dimensions on which they differ.


FIGURE 13.3
 Extraversion Affects the Function

As you’ve seen, the five-factor model originally emerged

of the Left Amygdala

from statistical analyses of clusters of trait terms rather than

Participants viewed fearful and happy faces. The figure displays

from a theory that said, “These are the factors that must ex-

in red those areas of the brain for which there was a positive

ist” (Ozer & Reise, 1994). However, researchers have started

correlation between extraversion and amygdala activity. For

the fearful faces, there was no correlation. However, for happy

faces, the most extraverted participants also showed the


Explore
 the Concept
 The Five Factor Mode
 on MyPsychLab


highest levels of activity in their left amygdalas.


five-factor model
 A comprehensive descriptive personality system

From “Amygdala response to happy faces as a function of extraversion” by

that maps out the relationships among common traits, theoretical

Turhan Canli, Heidi Sivers, Susan L. Whitfield, Ian H. Gotlib, and John D. E.

concepts, and personality scales; informally called the Big Five.

Gabrieli, Science
 , June 1, 2002. Reprinted with permission from AAAS.
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You might recall from Chapter 12 that researchers have

characterized emotions as either approach-related
 or withdrawal-



related
 . This study suggests that people who are most content to

approach other people—that’s what makes them extraverted—

have more activation in brain regions that support approach-

related emotions.


Evolutionary Perspectives on Trait Dimensions


Support-

ers of the five-factor model have tried to explain why exactly

these five dimensions emerge by looking to evolution: They try

to relate the five dimensions to consistent types of interactions

that people had with each other and with the external world

over the course of human evolution (Buss, 2009; Michalski &

Shackelford, 2010). Because, for example, humans are essen-

tially a social species, we can view variation on the five dimen-

sions as answers to fundamental social questions: “who is good

Research with identical twins demonstrates the heritability of

company (Extraversion), who is kind and supportive (Agreea-

personality traits. Are there personality traits you believe run in

bleness), who puts in sustained effort (Conscientiousness), who

your family?

is emotionally undependable (Neuroticism), and who has ideas

that pan out (Openness [to experience])” (Bouchard & Loehlin,

2001, p. 250). This evolutionary analysis would help explain the

Flint, 2011). The findings are the same with many different

universality of the five factors across diverse cultures (Yamagata

measurement techniques, whether they measure broad traits,

et al., 2006).

such as extraversion and neuroticism, or specific traits, such as

Researchers who take this evolutionary approach have also

self-control or sociability. Let’s consider one sample study.

considered why there is such great variation along these dimen-

sions (Penke et al., 2007). Consider extraversion. As I just noted,


F


humans are a highly social species. For that reason, it might seem


To study the importance of heritability for personality, a team
 eat


maladaptive for an individual to be unsociable and reserved


ured



of researchers followed samples of 696 monozygotic twin


rather than sociable and active. However, we need to factor in dif-


pairs and 387 dizygotic twin pairs for a period of 13 years
 Stud


ferences among environments. People who are highly extraverted


(Kandler et al., 2010). Across those years, the researchers


are more likely to engage in risky behaviors than those who are


y



obtained the twins’ self-reports of personality as well as per-


not (Nettle, 2006). In particularly dangerous environments, peo-


sonality evaluations by the twins’ peers. Comparisons of the


ple who were relatively more cautious about social interactions


MZ and DZ twins suggested that personality stability over


would be more likely to survive. The diversity of environments


time relied on genetic factors, whereas change over time


over human evolution explains why people embody both low and


was produced by environmental factors. However, on the


high values on each of the five dimensions. If this explanation is


whole, genetic factors were more powerful. The researchers


correct, we might also expect that, like other aspects of human ex-


suggested that their data were consistent with a
 set-model

perience that have been shaped by evolution, traits can be passed


of personality, in which “environmental fluctuations are as-


from one generation to the next. We turn now to that claim.


sumed to affect short-term changes (a few days, weeks, or



even several months) in personality, whereas genetic factors



determine individual set-points to which individuals will re-



Traits and Heritability



gress on a long-term basis” (p. 995).


You’ve probably heard people say things such as “Jim’s artistic,

like his mother” or “Mary’s as stubborn as her grandfather.”

These data illustrate the general conclusion that genetics have a

Or maybe you’ve felt frustrated because the characteristics that

strong impact on personality. Look back to Table 13.1. Which

you find irritating in your siblings are those you would like to

poles of the five factors seem to apply best to you? Can you find

change in yourself. Let’s look at the evidence that supports the

similarities between you and your parents?

heritability of personality traits.

Recall that behavioral genetics
 is the study of the degree to

which personality traits and behavior patterns are inherited.


Do Traits Predict Behaviors?


To determine the effect of genetics on personality, researchers

study the personality traits of family members who share differ-

Suppose a professor asks you to choose some trait terms that

ent proportions of genes and who have grown up in the same or

you believe apply particularly well to yourself. You might say,

different households. For example, if a personality characteris-

for example, that you are very friendly
 . What does your pro-

tic such as sociability
 is passed on genetically, then sociability

fessor now know? If personality theories allow for predictions

should correlate more highly between identical, monozygotic


about behaviors, what can your professor predict from knowing

(MZ) twins (who share close to 100 percent of their genes) than

that you rate yourself as being very friendly? How can he or she

between fraternal, dizygotic
 (DZ) twins or other siblings (who

determine the validity of your belief? Let’s explore this question.

share, on average, 50 percent of their genes).

Heritability studies show that almost all personality traits

are influenced by genetic factors (McCrae et al., 2010; Munafò &
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One idea you might have is that knowing that a person

want to try to assess behavioral consistency by determining if

can be characterized by a particular trait would enable you to

a friend acts in much the same way at every party she attends.

predict his or her behavior across different situations
 . Thus,

You’re likely to discover that her behavior varies widely if your

we would expect you to produce friendly behaviors in all situa-

level of analysis is just “parties.” What you need to determine

tions. However, in the 1920s, several researchers who set out to

is what psychologically relevant features separate parties into

observe trait-related behaviors in different situations were sur-

different categories. Perhaps your friend feels uncomfortable

prised to find little evidence that behavior was consistent across

in situations in which she is expected to disclose personal in-

situations. For example, two behaviors presumably related to

formation to strangers. As a consequence, she might seem very

the trait of honesty—lying and cheating on a test—were only

unfriendly at some parties (where she is expected to disclose

weakly correlated among schoolchildren (Hartshorne & May,

personal information) but quite friendly at others (where she

1928). Similar results were found by other researchers who ex-

is not). Meanwhile, other situations that require her to be

amined the cross-situational consistency
 for other traits such as

disclosing—such as job interviews—might also bring out nega-

introversion or punctuality (Dudycha, 1936; Newcomb, 1929).

tive behaviors. Thus we find consistency in the way that fea-

If trait-related behaviors are not cross-situationally

tures of situations elicit people’s distinctive responses.

consistent—that is, if people’s behavior changes in differ-

Researchers have described the knowledge people have of

ent situations—why do you perceive your own and others’

the relationships between dispositions and situations as if . . . then


personalities to be relatively stable? Even more puzzling, the


. . . personality signatures: If
 an individual brings a particular dis-

personality ratings of observers who know an individual from

position to a specific situation then
 he or she will behave in a

one situation correlate with the ratings of observers who know

particular way (Mischel, 2004). This perspective suggests that we

the individual from another situation. The observation that

understand other people, in part, by acquiring knowledge of their

personality ratings across time and among different observ-

particular if-then patterns. Consider a study that demonstrated

ers are consistent,
 whereas behavior ratings of a person across

the consequences of if-then knowledge for close relationships.

situations are not consistent,
 came to be called the consistency



paradox
 (Mischel, 1968).


F



The researchers hypothesized that people who have a bet-



ea


The identification of the consistency paradox led to a great


tured



ter understanding of how their friends will respond in dif-


deal of research (Mischel, 2004). Over time, the consensus


ferent situations would have less conflict with those friends
 Stud


emerged that the appearance of behavioral inconsistency arose,


(Friesen & Kammrath, 2011). To test this hypothesis, the


in large part, because situations had been categorized in the


y



researchers asked pairs of friends to complete the
 if-then

wrong way: The paradox fades away once theorists can provide

trigger profile questionnaire . The questionnaire presents


an appropriate account of the psychological features
 of situa-


participants with types of behaviors. They were asked to


tions (Mischel & Shoda, 1995, 1999). Suppose, for example, you


imagine, for example, that they were responding to some-



one who was being “overly skeptical of information that he/



she receives” (p. 568). For each behavior, the participants



consistency paradox
 The observation that personality ratings across

time and among different observers are consistent while behavior


indicated to what extent the behavior was likely to serve


ratings across situations are not consistent.


as a “trigger” for strong negative emotions. Participants


Assuming you could afford either one, which of these vacations would you prefer? What might that tell us about the ways in which personality traits interact with features of situations?

Trait Personality Theories
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DO YOU BELIEVE THAT PERSONALITY CAN CHANGE?


In this chapter, you will encounter a diverse set of theories

of shy people experienced three five-minute interactions with

psychologists have originated to explore human personality.

strangers. As you would guess, early in the sessions all the shy

However, it’s likely that there’s one aspect of personality about

participants expressed discomfort in these social interactions.

which you already have a theory of your own—the extent to

However, as the sessions unfolded, the entity theorists

which personality can change. Take a moment to contemplate

continued to experience high levels of anxiety, whereas the

these two statements: “Everyone is a certain kind of person,

incremental theorists grew less uncomfortable (Beer, 2002).

and there is not much that can be done to really change that”;

Each individual’s theory about the potential for change had a

“Everyone can change even their most basic qualities” (Plaks

major impact on his or her behavior.

et al., 2009, p. 1070). Do you agree more strongly with one of

As a second example, think about times in which

those two sentiments?

someone has done something to upset you. How did you

The statements capture two different theories that

respond to the events? People with entity theories tend to

ordinary people have about personality change (Dweck,

believe that wrong-doers cannot change and, therefore, they

1999). The first theory is an entity theory,
 which suggests

must be punished; people with incremental theories are more

that personality traits are essentially fixed; people change

likely to believe that people are not inescapably bad and,

little over time. The second theory is an incremental theory
 ,

therefore, punishment is not always required (Yeager et al.,

which suggests that personality traits are malleable; people

2011). In one study, adolescents recalled recent events in

are capable of change over time. In samples of college and

which acquaintances had upset them. They then indicated the

elementary schoolchildren, about 80 percent of people can be

extent to which they were interested in revenge by responding

firmly categorized as holding an entity theory or an incremental

how much they felt like “hurting this person” and “finding

theory (Plaks et al., 2009). Let’s look at some consequences

a way to punish this person” (Yeager et al., p. 1094). The

of people’s theories.

adolescents who qualified as entity theorists were much more

Consider what it means to be shy, from the perspective of

interested in revenge than their incremental theorist peers.

the two theories. Shy people who are entity theorists believe

So, let’s return to the question posed in this box’s title:

that there’s not much they can do to overcome their shyness;

Do you believe that personality can change? These research

shy people who are incremental theorists are more likely to

examples should convince you that holding an entity theory or

think that they can change, so they view social situations as

an incremental theory can have a broad impact on how people

learning opportunities (Beer, 2002). In one study, both types

get through their lives.


completed the measure both for themselves (“How much


they identify and describe only characteristics that are corre-


does this behavior trigger you?”) and their friends (“How


lated with behavior. Although contemporary trait theorists have


much does this behavior trigger your friend?”). Based on


begun to address these concerns, trait theories typically portray


these two sets of scores, the researchers were able to de-


a static,
 or at least stabilized, view of personality structure
 as it


rive a measure of accuracy indicating how much the pairs


currently exists. By contrast, psychodynamic theories of person-


knew about each others’ if-then behaviors. The participants


ality, to which we next turn, emphasize conflicting forces within


also completed a measure of the amount of conflict in the


the individual that lead to change and development.


relationship. The researchers found that pairs with the high-



est if-then accuracy were likely to have the least conflict in



their relationships.



Stop
 and
 Review


Take a moment to consider the if-then knowledge for your

What are the end points of the trait dimension of

friends. Do you see why it would be helpful to understand “if


neuroticism?

this situation occurs, then
 they are likely to respond negatively”?

How have researchers assessed the heritability of traits?

What is the consistency paradox?


Evaluation of Trait Theories



CRITICAL THINKING


Recall the study that looked at

We have seen that trait theories allow researchers to give con-

personality stability over time. Why might the researchers

cise descriptions of different people’s personalities. These theo-

have used both self- and peer-ratings to assess personality?

ries have been criticized, however, because they do not generally

explain how behavior is generated or how personality develops;


Study
 and Review
 on MyPsychLab
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systems
 created by the organs of the body. These energy sources,


PSYCHODYNAMIC THEORIES


when activated, could be expressed in many different ways.

Freud postulated two basic drives. One he saw as involved

Common to all psychodynamic personality theories
 is the

with self-preservation
 (meeting such needs as hunger and thirst).

assumption that powerful inner forces shape personality and

The other he called Eros
 , the driving force related to sexual

motivate behavior. Sigmund Freud, the originator of psychody-

urges and preservation of the species. Freud greatly expanded

namic theories, was characterized by his biographer Ernest

the notion of human sexual desires to include not only the urge

Jones as “the Darwin of the mind” (1953). Freud’s theory of

for sexual union but all other attempts to seek pleasure or to

personality boldly attempts to explain the origins and course

make physical contact with others. He used the term libido
 to

of personality development, the nature of mind, aspects of ab-

identify the source of energy for sexual urges—a psychic energy

normal personality, and the way personality can be changed

that drives us toward sensual pleasures of all types. Sexual urges

by therapy. The focus here will only be on normal personality;

demand immediate satisfaction, whether through direct actions

Chapters 14 and 15 will treat Freud’s views on psychopathol-

or through indirect means such as fantasies and dreams.

ogy. After we explore Freud, we will consider some criticisms

According to Freud, Eros, as a broadly defined sexual

and reworkings of his theories.

drive, does not suddenly appear at puberty but operates from

birth. Eros is evident, he argued, in the pleasure infants derive

from physical stimulation of the genitals and other sensitive


Freudian Psychoanalysis


areas, or erogenous zones.
 Freud’s five stages of psychosexual


According to psychoanalytic theory, at the core of personal-


development
 are shown in Table 13.2
 . Freud believed that the

ity are events within a person’s mind (intrapsychic events)
 that

physical source of sexual pleasure changed in this orderly pro-

motivate behavior. Often, people are aware of these motiva-

gression. One of the major obstacles of psychosexual develop-

tions; however, some motivation also operates at an uncon-

ment, at least for boys, occurs in the phallic stage. Here, the

scious level. The psychodynamic
 nature of this approach comes

4- or 5-year-old child must overcome the Oedipus complex.


from its emphasis on these inner wellsprings of behavior, as

Freud named this complex after the mythical figure Oedipus,

well as the clashes among these internal forces. For Freud, all


who unwittingly killed his father and married his mother.


behavior was motivated.
 No chance or accidental happenings

Freud believed that every young boy has an innate impulse

cause behavior; all acts are determined by motives. Every hu-

to view his father as a sexual rival for his mother’s attentions.

man action has a cause and a purpose that can be discovered

Because the young boy cannot displace his father, the Oedipus

through analysis of thought associations, dreams, errors, and

complex is generally resolved when the boy comes to identify


other behavioral clues to inner passions. The primary data for

with his father’s power. (Freud was inconsistent with respect

Freud’s hypotheses about personality came from clinical ob-

to his theoretical account of the experiences of young girls.)

servations and in-depth case studies of individual patients in

According to Freud, either too much gratification or too

therapy. He developed a theory of normal personality from his

much frustration at one of the early stages of psychosexual

intense study of those with mental disorders. Let’s look at some

of the most important aspects of Freud’s theory.


Drives and Psychosexual Development



Explore
 the Concept
 Freud’s Five Psychosexual Stages of Personality


Freud’s medical


Development
 on MyPsychLab


training as a neurologist led him to postulate a common biolog-


psychodynamic personality theory
 Theory of personality that shares

ical basis for the behavioral patterns he observed in his patients.

the assumption that personality is shaped by and behavior is

He ascribed the source of motivation for human actions to

motivated by inner forces.


psychic energy
 found within each individual. Each person was


libido
 The psychic energy that drives individuals toward sensual

assumed to have inborn instincts or drives that were tension


pleasures of all types, especially sexual ones.


Table 13.2t
 Freud’s Stages of Psychosexual Development


Major Developmental



Task (Potential Source



Some Adult Characteristics of Children Who



Stage



Age



Erogenous Zones



of Conflict)



Have Been Fixated at This Stage


Oral

0–1

Mouth, lips, tongue

Weaning

Oral behavior, such as smoking, overeating; passivity

and gullibility

Anal

2–3

Anus

Toilet training

Ordeliness, parsimoniousness, obstinacy, or the

opposite

Phallic

4–5

Genitals

Oedipus complex

Vanity, recklessness, or the opposite

Latency

6–12

No specific area

Development of defense

None: Fixation does not normally occur at this stage

mechanisms

Genitals

13–18

Mature sexual intimacy

Adults who have successfully integrated earlier stages

should emerge with a sincere interest in others and a

mature sexuality
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is not aware. You may act without knowing why or without di-

rect access to the true cause of your actions. There is a manifest


content to your behavior—what you say, do, and perceive—of

which you are fully aware, but there is also a concealed, latent


content. The meaning of neurotic (anxiety-based) symptoms,

dreams, and slips of the pen and tongue is found at the un-

conscious level of thinking and information processing. Many

psychologists today consider this concept of the unconscious to

be Freud’s most important contribution to the science of psy-

chology. Much modern literature and drama, as well, explores

the implications of unconscious processes for human behavior.

According to Freud, impulses within you that you find

unacceptable still strive for expression. A Freudian slip
 occurs

when an unconscious desire is betrayed by your speech or be-

havior. For example, I once felt obligated to write a thank-you

note although I hadn’t much enjoyed a weekend I’d spent at a

friend’s home. I intended to write, “I’m glad we got to spend a

chunk of time together.” However, in a somewhat testy phone

call, the friend informed me that I’d actually written “I’m glad

we got to spend a junk
 of time together.” Do you see how the

substitution of junk
 for chunk
 could be the expression of an

unconscious desire? The concept of unconscious motivation

adds a new dimension to personality by allowing for greater

complexity of mental functioning.

You’ve now learned some basic aspects of Freud’s theory.

Why did Freud believe that eating is motivated not only by

Let’s see how they contribute to the structure of personality.

the self-preservation drive to satisfy hunger but also by the

“erotic” drive to seek oral gratification?

development leads to fixation,
 an inability to progress nor-

mally to the next stage of development. As shown in Table 13.2,

fixation at different stages can produce a variety of adult char-

acteristics. The concept of fixation explains why Freud put such

emphasis on early experiences in the continuity of personality.

He believed that experiences in the early stages of psychosexual

development had a profound impact on personality formation


Conscious


and adult behavior patterns.


Psychic Determinism


The concept of fixation gives us a

first look at Freud’s belief that early conflicts help determine


later behaviors. Psychic determinism
 is the assumption that all


Unconscious


mental and behavioral reactions (symptoms) are determined

by earlier experiences. Freud believed that symptoms were not

arbitrary. Rather, symptoms were related in a meaningful way

to significant life events.

Freud’s belief in psychic determinism led him to empha-

size the unconscious
 —the repository of information that is

unavailable to conscious awareness (see Figure 13.4
 ). Other

writers had discussed this construct, but Freud put the concept

of the unconscious determinants of human thought, feeling,

and action at center stage in the human drama. According to

Freud, behavior can be motivated by drives of which a person


fixation
 A state in which a person remains attached to objects or


FIGURE 13.4
 Freud’s Conception of the

activities more appropriate for an earlier stage of psychosexual

Human Mind

development.

Freudian theory likens the human mind to an iceberg. The tip


psychic determinism
 The assumption that mental and behavioral

reactions are determined by previous experiences.

of the iceberg, which you can see, represents consciousness.


unconscious
 The domain of the psyche that stores repressed urges

The unconscious is the vast bulk of the iceberg, which remains

and primitive impulses.

hidden beneath the water.
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The Structure of Personality


In Freud’s theory, personality


Table 13.3 t
 Major Ego Defense Mechanisms

differences arise from the different ways in which people deal

with their fundamental drives. To explain these differences,

Denial of

Protecting self from unpleasant reality by refusing

Freud pictured a continuing battle between two antagonistic

reality

to perceive it

parts of the personality—the id
 and the superego
 —moderated

Displacement

Discharging pent-up feelings, usually of hostility,

by a third aspect of the self, the ego.
 Although it might sound

on objects less dangerous than those that initially

almost as if these aspects of self are separate creatures, keep in

aroused the emotion

mind that Freud believed them all to be just different mental


processes.
 He did not, for example, identify specific brain loca-

Fantasy

Gratifying frustrated desires in imaginary

tions for the id, ego, and superego.

achievements (“daydreaming” is a common form)

The id
 is the storehouse of the fundamental drives. It op-

Identification

Increasing feelings of worth by identifying self

erates irrationally, acting on impulse and pushing for expres-

with another person or institution, often of

sion and immediate gratification without considering whether

illustrious standing

what is desired is realistically possible, socially desirable, or

Isolation

Cutting off emotional charge from hurtful

morally acceptable. The id is governed by the pleasure princi-


situations or separating incompatible attitudes


ple,
 the unregulated search for gratification—especially sexual,

into logic-tight compartments (holding conflicting

physical, and emotional pleasures—to be experienced here and

attitudes that are never thought of simultane-

now without concern for consequences.

ously or in relation to each other); also called

The superego
 is the storehouse of an individual’s values,

compartmentalization

including moral attitudes learned from society. The superego

corresponds roughly to the common notion of conscience.
 It

Projection

Placing blame for one’s difficulties on others or

develops as a child comes to accept as his or her own values

attributing one’s own “forbidden” desires to others

the prohibitions of parents and other adults against socially

Rationalization

Attempting to prove that one’s behavior is

undesirable actions. It is the inner voice of oughts
 and should


“rational” and justifiable and thus worthy of the


nots.
 The superego also includes the ego ideal,
 an individual’s

approval of self and others

view of the kind of person he or she should strive to become.

Thus the superego is often in conflict with the id. The id wants

Reaction

Preventing dangerous desires from being

to do what feels good, whereas the superego insists on doing

formation

expressed by endorsing opposing attitudes and

what is right.

types of behavior and using them as “barriers”

The ego
 is the reality-based aspect of the self that arbitrates

Regression

Retreating to earlier developmental levels

the conflict between id impulses and superego demands. The ego

involving more childish responses and usually a

represents an individual’s personal view of physical and social

lower level of aspiration

reality—his or her conscious beliefs about the causes and con-

sequences of behavior. Part of the ego’s job is to choose actions

Repression

Pushing painful or dangerous thoughts out of

that will gratify id impulses without undesirable consequences.

consciousness, keeping them unconscious; this

The ego is governed by the reality principle,
 which puts reason-

is considered to be the most basic of the defense

able choices before pleasurable demands. Thus the ego would

mechanisms

block an impulse to cheat on an exam because of concerns about

Sublimation

Gratifying or working off frustrated sexual desires

the consequences of getting caught, and it would substitute the

in substitutive nonsexual activities socially

resolution to study harder the next time or solicit the teacher’s

accepted by one’s culture

sympathy. When the id and the superego are in conflict, the ego

arranges a compromise that at least partially satisfies both. How-

ever, as id and superego pressures intensify, it becomes more

with powerful inner conflicts. By using them, a person is able

difficult for the ego to work out optimal compromises.

to maintain a favorable self-image and to sustain an accept-


Repression and Ego Defense


able social image. For example, if a child has strong feelings

Sometimes this compro-

of hatred toward his father—which, if acted out, would be

mise between id and superego involves “putting a lid on the

id.” Extreme desires are pushed out of conscious awareness

into the privacy of the unconscious. Repression
 is the psycho-

logical process that protects an individual from experiencing


Explore
 the Concept
 The Id, Ego, and Superego
 on MyPsychLab


extreme anxiety or guilt about impulses, ideas, or memories


id
 The primitive, unconscious part of the personality that represents the

that are unacceptable and/or dangerous to express. The ego

internalization of society’s values, standards, and morals.

remains unaware of both the mental content that is censored


superego
 The aspect of personality that represents the internalization of

and the process by which repression keeps information out of

society’s values, standards, and morals.

consciousness. Repression is considered to be the most basic of


ego
 The aspect of personality involved in self-preservation activities

the various ways in which the ego defends against being over-

and in directing instinctual drives and urges into appropriate

channels.

whelmed by threatening impulses and ideas.


Ego defense mechanisms
 are mental strategies the ego


repression
 The basic defense mechanism by which painful or guilt-

producing thoughts, feelings, or memories are excluded from

uses to defend itself in the daily conflict between id impulses

conscious awareness.

that seek expression and the superego’s demand to deny them


ego defense mechanism
 Mental strategy (conscious or unconscious)

(see Table 13.3
 ). In psychoanalytic theory, these mechanisms

used by the ego to defend itself against conflicts experienced in the

are considered vital to an individual’s psychological coping

normal course of life.
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dangerous—repression may take over. The hostile impulse is

construction of probable actions and predictable outcomes.

then no longer consciously pressing for satisfaction or even

In addition, by overemphasizing historical origins of current

recognized as existing. However, although the impulse is not

behavior, the theory directs attention away from the current

seen or heard, it is not gone; these feelings continue to play a

stimuli that may be inducing and maintaining the behavior.

role in personality functioning. For example, by developing a

There are three other major criticisms of Freudian theory.

strong identification
 with his father, the child may increase his

First, it is a developmental theory, but it never included obser-

sense of self-worth and reduce his unconscious fear of being

vations or studies of children. Second, it minimizes traumatic

discovered as a hostile agent.

experiences (such as child abuse) by reinterpreting memories

In Freudian theory, anxiety
 is an intense emotional re-

of them as fantasies (based on a child’s desire for sexual contact

sponse triggered when a repressed conflict is about to emerge

with a parent). Third, it has an androcentric
 (male-centered)

into consciousness. Anxiety is a danger signal: Repression is

bias because it uses a male model as the norm without trying to

not working! Red alert! More defenses needed! This is the time

determine how females might be different.

for a second line of defense, one or more additional ego defense

Some aspects of Freud’s theory, however, continue to

mechanisms that will relieve the anxiety and send the distress-

gain acceptance as they are modified and improved through

ing impulses back down into the unconscious. For example, a

empirical scrutiny. For example, in Chapter 5, we saw that

mother who does not like her son and does not want to care for

the concept of the unconscious is being systematically ex-

him might use reaction formation,
 which transforms her unac-

plored by contemporary researchers (McGovern & Baars,

ceptable impulse into its opposite: “I hate my child” becomes

2007). This research reveals that much of your day-to-day

“I love my child. See how I smother the dear little thing with

experience is shaped by processes outside of your awareness.

love?” Such defenses serve the critical coping function of al-

These results support Freud’s general concept but weaken the

leviating anxiety.

link between unconscious processes and psychopathology:

If defense mechanisms defend you against anxiety, why

Little of your unconscious knowledge will cause you anxiety

might they still have negative consequences for you? Useful

or distress.

as they are, ego mechanisms of defense are ultimately self-

Researchers have also found evidence for some of the hab-

deceptive. When overused, they create more problems than

its of mind Freud characterized as defense mechanisms. We

they solve. It is psychologically unhealthy to spend a great deal

saw earlier that individuals are most likely to use defense mech-

of time and psychic energy deflecting, disguising, and rechan-

anisms when they are experiencing anxiety. Researchers have

neling unacceptable urges in order to reduce anxiety. Doing

tested this hypothesis in a variety of ways.

so leaves little energy for productive living or satisfying hu-

man relationships. Freud argued that some forms of mental


F



One study focused on a group of 9- to 11-year-old girls
 ea


illness result from excessive reliance on defense mechanisms to


tured



(Sandstrom & Cramer, 2003). The researchers carried out


cope with anxiety, as you will see in a later chapter on mental


interviews with their peers to determine who among the
 Stud


disorders.


group of 50 girls was relatively popular and who was rela-



y



tively unpopular. Each of the 50 girls underwent a laboratory



experience in which they were rejected by another young



Evaluation of Freudian Theory



girl. The researchers reasoned that—because of their history


This chapter has devoted a great deal of space to outlining the


of negative social interactions—the unpopular girls would ex-


essentials of psychoanalytic theory because Freud’s ideas have


perience more anxiety than the popular girls in the face of


had an enormous impact on the way many psychologists think


this rejection. The researchers suggested that, to cope with


about normal and abnormal aspects of personality. However,


that anxiety, the unpopular girls would show evidence for


there probably are more psychologists who criticize Freudian


more frequent use of defense mechanisms. To test this hy-


concepts than who support them. What is the basis of some of


pothesis, the researcher asked the girls to tell stories based


their criticisms?


on cards from the
 Thematic Apperception Test (see p. 435).


First, psychoanalytic concepts are vague and not opera-


The stories were analyzed for evidence of the defense


tionally defined; thus much of the theory is difficult to evaluate


mechanisms
 denial and
 projection (see Table 13.3). These


scientifically. Because some of its central hypotheses cannot be


analyses supported the hypothesis: The unpopular girls used


disproved, even in principle, Freud’s theory remains question-


more defense mechanisms than the popular girls after the


able. How can the concepts of libido, the structure of personal-


episode of peer rejection.


ity, and repression of infantile sexual impulses be studied in

any direct fashion?

Some of the styles for coping with stress that Chapter 12 de-

A second, related criticism is that Freudian theory is

scribed fall within the general category of defense mechanisms.

good history but bad science. It does not reliably predict
 what

You might recall, for example, that inhibiting the thoughts and

will occur; it is applied retrospectively
 —after events have oc-

feelings associated with personal traumas or guilty or shameful

curred. Using psychoanalytic theory to understand personal-

experiences can take a devastating toll on mental and physical

ity typically involves historical reconstruction, not scientific

health (Pennebaker, 1997; Petrie et al., 2004). These findings

echo Freud’s beliefs that repressed psychic material can lead to

psychological distress.

Freud’s theory is the most complex, comprehensive,


Explore
 the Concept
 Defense Mechanisms
 on MyPsychLab


and compelling view of normal and abnormal personality


anxiety
 An intense emotional response caused by the preconscious

recognition that a repressed conflict is about to emerge into

functioning—even when its predictions prove wrong. However,

consciousness.

like any other theory, Freud’s is best treated as one that must be
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confirmed or disconfirmed element by element. Freud retains

his influence on contemporary psychology because some of his

ideas have been widely accepted. Others have been abandoned.

Some of the earliest revisions of Freud’s theory arose from

within his own original circle of students. Let’s see how they

sought to amend Freud’s views.


Extending Psychodynamic Theories


Some of those who came after Freud retained his basic rep-

resentation of personality as a battleground on which uncon-

scious primal urges conflict with social values. However, many

of Freud’s intellectual descendants made major adjustments in

the psychoanalytic view of personality. In general, these post-

Jung recognized creativity as a means to release images from

Freudians have made the following changes:

both the personal and collective unconscious. Why did Jung

t They put greater emphasis on ego functions, including

believe in the two types of unconscious?

ego defenses, development of the self, conscious thought

processes, and personal mastery.

t They view social variables (culture, family, and peers) as

several ways. She challenged Freud’s phallocentric emphasis

playing a greater role in shaping personality.

on the importance of the penis, hypothesizing that male envy

t They put less emphasis on the importance of general

of pregnancy, motherhood, breasts, and suckling is a dynamic

sexual urges, or libidinal energy.

force in the unconscious of boys and men. This “womb envy”

t They extended personality development beyond

leads men to devalue women and to overcompensate by un-

childhood to include the entire life span.

conscious impulses toward creative work. Horney also placed

We will now see how these themes emerged in the theories

greater emphasis than did Freud on cultural factors and fo-

of Alfred Adler, Karen Horney, and Carl Jung.

cused on present character structure rather than on infantile


Alfred Adler
 (1870–1937) rejected the significance of Eros

sexuality (Horney, 1937, 1939). Because Horney also had influ-

and the pleasure principle. Adler (1929) believed that as help-

ence on the development of humanistic theories, we will return

less, dependent, small children, people all experience feelings

to her ideas in the next section.

of inferiority.
 He argued that all lives are dominated by the


Carl Jung
 (1875–1961) greatly expanded the conception

search for ways to overcome those feelings. People compensate

of the unconscious. For Jung (1959), the unconscious was not

to achieve feelings of adequacy or, more often, overcompen-

limited to an individual’s unique life experiences but was filled

sate in an attempt to become superior.
 Personality is structured

with fundamental psychological truths shared by the whole hu-

around this underlying striving; people develop lifestyles based

man race, a collective unconscious.
 The collective unconscious

on particular ways of overcoming their basic, pervasive feelings

explains your intuitive understanding of primitive myths, art

of inferiority. Personality conflict arises from incompatibility

forms, and symbols, which are the universal archetypes of ex-

between external environmental pressures and internal striv-

istence. An archetype
 is a primitive symbolic representation

ings for adequacy, rather than from competing urges within

of a particular experience or object. Each archetype is associ-

the person.

ated with an instinctive tendency to feel and think about it or


Karen Horney
 (1885–1952) was trained in the psycho-

experience it in a special way. Jung postulated many archetypes

analytic school but broke from orthodox Freudian theory in

that give rise to myths and symbols: the sun god, the hero, the

earth mother. Animus
 was the male archetype, anima
 was the

female archetype, and all men and women experienced both

archetypes in varying degrees. The archetype of the self is the


mandala,
 or magic circle; it symbolizes striving for unity and

wholeness (Jung, 1973).

Jung saw the healthy, integrated personality as balancing

opposing forces, such as masculine aggressiveness and femi-

nine sensitivity. This view of personality as a constellation of

compensating internal forces in dynamic balance was called


analytic psychology.
 In addition, Jung rejected the primary

importance of libido so central to Freud’s own theory. Jung


collective unconscious
 The part of an individual’s unconscious that is

inherited, evolutionarily developed, and common to all members of

the species.


archetype
 A universal, inherited, primitive, and symbolic representation

of a particular experience or object.

Why might a person’s enthusiasm for boxing suggest the use


analytic psychology
 A branch of psychology that views the person as a

of displacement as an ego defense mechanism?

constellation of compensatory internal forces in a dynamic balance.
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added two equally powerful unconscious instincts: the need to

create and the need to become a coherent, whole individual. In

the next section on humanist theories, we will see this second

need paralleled in the concept of self-actualization.



Stop
 and
 Review


According to Freud’s theory, what behaviors might

arise if an individual became fixated at the oral stage of

development?

How is the ego guided by the reality principle?

Although Leon is highly aggressive, he always blames

others for starting fights. What defensive mechanism

might be at work here?

According to Alfred Adler’s view, what drive motivates

Why did Carl Rogers emphasize parents’ unconditional positive

much of people’s behavior?

regard for their children?


CRITICAL THINKING


Recall the study on the use of

defense mechanisms. Why might the researchers have

specifically used a rejection episode to produce anxiety?

is a constructive, guiding force that moves each person toward


Study
 and Review
 on MyPsychLab


generally positive behaviors and enhancement of the self.

The drive for self-actualization at times comes into conflict

with the need for approval from the self and others, especially

when the person feels that certain obligations or conditions

must be met in order to gain approval. For example, Rogers


HUMANISTIC THEORIES


(1947, 1951, 1977) stressed the importance of unconditional



positive regard
 in raising children. By this, he meant that chil-

Humanistic approaches to understanding personality are char-

dren should feel they will always be loved and approved of, in

acterized by a concern for the integrity of an individual’s per-

spite of their mistakes and misbehavior—that they do not have

sonal and conscious experience and growth potential. In this

to earn their parents’ love. He recommended that, when a child

section, you will see how humanistic theorists have developed

misbehaves, parents should emphasize that it is the behavior

concepts related to the self. You will learn, in addition, what

they disapprove of, not the child. Unconditional positive regard

additional features set humanistic theories apart from other

is important in adulthood, too, because worrying about seek-

types of personality theories.

ing approval interferes with self-actualization. As an adult, you

need to give to and receive unconditional positive regard from

those to whom you are close. Most important, you need to feel


Features of Humanistic Theories


unconditional positive self-regard,
 or acceptance of yourself, in

spite of the weaknesses you might be trying to change.

For Carl Rogers
 (1902–1987), the self
 is a central concept for

Although not often given due credit, Karen Horney was

personality. Rogers suggested that we develop a self-concept,


another major theorist whose ideas created the foundation of

a mental model of our typical behaviors and unique qualities.

humanistic psychology (Frager & Fadiman, 1998). Horney

Rogers believed that, as we go through life, we strive to experi-

came to believe that people have a “real self” that requires fa-

ence congruence between our self-concept and our actual life

vorable environmental circumstances to be actualized, such as

experiences. Rogers’s emphasis on the self signals a key feature

an atmosphere of warmth, the goodwill of others, and parental

of all humanistic theories, which is an emphasis on the drive

love of the child as a “particular individual” (Horney, 1945,

toward self-actualization. Self-actualization
 is a constant striv-

1950). In the absence of those favorable nurturing conditions,

ing to realize one’s inherent potential. Recall from Chapter 11

the child develops a basic anxiety that stifles spontaneity of ex-

that Abraham Maslow
 placed self-actualization at the pinnacle

pression of real feelings and prevents effective relations with

of his hierarchy of needs. The striving toward self-fulfillment

others. To cope with their basic anxiety, individuals resort to

interpersonal or intrapsychic defenses. Interpersonal defenses

produce movement toward others (through excessive compli-

ance and self-effacing actions), against others (by aggressive,


self-concept
 A person’s mental model of his or her typical behaviors

arrogant, or narcissistic solutions), and away from others

and unique qualities.

(through detachment). Intrapsychic defenses operate to de-


self-actualization
 A concept in personality psychology referring to

velop for some people an unrealistic idealized self-image that

a person’s constant striving to realize his or her potential and to

generates a “search for glory” to justify it and a pride system

develop inherent talents and capabilities.

that operates on rigid rules of conduct to live up to a gran-


unconditional positive regard
 Complete love and acceptance of an

individual by another person, such as a parent for a child, with no

diose self-concept. Such people often live by the “tyranny of

conditions attached.

shoulds,” self-imposed obligations, such as “I should be perfect,
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generous, attractive, brave,” and so forth. Horney believed that

difficult to explore in research. They ask, “What exactly is self-

the goal of a humanistic therapy was to help the individual

actualization? Is it an inborn tendency, or is it created by the

achieve the joy of self-realization and promote the inherent

cultural context?” Humanistic theories also do not tradition-

constructive forces in human nature that support a striving for

ally focus on the particular characteristics of individuals. They

self-fulfillment.

are more theories about human nature and about qualities all

As you have seen, humanistic theories emphasize self-

people share than about the individual personality or the basis

actualization or progress toward the real self. In addition,

of differences among people. Other psychologists note that, by

humanistic theories have been described as being holistic, dis-

emphasizing the role of the self as a source of experience and

positional, and phenomenological. Let’s see why.

action, humanistic psychologists neglect the important envi-

Humanistic theories are holistic
 because they explain peo-

ronmental variables that also influence behavior.

ple’s separate acts in terms of their entire personalities; people

Despite these limitations, a type of contemporary re-

are not seen as the sum of discrete traits that each influence

search can be traced in part to the humanist tradition that

behavior in different ways. Maslow believed that people are in-

focuses directly on individual narrative identities
 or life sto-


trinsically motivated toward the upper levels of the hierarchy


ries
 (McAdams & Olson, 2010). The tradition of using psy-

of needs (discussed in Chapter 11), unless deficiencies at the

chological theory to understand the details of an individual’s

lower levels weigh them down.

life—to produce a psychobiography
 —can be traced back to

Humanistic theories are dispositional
 because they focus

Freud’s analysis of Leonardo da Vinci (Freud, 1910/1957; see

on the innate qualities within a person that exert a major influ-

Elms, 1988, for a critique of Freud’s work). Psychobiography


ence over the direction behavior will take. Situational factors

is defined as “the systematic use of psychological (especially

are seen as constraints and barriers (like the strings that tie

personality) theory to transform a life into a coherent and

down balloons). Once freed from negative situational condi-

illuminating story” (McAdams, 1988, p. 2). Consider the great

tions, the actualizing tendency should actively guide people to

artist Pablo Picasso. Picasso suffered a series of traumas as a

choose life-enhancing situations. However, humanistic theo-

young child, including a serious earthquake and the death of

ries are not dispositional in the same sense as trait theories or

a young sister. A psychobiography might attempt to explain

psychodynamic theories. In those views, personal dispositions

some of Picasso’s vast artistic creativity as the lifelong resi-

are recurrent themes played out in behavior again and again.

due of his responses to these early traumas (Gardner, 1993).

Humanistic dispositions are oriented specifically toward crea-

When a well-known or historical figure is the subject of a

tivity and growth. Each time a humanistic disposition is ex-

psychobiography, a researcher may turn to published work,

ercised, the person changes a little, so that the disposition is

diaries, and letters as sources of relevant data. For more ordi-

never expressed in the same way twice. Over time, humanistic

nary individuals, researchers may directly elicit narratives of

dispositions guide the individual toward self-actualization, the

life experiences. The request might be, for example, for partici-

purest expression of these motives.

pants to reflect on key events in their lives: “Why do you think

Humanistic theories are phenomenological
 because they

that this [was] an important event in your life story? What

emphasize an individual’s frame of reference and subjective

does this event say about who you are, who you were, who you

view of reality—not the objective perspective of an observer

might be, or how you have developed over time?” (McAdams

or of a therapist. Thus a humanistic psychologist always strives

et al., 2006, p. 1379). The characteristic themes that emerge

to see each person’s unique point of view. This view is also

over a series of narrative accounts support the holistic and

a present-oriented view; past influences are important only to

phenomenological version of personality that was put forth

the extent that they have brought the person to the present

by the early humanists: People construct their identities by

situation, and the future represents goals to achieve. Thus, un-

weaving life stories out of the strands of narrative. Personal

like psychodynamic theories, humanistic theories do not see

accounts provide a window on people’s views of themselves

people’s present behaviors as unconsciously guided by past

and interpersonal relationships.

experiences.

Humanistic theorists emphasized each individual’s drive

The upbeat humanist view of personality was a welcome

toward self-actualization. This group recognized, however, that

treat for many psychologists who had been brought up

people’s progress toward this goal is determined, in part, by re-

on a diet of bitter-tasting Freudian medicine. Humanistic

alities of their environments. We turn now to theories that di-

approaches focus directly on improvement—on making life

rectly examine how individuals’ behaviors are shaped by their

more palatable—rather than dredging up painful memories

environments.

that are sometimes better left repressed. The humanist perspec-

tive emphasizes each person’s ability to realize his or her fullest

potential.
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What is self-actualization?


Evaluation of Humanistic Theories


In what ways are humanistic theories dispositional?

What is a psychobiography?

Freud’s theory was often criticized for providing the too-

pessimistic view that human nature develops out of conflicts,
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traumas, and anxieties. Humanistic theories arose to celebrate

the healthy personality that strives for happiness and self-

actualization. It is difficult to criticize theories that encour-

age and appreciate people, even for their faults. Even so,


psychobiography
 The use of psychological (especially personality)

critics have complained that humanistic concepts are fuzzy and

theory to describe and explain an individual’s course through life.

Humanistic Theories
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SOCIAL-LEARNING



AND COGNITIVE THEORIES


Common to all the theories you’ve seen so far is an emphasis

on hypothesized inner mechanisms—traits, instincts, impulses,

tendencies toward self-actualization—that propel behavior and

form the basis of a functioning personality. What most of these

theories lacked, however, was a solid link between personal-

ity and particular behaviors. Psychodynamic and humanistic

theories, for example, provide accounts of the total personality

but do not predict specific actions. Another tradition of per-

sonality theory emerged from a more direct focus on individual

differences in behavior. Recall from Chapter 6 that much of a

person’s behavior can be predicted from contingencies in the

environment. Psychologists with a learning theory
 orientation

look to the environmental circumstances that control behavior.

Personality is seen as the sum of the overt and covert responses

that are reliably elicited by an individual’s reinforcement his-



tory
 . Learning theory approaches suggest that people are differ-

ent because they have had different histories of reinforcement.

This next set of theories has as a shared starting point that

behavior is influenced by environmental contingencies. How-

ever, these contemporary social-learning and cognitive theories

go one step further to emphasize the importance of cognitive

processes as well as behavioral ones. Those researchers who

have proposed cognitive theories of personality point out that

If your parents complimented you every time you got a new

there are important individual differences in the way people

haircut, how might that affect your confidence about your

think about and define any external situation. Like humanis-

appearance and grooming as an adult? Suppose they were

tic theories, cognitive theories emphasize that you participate

regularly critical. What effect could that have?

in creating your own personality. For example, you actively


choose
 your own environments to a great extent; you do not

just react passively. You weigh alternatives and select the set-

tings in which you act and are acted upon—you choose to enter


value
 —the value that an individual assigns to a particular re-

situations that you expect to be reinforcing and to avoid those

ward. If you’ve had a tough semester, a B
 might have more

that are unsatisfying and uncertain.

value to you than it would in a different context. On Rotter’s

Let’s look now at more concrete embodiments of these

view, you can only begin to predict people’s behavior if you can

ideas. We visit the theories of Julian Rotter, Walter Mischel,

assess both their expectancy with respect to a reward and the

and Albert Bandura.

extent to which they value a reward.

Rotter emphasized that people bring specific expectancies

to the many situations they face in life. However, Rotter also


Rotter’s Expectancy Theory


believed that people develop a more general expectancy about


Julian Rotter
 (1954) focused his theory on expectancy,
 which

the extent to which they can control the rewards they obtain.

is the extent to which people believe that their behaviors in

Rotter (1966) defined a dimemsion of locus of control:
 Some

particular situations will bring about rewards. Suppose, for ex-

people—known as internals
 —believe more strongly that the

ample, that you need to decide how much to practice before

outcomes of their actions are contingent on what they do; other

a presentation in class. You’d like to get at least a B
 . Having

people—known as externals
 —believe that the outcomes of their

a high expectancy means that you think it’s very likely that

actions are contingent on environmental factors. In Table 13.4
 ,

extra practice will lead to a B
 or better; having a low expect-

you’ll see sample items from Rotter’s Internal-External Scale
 .

ancy means that you’re not at all confident that extra practice

To complete the scale, you choose (a) or (b) from each item

will help with your grade. Your expectancies arise, in part, be-

as the statement you believe to be more accurate. These exam-

cause of your own history of reinforcement: If practice has led

ples should give you a sense of some differences in the ways

to rewards in the past, you’ll have a stronger expectancy that

that internals and externals generate expectancies about life

it will lead to a reward again. Rotter also emphasized reward


outcomes. Researchers have consistently demonstrated the im-

portance of people’s locus of control orientations. For example,

one study examined the relationship between people’s locus

of control orientation at age 10 and their mental and physical


expectancy
 The extent to which people believe that their behaviors in

health at age 30 (Gale et al., 2008). The 30-year-olds who had

particular situations will bring about rewards.

been more internally oriented as children were, on the whole,


locus of control
 People’s general expectancy about the extent to which

the rewards they obtain are contingent on their own actions or on

in better health. They were, for example, at lower risk for

environmental factors.

obesity, high blood pressure, and psychological distress. The
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Table 13.4 t
 Sample Items from the


rather abrupt and unfriendly as he begins to spend


Internal–External Scale


more time with that person. Jim, on the other hand,



is unique in that he is typically shy and quiet with


1. a. In the long run people get the respect they deserve in the world.


people who he does not know well but becomes very


b. Unfortunately, an individual’s worth often passes unrecognized


gregarious once he begins to know someone well.


no matter how hard he tries.

(Shoda et al., 1993a, p. 1023)

2. a. Without the right breaks, one cannot be an effective leader.

If we were to average John’s and Jim’s overall friendliness,

b. Capable people who fail to become leaders have not taken

we would probably get about the same value on this trait—

advantage of their opportunities.

but that would fail to capture important differences in their

3. a. Most people don’t realize the extent to which their lives are

behavior. According to Mischel (1973, 2004), how you respond

controlled by accidental happenings.

to a specific environmental input depends on the variables

b. There really is no such thing as “luck.”

defined in Table 13.5
 . Do you see how each variable listed

4. a. What happens to me is my own doing.

would affect the way in which a person would behave in par-

b. Sometimes I feel that I don’t have enough control over the

ticular situations? Try to invent a situation in which you would

direction my life is taking.

produce behavior different from the characters listed in the ta-

ble because you contrast on the particular variable. You may

Note: 1a, 2b, 3b, and 4a indicate a more internal locus of control orientation.

wonder what determines the nature of these variables for a

From J. B. Rotter, Generalized expectancies for internal versus external

specific individual. Mischel believes that they result from his

locus of control of reinforcement, Table 1. Psychological Monographs,


or her history of observations and interactions with other peo-


80
 (1):11–12. Copyright © 1966 by the American Psychological Association.

ple and with inanimate aspects of the physical environment

Adapted with permission.

(Mischel, 1973).

I want to provide you with a concrete example of how the

variables in Mischel’s theory explain differences with respect

researchers suggested that people with external orientations

to the particular behaviors people produce in the same situa-

might be in poorer shape because they believe that their health

tions. Let’s consider a study that documented how interactions

is outside their control—and therefore they take few actions to

of competencies and self-regulatory plans (see Table 13.5) in-

better their health.

teract to predict aggressive behavior among 10-year-old boys.


Mischel’s Cognitive–affective



F



The study focused on 59 boys who were attending a sum-



eat



Personality Theory



ured



mer camp (Ayduk et al., 2007). To measure their compe-



tencies, the researchers gave each boy a test of verbal
 Stud



Walter Mischel
 developed an influential theory of the cog-


intelligence. To measure their self-regulatory abilities, the


nitive basis of personality. Mischel emphasizes that people


y



researchers had each boy engage in a task that measured


actively participate in the cognitive organization of their in-


his capacity to delay his gratification. The boys were brought


teractions with the environment. His approach emphasizes the


into a room with a small and large pile of food of a type they


importance of understanding how behavior arises as a function


particularly enjoyed (for example, M&M candies). To obtain


of interactions between persons and situations (Mischel, 2004).


the larger pile, the boys had to wait 25 minutes without


Consider this example:


ringing a bell to call a researcher back—if they used the



John’s unique personality may be seen most clearly in



bell, they got only the small pile. To endure the 25-minute



that he is always very friendly when meeting someone



wait, the boys needed to be able to regulate their own be-



for the first time, but that he also predictably becomes



havior. In particular, to make the time pass more easily,



Table 13.5t
 Person Variables in Mischel’s Cognitive–Affective Personality Theory


Variable


Encodings

The way you categorize information about yourself,

As soon as Bob meets someone, he tries to figure out

other people, events, and situations

how wealthy he or she is.

Expectancies

Your beliefs about the social world and likely outcomes

Greg invites friends to the movies, but he never expects

and beliefs

for given actions in particular situations; your beliefs

them to say “yes.”

about your ability to bring outcomes about

Affects

Your feelings and emotions, including physiological

Cindy blushes very easily.

responses

Goals and values

The outcomes and affective states you do and do not

Peter wants to be president of his

value; your goals and life projects

college class.

Competencies

The behaviors you can accomplish and plans for

Jan can speak English, French, Russian, and Japanese

and self-regulatory plans

generating cognitive and behavioral outcomes

and expects to work for the United Nations.

Social-Learning and Cognitive Theories
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they needed to be able to divert their attention from the



candy and the bell. For that reason, the researchers used



the boys’ ability to control their attention as a measure of



self-regulatory ability. Finally, to measure aggression, the



researchers obtained multiple assessments from the camp



counselors about the boys’ verbal and physical aggression



during group activities. As you can see in
 Figure 13.5
 , to



predict the boys’ levels of aggression it’s important to know



both about competencies and self-regulatory abilities. In



particular, boys with high verbal intelligence but low ability



to control their attention were substantially more aggressive



than their peers who had both high intelligence and high



ability to control their attention.


You might expect that more intelligent boys would have knowl-

edge that would allow them to function in social environments

without resorting to aggression. This study demonstrates that

knowledge alone is not sufficient—the boys also need to have

the ability and motivation to perform alternative behaviors.

The results allow you to understand why Mischel’s personal-

ity theory focuses on the interactions among several different

types of variables.

As you can see in Table 13.5, Mischel’s theory also considers

the role that people’s goals have in defining their responses

to particular situations. Research suggests that people differ

both in their choice of life goals and the strategies they use to

implement those goals (Cantor & Kihlstrom, 1987; Kihlstrom &

Would you feel comfortable making personality judgments

Cantor, 2000). Can you see how choices and skills with respect

about these boys from this one snapshot? Why might you

to goals could produce the different patterns of behavior you

want to know their patterns of behavior across different types

would recognize as personality? For example, some people have

of situations?


intimacy
 as an important goal—they strongly seek to foster

interdependence and engage in self-disclosure—whereas other

people don’t bring those needs to friendships. These goals influ-

1

ence behavior: People with strong intimacy goals work harder

in relationships to minimize conflicts (Sanderson et al., 2005).

0.8

In this case, you recognize personality in the consistent way in

0.6

which people’s goals lead them to behave.

0.4

0.2


ession


0


Bandura’s Cognitive


–0.2


Aggr



Social-learning Theory


–0.4

–0.6

Through his theoretical writing and extensive research with

–0.8

children and adults, Albert Bandura (1986, 1999) has been

–1

an eloquent champion of a social-learning approach to un-

Low

High

derstanding personality (recall from Chapter 6 his studies of


Verbal intelligence


aggressive behavior in children). This approach combines

principles of learning with an emphasis on human interactions

Control of attention

in social settings. From a social-learning perspective, human

Low

High

beings are not driven by inner forces, nor are they helpless

pawns of environmental influence. The social-learning ap-


FIGURE 13.5
 Boys’ Levels of Aggressive Behavior

proach stresses the cognitive processes that are involved in

Boys’ levels of aggressive behavior at a summer camp

acquiring and maintaining patterns of behavior and, thus,

reflected an interaction between their verbal intelligence and

personality.

their ability to control their attention to delay gratification.

Bandura’s theory points to a complex interaction of in-

dividual factors, behavior, and environmental stimuli. Each

Data from O. Ayduk, M. L. Rodriguez, W. Mischel, Y. Shoda, &

J. Wright. Verbal intelligence and self-regulatory competencies, Journal of


can influence or change the others, and the direction of


Research in Personality (41)
 : 374–388, Copyright © 2007.

change is rarely one way—it is reciprocal
 . Your behavior can
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chances when you expect to be ineffectual. You avoid situations

when you don’t feel adequate. Even when you do, in fact, have

Person

the ability—and the desire—you may not take the required ac-

tion or persist to complete the task successfully, if you think

you lack what it takes.

Beyond actual accomplishments, there are three other

sources of information for self-efficacy judgments:


t vicarious experience—your observations of the

performance of others

t persuasion—others may convince you that you can do

something, or you may convince yourself

t monitoring of your emotional arousal as you think about

or approach a task—for example, anxiety suggests low

expectations of efficacy; excitement suggests expectations

of success

Environment

Behavior

Self-efficacy judgments influence how much effort you expend

and how long you persist when faced with difficulty in a wide

range of life situations (Bandura, 1997, 2006).

Let’s consider the impact of self-efficacy in academic set-


FIGURE 13.6
 Reciprocal Determinism

tings. Research suggests, for example, that how vigorously and

In reciprocal determinism, the individual, the individual’s

persistently you study this chapter may depend more on your

behavior, and the environment all interact to influence

sense of self-efficacy than on actual ability.

and modify the other components.


F



A group of 1,291 sophomores from five California State
 eatured



University campuses participated in a study that examined


be influenced by your attitudes, beliefs, or prior history of re-


the impact of self-efficacy beliefs on college performance


inforcement as well as by stimuli available in the environment.


Stud



(Vuong et al., 2010). Each student completed measures of


What you do can have an effect on the environment, and im-


y



self-efficacy that related to his or her college experience:


portant aspects of your personality can be affected by the envi-


self-efficacy in academic coursework and self-efficacy


ronment or by feedback from your behavior. This important


for social interactions with faculty, counselor, and peers.


concept, reciprocal determinism,
 implies that you must ex-


They used a 10-point scale ranging from “Not confident”


amine all components if you want to completely understand


to “Extremely confident” to indicate how they felt about


human behavior, personality, and social ecology (Bandura,


completing various tasks such as “Asking questions in


1999; see Figure 13.6
 ). So, for example, if you don’t generally


class” and “Making friends at school” (Zajacova et al., 2005,


think of yourself as an athlete, you may not choose to be active


p. 700). The sophomores also reported their GPAs and how


in track-and-field events, but if you live near a pool, you may


likely they were to persist with their education. Self-efficacy


nonetheless spend time swimming. If you are outgoing, you’ll


for academic coursework predicted both the students’ GPAs


talk to others sitting around the pool and thereby create a more


and persistence (Vuong et al., 2010). However, self-efficacy


sociable atmosphere, which, in turn, makes it a more enjoyable


for social interactions was unrelated to the measures of


environment. This is one instance of reciprocal determinism


academic performance.


among person, place, and behavior.

You may recall from Chapter 6 that Bandura’s social-

learning theory emphasizes observational learning as the

This study illustrates how people have self-efficacy for differ-

process by which a person changes his or her behavior based

ent domains of life experience. In fact, we’d expect that people

on observations of another person’s behavior. Through

would often have different amounts of self-efficacy in different

observational learning, children and adults acquire an enor-

domains. What might the researchers have measured to assess

mous range of information about their social environment.

the importance of self-efficacy for social interactions in the so-

Through observation, you learn what is appropriate and gets

phomores’ college experiences?

rewarded and what gets punished or ignored. Because you can

Bandura’s theory of self-efficacy also acknowledges the

use memory and think about external events, you can fore-

importance of the environment. Expectations of failure or

see the possible consequences of your actions without having

to actually experience them. You may acquire skills, attitudes,

and beliefs simply by watching what others do and the conse-

quences that follow.


reciprocal determinism
 A concept of Albert Bandura’s social-learning

As his theory developed, Bandura (1997) elaborated self-

theory that refers to the notion that a complex reciprocal interaction

efficacy as a central construct. Self-efficacy
 is the belief that one

exists among the individual, his or her behavior, and environmental

can perform adequately in a particular situation. Your sense of

stimuli and that each of these components affects the others.

self-efficacy influences your perceptions, motivation, and per-


self-efficacy
 A belief that one can perform adequately in a particular

formance in many ways. You don’t even try to do things or take

situation.

Social-Learning and Cognitive Theories
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FIGURE 13.7
 Bandura’s Self-Efficacy Model

This model positions efficacy expectations between the

Person

Behavior

Outcome

person and his or her behavior; outcome expectations are

positioned between behavior and its anticipated outcomes.

Efficacy

Outcome

expectations

expectations

success—and corresponding decisions to stop trying or to


Stop
 and
 Review


persevere—may be based on perceptions of the supportiveness

or unsupportiveness of the environment, in addition to percep-

In Julian Rotter’s theory, what does it mean to have an

tions of one’s own adequacy or inadequacy. Such expectations

external locus of control orientation?

are called outcome-based expectancies
 . Figure 13.7
 displays

In Walter Mischel’s theory, what five types of variables

how the parts of Bandura’s theory fit together. Behavioral out-

explain individual differences?

comes depend both on people’s perceptions of their own abili-

What three components are involved in Albert

ties and their perceptions of the environment.

Bandura’s theory of reciprocal determinism?


CRITICAL THINKING


Recall the study that examined


Evaluation of Social-Learning


boys’ aggression in summer camp. Why was it important


and Cognitive Theories


that the researchers obtained multiple assessments of the

One set of criticisms leveled against social-learning and cog-

boys’ levels of aggression?

nitive theories is that they often overlook emotion as an im-
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portant component of personality. In psychodynamic theories,

emotions like anxiety play a central role. In social-learning

and cognitive theories, emotions are perceived merely as by-

products of thoughts and behavior or are just included with

other types of thoughts rather than being assigned independ-

ent importance. For those who feel that emotions are central


SELF THEORIES


to the functioning of human personality, this is a serious flaw.

Cognitive theories are also attacked for not fully recognizing

We have arrived now at theories of personality that are most im-

the impact of unconscious motivation on behavior and affect.

mediately personal: They deal directly with how each individual

A second set of criticisms focuses on the vagueness of ex-

manages his or her sense of self
 . What is your conception of

planations about the way personal constructs and competen-

your self
 ? Do you think of your self
 reacting consistently to the

cies are created. Cognitive theorists have often had little to say

world? Do you try to present a consistent self
 to your friends

about the developmental origins of adult personality; their fo-

and family? What impact do positive and negative experiences

cus on the individual’s perception of the current behavior set-

have on the way you think about your self?
 Let’s begin our con-

ting obscures the individual’s history.

sideration of these questions with a brief historical review.

Despite these criticisms, cognitive personality theories

The concern for analysis of the self found its strong-

have made major contributions to current thinking. Mischel’s

est early advocate in William James (1892). James identified

awareness of the situation has brought about a better under-

three components of self-experience: the material me
 (the bod-

standing of the interaction between what a person brings to a

ily self, along with surrounding physical objects), the social me


behavior setting and what that setting brings out of the per-

(your awareness of how others view you), and the spiritual me


son. Bandura’s ideas have led to improvements in the way

(the self that monitors private thoughts and feelings). James

teachers educate children and help them achieve as well as

believed that everything that you associate with your iden-

new treatments in the areas of health, business, and sports

tity becomes, in some sense, a part of the self. This explains

performance.

why people may react defensively when their friends or family

Do these cognitive personality theories provide you with

members—a part of the self—have been attacked. The concept

insights about your own personality and behaviors? You can

of self was also central to psychodynamic theories. Self-insight

start to see how you define yourself in part through interac-

was an important part of the psychoanalytic cure in Freud’s

tions with the environment. Let’s turn now to theories that can

theory, and Jung stressed that to fully develop the self, one

add even further to your definition of self.

must integrate and accept all aspects of one’s conscious and
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unconscious life. Finally for this historical review, you already

(Vignoles et al., 2006). To preserve their self-image, people

learned that Carl Rogers had the self as the cornerstone of his

engage in a variety of forms of self-enhancement:
 People take

humanistic theory of personality development.

steps to view their own actions and behaviors as consistently

How has the self been treated in contemporary theory? We

positive (Sedikides & Gregg, 2008). For example, when people

will first consider cognitive aspects of self-concepts. We then

doubt their ability to perform a task, they may engage in self-


visit the concept of self-esteem and the steps people take to


handicapping
 behavior. They deliberately sabotage their per-

preserve self esteem. Finally, we’ll look at the important topic

formance! The purpose of this strategy is to have a ready-made

of how views of the self differ across cultures.

excuse for failure that does not imply lack of ability
 (McCrae &

Hirt, 2001). Thus, a student might party with friends instead of

studying for an important exam. That way, if he doesn’t suc-

ceed, he can blame his failure on low effort rather than low


Self-Concepts and Self-Esteem


aptitude. Note that my use of “he” in this example is deliberate.

The self-concept is a dynamic mental structure that motivates,

Research suggests that men consistently engage in more self-

interprets, organizes, mediates, and regulates intrapersonal

handicapping than do women.

and interpersonal behaviors and processes. The self-concept

includes many components. Among them are your memories


F



Before taking an intelligence test, male and female psychol-



ea


about yourself; beliefs about your traits, motives, values, and


tured



ogy students were given the opportunity to work through


abilities; the ideal self that you would most like to become;


18 practice items (McCrae et al., 2008). The researchers
 Stud


the possible selves that you contemplate enacting; positive or


gave half the students
 practice matters instructions: Those


negative evaluations of yourself (self-esteem); and beliefs about


y



students were told that without appropriate practice their


what others think of you (Chen et al., 2006). Chapter 7 dis-


intelligence tests scores would not be valid. The other stu-


cussed schemas
 as “knowledge packages” that embody complex


dents received
 practice does not matter instructions: Those


generalizations about the structure of the environment. Your


students were told that practice would likely have no effect


self-concept contains schemas about the self— self-schemas
 —


on their test scores. Suppose you were in the
 practice mat-

that allow you to organize information about yourself, just as

ters condition. If you wanted to have a ready excuse for


other schemas allow you to manage other aspects of your expe-


your (potentially) low intelligence score, you might choose


rience. However, self-schemas influence more than just the way


not to practice very much. As you can see in
 Figure 13.8


you process information about yourself. Research indicates that


on page 376, that’s, on average, what the men chose to do.


these schemas, which you frequently use to interpret your own


Women who were told that practiced mattered, practiced


behavior, influence the way you process information about


quite a bit. Men who had the same instructions practiced


other people as well (Krueger & Stanke, 2001; Mussweiler &


least of all. To understand this difference, the researchers


Bodenhausen, 2002). Thus you interpret other people’s actions


asked the participants to complete a scale that had items


in terms of what you know and believe about yourself.


such as “I try to devote my full effort to every class I take”


A person’s self-esteem
 is a generalized
 evaluation of the


and “I pride myself in being a hard worker” (p. 309). The


self. People differ in their levels of self-esteem. Because I have


women consistently agreed more with such statements


described the importance of genetics for other aspects of per-


than did their male peers.


sonality, you may not be surprised to learn that individual

differences in self-esteem have a genetic component: People

inherit a tendency toward high or low self-esteem (Neiss et al.,

These results support the researchers’ claim that women put

2006). However, environmental factors also have important ef-

too much value on effort to engage in self-handicapping. The

fects. For example, people’s satisfaction or dissatisfaction with

effort women expend is an important contributor to their

their physical appearance has a major impact on their reports

self-esteem.

of self-esteem (Donnellan et al., 2007). Self-esteem also varies

In recent years, researchers have provided support for a

with respect to people’s perceptions of their ability to navigate

theory that places self-esteem in a broader perspective. Terror


in the social world. People who are high in self-esteem typically


management theory
 proposes that self-esteem helps people

feel that they will function well in social relationships; peo-

cope with the inevitability of death (Greenberg, 2008). Terror

ple with low self-esteem have doubts about their social value

management theory suggests that people wish to achieve sym-


(Anthony et al., 2007).


bolic immortality
 which “is conferred by cultural institutions

Self-esteem can strongly influence people’s thoughts,

that enable people to feel part of something larger, more signif-

moods, and behavior (Swann et al., 2007). In fact, researchers

icant, and more eternal than their own individual lives through

have linked a number of negative outcomes to low levels of self-

connections and contributions to their families, nations,

esteem. For example, among adolescents and college students,

professions, and ideologies” (Pyszczynski et al., 2004, p. 436).

low self-esteem was related to aggression and antisocial behav-

ior (Donnellan et al., 2005). Similarly, people who reported

low self-esteem as adolescents had poorer mental and physical

health as well as more financial problems as adults (Orth et al.,


self-esteem
 A generalized evaluative attitude toward the self that

2008; Trzeniewski et al., 2006). These results suggest that hav-

influences both moods and behavior and that exerts a powerful

effect on a range of personal and social behaviors.

ing low self-esteem can undermine people’s ability to set goals


self-handicapping
 The process of developing, in anticipation of failure,

for positive outcomes and cope with negative life events.

behavioral reactions and explanations that minimize ability deficits

Some people clearly experience low self-esteem. However,

as possible attributions for the failure.

evidence suggests that most people go out of their way to main-


terror management theory
 A theory proposing that self-esteem helps

tain self-esteem and to sustain the integrity of their self-concept

people cope with the inevitability of death.
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1

2003). Instead, people’s self-views with respect to more specific

domains of performance (such as particular academic subjects)

0.8

provide better predictive information about their likely per-

0.6

formance (Swann et al., 2007). Similarly, programs to boost self-


x
 0.4

esteem are best targeted toward particular domains in which


e inde


people can learn strategies that actually change performance.

0.2


actic


0


Pr


–0.2


The Cultural Construction of Self


–0.4

The discussion so far has focused on constructs relevant to the

–0.6

self, such as self-esteem and self-handicapping, that apply quite

Practice does not matter

Practice matters

widely across individuals. However, researchers on the self


Instructions


have also begun to study the way in which self-concepts and

Men

Women

self-development are affected by differing cultural constraints.

If you have grown up in a Western culture, you are likely to


FIGURE 13.8
 Men’s and Women’s

be pretty comfortable with the research reviewed so far: The

theories and constructs match the ways that Western cul-

Self-Handicapping

tures conceptualize the self.
 However, the type of culture from

The practice index
 combined the number of practice items a

which the Western self emerges—an individualistic
 culture—is

student completed and the amount of time he or she spent

in the minority with respect to the world’s population, which

practicing into a single measure. Positive scores indicate more

includes about 70 percent collectivist
 cultures. Individualistic

than average practice; negative scores indicate less than

cultures emphasize individuals’ needs, whereas collectivist cul-

average practice. When instructions suggested that practice

tures emphasize the needs of the group (Triandis, 1994, 1995).

didn’t matter, the difference between men’s and women’s

This overarching emphasis has important implications for how

practice was small. However, when students believed their

each member of these cultures conceptualizes his or her self:


practice did matter, women practiced considerably more than

Hazel Markus and Shinobu Kitayama (1991; Kitayama et al.,

the men.

1995; Markus et al., 1997) have argued that each culture gives

Data from S. M. McCrae, E. R. Hirt, & B. J. Milner, She works hard for the

rise to different interpretations of the meaning of self—or dif-

money, Journal of Experimental Social Psychology (44):
 292–311, © 2008.

ferent construals
 of self:

t Individualistic cultures encourage independent



construals of self
 —“Achieving the cultural goal of

independence requires construing oneself as an individual

People attain self-esteem when they believe that they have

whose behavior is organized and made meaningful

made valuable contributions that provide a route to symbolic

primarily by reference to one’s own internal repertoire of

immortality. To support terror management theory, research-

thoughts, feelings, and action, rather than by reference to

ers have demonstrated many ways in which people’s behav-

the thoughts, feelings, and actions of others” (Markus &

ior changes when their attention is called to the inevitability

Kitayama, 1991, p. 226).

of death. For example, one project instilled mortality salience


in a subset of participants by asking them to “Jot down, as spe-

cifically as you can, what you think will happen to you as you

physically die and once you are physically dead” (Greenberg

et al., 2010, p. 5). Members of the control group did not com-

plete this exercise. Later in the experimental session, the par-

ticipants answered questions like “How much would you like

to become famous?” and “How famous do you think you will

become in the future?” Participants for whom mortality was

made salient reported themselves to be more interested in pur-

suing and achieving fame than their peers who had not con-

templated death. Can you see how expectations of fame relate

to self-esteem and symbolic immortality?

This section has emphasized that people engage in behav-

iors such as self-handicapping to maintain a high sense of self-

esteem. For that reason, you might not be surprised to learn that

people’s global ratings of self-esteem are often not a good pre-

dictor of their performance across domains (Baumeister et al.,

Self-handicapping behavior in action: Instead of studying

for tomorrow’s exam, you fall asleep in the library, thereby


independent construal of self
 Conceptualization of the self as an

enabling yourself to say, “Well, I didn’t really study” if you

individual whose behavior is organized primarily by reference to

don’t ace the test. Are there situations in which you resort to

one’s own thoughts, feelings, and actions, rather than by reference

to the thoughts, feelings, and actions of others.

self-handicapping?
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t Collectivist cultures encourage interdependent construals



Table 13.6 t
 Categories of Twenty Statements


of self
 —“Experiencing interdependence entails seeing

Test Responses

oneself as part of an encompassing social relationship and


Category



Examples


recognizing that one’s behavior is determined, contingent

on, and, to a large extent organized by what the actor

Social identity

I’m a student.

perceives to be the thoughts, feelings, and actions of others


I’m a daughter.

in the relationship” (Markus & Kitayama, 1991, p. 227).

Ideological beliefs

I believe that all human beings are good.

Researchers have documented the reality and implications of

I believe in God.

these distinctions in a number of ways (Cross et al., 2011).

Interests

I like playing the piano.

One type of cross-cultural research on the self has used a

I enjoy visiting new places.

measurement device called the Twenty Statements Test
 (TST)

(Kuhn & McPartland, 1954). When they take this test, partici-

Ambitions

I want to become a doctor.

pants are asked to give 20 different answers to the question

I want to learn more psychology.

“Who am I?” Take a moment to reflect on that question. As

Self-evaluations

I am honest and hardworking.

shown in Table 13.6
 , responses typically fall into six different

I am a tall person.

categories. Culture has an impact on the categories that are

I worry about the future.

most likely for people’s responses. For example, one study had

roughly 300 students from the United States and India perform

Other

I have noisy friends.

the TST procedure (Dhawan et al., 1995). In keeping with their

I own a dog.

independent sense of self, about 65 percent of the responses of

U.S. women and 64 percent of the responses of U.S. men fell

into the category of self-evaluations
 . For the Indian students,

suggests that when a nation imports Western products, it may

33 percent of women’s responses and 35 percent of men’s re-

also import a Western sense of self.

sponses fell into this category. Thus the Indian students were

These studies illustrate that the cultures to which people

about half as likely to produce self-evaluations. Note that dif-

belong have a strong impact on the way they construe their

ferences between men and women overall were rather small—

selves. You will encounter this distinction again in Chapter 16

culture mattered more.

when we consider, for example, how people from different

You might wonder how the export of Western culture

cultures assess causal forces in the world. For now, let’s

affects the self-concepts of members of collectivist cultures.

consider a study that relates back to terror management the-

One study compared the TST responses of Kenyans who had

ory and mortality salience. Recall that mortality salience gen-

virtually no exposure to Western culture—members of pastoral

erally makes people wish to bolster their self. However, that

Samburu and Maasai tribes—to those who had moved to the

impulse has different outcomes for people with different con-

Westernized capital city of Nairobi. Roughly 82 percent of the

struals of self.

tribe members’ responses on the TST were social responses;

workers in Nairobi gave only 58 percent social responses,


F


and students at the University of Nairobi gave only 17 per-


At the start of a study, European American and Asian Ameri-



eat


cent social responses (Ma & Schoeneman, 1997). This pattern


ured



can students were randomly assigned to a mortality salience



group or a control group (Ma-Kellams & Blascovich, 2011).
 Stud



Students in the mortality salience group wrote down thoughts
 y



about their death whereas students in the control group wrote



about dental pain. Next, the students read a scenario that de-



scribed a serious car accident in which a university employee



named Steve had been the victim. After reading the sce-



nario, participants completed an Assignment of Blame Scale



(ABS) to indicate how much they held Steve responsible. As



you can see in
 Figure 13.9
 on page 378, mortality salience



pushed European American and Asian American responses



in different directions. Perhaps to protect their independent



construals of self from the fear of being accident victims, Eu-



ropean Americans blamed Steve more when they were ex-



periencing mortality salience. By contrast, Asian Americans



who were experiencing mortality salience appeared to include



Steve within their interdependent construals of self and, as a



consequence, blamed him less.



interdependent construal of self
 Conceptualization of the self as part

of an encompassing social relationship; recognizing that one’s

In what ways is an individual’s sense of self different when

behavior is determined, contingent on, and, to a large extent,

he or she is a member of a culture with an interdependent

organized by what the actor perceived to be the thoughts, feelings,

construal of self rather than an independent construal of self?

and actions of others.
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COMPARING PERSONALITY


2.5


THEORIES


2

There is no unified theory of personality that a majority of psy-

chologists can endorse. Several differences in basic assumptions

1.5

have come up repeatedly in this survey of the various theories.

It may be helpful to recap five of the most important differ-


ABS Score


1

ences in assumptions about personality and the approaches

that advance each assumption:

0.5


1.
 Heredity versus environment.
 As you have learned

throughout Psychology and Life,
 this difference is also re-

0

ferred to as nature versus nurture.
 What is more important

Control

Mortality Salience

to personality development: genetic and biological factors


Ethnicity


or environmental influences? Trait theories have been split

European American

Asian American

on this issue; Freudian theory depends heavily on hered-

ity; humanistic, social-learning, cognitive, and self theories


FIGURE 13.9
 Culture and Mortality Salience

all emphasize either environment as a determinant of

European American and Asian American students assigned

behavior or interaction with the environment as a source

blame (on the Assignment of Blame Scale, ABS) to Steve, who

of personality development and differences.

had been the victim of a serious car accident. Mortality salience


2.
 Learning processes versus innate laws of behavior.
 Should

affected the students’ ratings quite differently, as a product of

emphasis be placed on the view that personalities are

their cultural construal of self.

modified through learning or on the view that personality

Data from Christine Ma-Kellams and Jim Blascovich, “Culturally divergent

development follows an internal timetable? Again, trait

responses to mortality salience,” Psychological Science
 , August 1, 2011,

theories have been divided. Freudian theory has favored

copyright © 2011 Association for Psychological Science.

the inner determinant view, whereas humanists postulate

an optimistic view that experience changes people. Social-

Over the next few days, you might try to experience both con-

learning, cognitive, and self theories clearly support the

struals of self by trying to attend to how the events that happen

idea that behavior and personality change as a result of

around you have an impact both on your self as an individual

learned experiences.

and your self as a member of a larger social structure.


3.
 Emphasis on past, present, or future.
 Trait theories em-

phasize past causes, whether innate or learned; Freudian


Evaluation of Self Theories


theory stresses past events in early childhood; social-

learning theories focus on past reinforcements and

Self theories succeed at capturing people’s own concepts of

present contingencies; humanistic theories emphasize

their personalities and the way they wish to be perceived by

present reality or future goals; and cognitive and self theo-

others. Furthermore, examinations of cross-cultural construals

ries emphasize past and present (and the future if goal set-

of the self have had great influence on the way psychologists

ting is involved).

assess the universality of their theories. However, critics of self


4.
 Consciousness versus unconsciousness.
 Freudian theory

theory approaches to personality argue against their limitless

emphasizes unconscious processes; humanistic, social-

boundaries. Because so many things are relevant to the self and

learning, and cognitive theories emphasize conscious

to the self-concept, it is not always clear which factors are most

processes. Trait theories pay little attention to this

important for predicting behavior. In addition, the emphasis

distinction; self theories are unclear on this score.

on the self as a social construct is not entirely consistent with


5.
 Inner disposition versus outer situation.
 Social-learning

evidence that some facets of personality may be inherited. As

theories emphasize situational factors; traits play

with other theories, self theories capture some but not all of

up dispositional factors; and the others allow for an

what you think of as personality.

interaction between person-based and situation-based

variables.


Stop
 and
 Review


Each type of theory makes different contributions to the un-

derstanding of human personality. Trait theories provide a

What is self-esteem?

catalog that describes parts and structures. Psychodynamic

What is self-handicapping?

theories add a powerful engine and the fuel to get the vehi-

What does it mean to have an interdependent construal

cle moving. Humanistic theories put a person in the driver’s

of self?

seat. Social-learning theories supply the steering wheel, direc-

tional signals, and other regulation equipment. Cognitive theo-


CRITICAL THINKING


Recall the study that demon-

ries add reminders that the way the trip is planned, organized,

strated gender differences in self-handicapping. Why was

it important that participants completed the worker scale

before they had the opportunity to practice?


Explore
 the Concept
 Psychodynamic, Behavioral, Trait and Type,



Study
 and Review
 on MyPsychLab



Humanistic and Cognitive Approaches to Personality
 on MyPsychLab
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Critical Thinking in Your Life



HOW IS PERSONALITY CONVEYED IN CYBERSPACE?


Let’s start with a straightforward question: Does your e-mail

contribute to visitors’ perceptions. For example, one study

address allow people to make accurate guesses about your

varied the number of friends (102, 302, 502, 702, or 902) on a

personality? To address that question, a team of researchers

mock Facebook page (Tong et al., 2008). Participants rated the

used a web-based survey to obtain e-mail addresses and


social attractiveness
 of the page’s owner. Those ratings were

self-reports of personality from 599 individuals (Back et al.,

highest for 302 friends: Too few and too many friends counted

2008). Next, the researchers asked a different group of

against the owner. Why 302? The participants reported that

100 students to make personality judgments based only on the

they had a median number of 300 friends. Perhaps participants

e-mail addresses. Consider the researchers’ example, honey.

gave the highest ratings when they thought the page owner

bunny77@hotmail.de. How aggreeable and conscientious

was similar to them.

would you imagine the person with that e-mail address to be?

Another study examined how Facebook photographs

The researchers found that personality ratings based on just

contributed to judgments on the particular personality trait

the e-mail addresses were quite consistent among the group

of narcissism
 (Buffardi & Campbell, 2008). People who are

of 100 raters. The researchers also found positive correlations

narcissistic have an overly positive self-image. How might that

between the raters’ assessments and the e-mail users’ self-

trait be expressed through Facebook photos? The researchers

reports on most of the personality dimensions. The raters

found that participants rated page owners as being particularly

were able to make reasonably valid personality judgments

narcissistic when the main photo on their Facebook pages

based on just the e-mail addresses! The raters appeared to

was attractive and self-promoting (that is, the photo seemed

be responding to a number of features of the addresses. For

dedicated to “persuading others about [the page owner’s] own

example, the raters gave higher conscientiousness ratings to

positive qualities,” p. 1307). In addition, there was a positive

addresses with a larger number of characters; they gave lower

correlation between raters’ judgments and the page owner’s

conscientiousness ratings to addresses with a larger number

self-reports of narcissism: The Facebook pages communicated

of digits.

valid information on this trait!

Of course, if you are like many students, your e-mail

Do these results make you rethink how you present

address is only one of a very large number of decisions you

yourself in cyberspace?

need to make to determine your exact presence in cyberspace.

t Why might people be comfortable making personality

Suppose you have a page on Facebook. To manage the

judgments based on Facebook content?

impression you make, you need to make decisions about any

number of variables, including how many friends you allow,

t How might you determine other circumstances in which

how much personal detail you provide, and what types of

similarity has an impact on people’s judgments of Facebook

photos you upload (Krämer & Winter, 2008). These variables

pages?

and remembered will be affected by the mental map the driver

Which dimension of personality theories refers to

chooses for the journey. Finally, self theories remind the driver

people’s awareness of the forces that shape their

to consider the image his or her driving ability is projecting to

behaviors?

backseat drivers and pedestrians.

To complete this review of personality, we will now con-


Study
 and Review
 on MyPsychLab


sider personality assessment. You will see some of the ways in

which psychologists obtain information about the range of per-

sonality attributes that make each individual unique.


ASSESSING PERSONALITY


Think of all the ways in which you differ from your best


Stop
 and
 Review


friend. Psychologists wonder about the diverse attributes that

characterize an individual, set one person apart from others,

In what ways do personality theories differ on the

or distinguish people in one group from those in another (for

dimension of heredity versus environment?

example, shy people from outgoing or depressed individuals

Does Freud’s theory of personality focus most directly

from happy). Two assumptions are basic to these attempts to

on the past, present, or future?

understand and describe human personality: first, that there

Assessing Personality
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are personal characteristics of individuals that give coherence


Table 13.7t
 MMPI-2 Clinical Scales

to their behavior and, second, that those characteristics can be

Hypochondriasis (Hs): Abnormal concern with bodily functions

assessed or measured. Personality tests must meet the standards

of reliability and validity (see Chapter 9). In addition, clinicians

Depression (D): Pessimism; hopelessness; slowing of action and thought

and researchers receive thorough training to administer and in-

Conversion hysteria (Hy): Unconscious use of mental problems to avoid

terpret the tests. We will consider objective
 and projective
 per-

conflicts or responsibility

sonality tests. Psychologists often combine different measures

to obtain a full understanding of an individual’s personality.

Psychopathic deviate (Pd): Disregard for social custom; shallow

emotions; inability to profit from experience


Objective Tests


Masculinity–femininity (Mf): Differences between men and women

Objective tests of personality are those in which scoring and

Paranoia (Pa): Suspiciousness; delusions of grandeur or persecution

administration are relatively simple and follow well-defined

Psychasthenia (Pt): Obsessions; compulsions; fears; guilt; indecisiveness

rules. Some objective tests are scored by computer programs.

The final score is usually a single number, scaled along a single

Schizophrenia (Sc): Bizarre, unusual thoughts or behavior; withdrawal;

dimension (such as adjustment
 versus maladjustment
 ), or a set

hallucinations; delusions

of scores on different traits (such as impulsiveness, depend-

Hypomania (Ma): Emotional excitement; flight of ideas; overactivity

ency, or extraversion) reported in comparison with the scores

of a normative sample.

Social introversion (Si): Shyness; disinterest in others; insecurity

A self-report inventory
 is an objective test in which in-

Excerpted from the MMPI(R)-2 (Minnesota Mulitphasic Personality

dividuals answer a series of questions about their thoughts,

Inventory(R)-2) Manual for Administration, Scoring and Interpretation, Revised

feelings, and actions. One of the first self-report inventories,

Edition. Copyright © 2001 by the Regents of the University of Minnesota. All

the Woodworth Personal Data Sheet
 (written in 1917) asked

rights reserved. Used by permission of the University of Minnesota Press.

“MMPI” and “Minnesota Multiphasic Personality Inventory” are trademarks

questions such as “Are you often frightened in the middle

owned by the Regents of the University of Minnesota.

of the night?” (see DuBois, 1970). Today, a person taking a


personality inventory
 reads a series of statements and indi-

or evasiveness. When an MMPI is interpreted, the tester first

cates whether each one is true or typical for him- or herself.

checks the validity scales to be sure the test is valid and then

Let’s consider two prominent personality inventories, the

looks at the rest of the scores. The pattern of the scores—


Minnesota Multiphasic Personality Inventory,
 or MMPI, and

which are highest, how they differ—forms the “MMPI profile.”

the NEO Personality Inventory
 (NEO-PI).

Individual profiles are compared with those common for par-

ticular groups, such as felons and gamblers.


The MMPI


The MMPI was developed at the University of

In the mid-1980s, the MMPI underwent a major revi-

Minnesota during the 1930s by psychologist Starke Hathaway

sion, and it is now called the MMPI-2
 (Butcher et al., 2001).

and psychiatrist J. R. McKinley (Hathaway & McKinley, 1940,

The MMPI-2 has updated language and content to better

1943). Its basic purpose is to diagnose individuals according to

reflect contemporary concerns, and new populations pro-

a set of psychiatric labels. The first test consisted of 550 items,

vided data for norms. The MMPI-2 also adds 15 new content


which individuals determined to be either true or false for


scales
 that were derived using, in part, a theoretical method.

themselves or to which they responded, “Cannot say.” From

For each of 15 clinically relevant topics (such as anxiety or

that item pool, scales were developed that were relevant to the

family problems), items were selected on two bases: if they

kinds of problems patients showed in psychiatric settings.

seemed theoretically related to the topic area and if they sta-

The MMPI scales were unlike other existing personality

tistically formed a homogeneous scale,
 meaning that each scale

tests because they were developed using an empirical
 strategy

rather than the intuitive, theoretical approach that dominated

at the time. Items were included on a scale only if they clearly


Table 13.8t
 MMPI-2 Content Scales

distinguished between two groups—for example, patients with

schizoprehnia and a normal comparison group. Each item


Anxiety Practices


had to demonstrate its validity by being answered similarly by

Fears

Type A (workaholic)

members within each group but differently between the two

groups. Thus the items were not selected on a theoretical basis

Obsessiveness

Low self-esteem

(what the content seemed to mean to experts) but on an em-

Depression

Social discomfort

pirical basis (did they distinguish between the two groups?).

The MMPI has 10 clinical scales,
 each constructed to dif-

Health concerns

Family problems

ferentiate a special clinical group (such as individuals with

Bizarre mentation

Work interference

schizophrenia) from a normal comparison group. The test also

(thoughts)

includes validity scales
 that detect suspicious response pat-

Anger and cynicism

Negative treatment indicators (negative

terns, such as blatant dishonesty, carelessness, defensiveness,

attitudes about doctors and treatment)

Excerpted from the MMPI(R)-2 (Minnesota Mulitphasic Personality


Watch
 the Video
 In the Real World: Putting Popular Personality


Inventory(R)-2) Manual for Administration, Scoring and Interpretation, Revised


Assessments to the Test
 on MyPsychLab


Edition. Copyright © 2001 by the Regents of the University of Minnesota. All


personality inventory
 A self-report questionnaire used for personality

rights reserved. Used by permission of the University of Minnesota Press.

assessment that includes a series of items about personal thoughts,

“MMPI” and “Minnesota Multiphasic Personality Inventory” are trademarks

feelings, and behaviors.

owned by the Regents of the University of Minnesota.
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measures a single, unified concept. The clinical and content

Projective tests are among the assessment devices most

scales of the MMPI-2 are given in Table 13.7
 and Table 13.8
 .

commonly used by psychological practitioners (Butcher, 2010;

You’ll notice that most of the clinical scales measure several

Musewicz et al., 2009). However, because projective tests are

related concepts and that the names of the content scales are

so widespread, critics have often worried that they are used in

simple and self-explanatory.

ways that are not valid. The next sections review two of the

Because the MMPI-2 plays such a critical role in clinical

most common projective tests, the Rorschach test and the The-

research and practice, researchers continue to assess the test’s

matic Apperception Test, and includes discussion of those is-

reliability and validity to make appropriate clinical judgments.

sues of validity.

Important aspects of that research were incorporated into the

MMPI-2-RF (for “revised form”), which appeared in 2008


The Rorschach


In the Rorschach test, developed by Swiss

(Tellegen & Ben-Porath, 2008). The MMPI-2-RF features re-

psychiatrist Hermann Rorschach
 in 1921, the ambiguous stim-

vised clinical scales that supplement the MMPI-2 clinical scales.

uli are symmetrical inkblots (Rorschach, 1942). Some are black

The goal of these revised scales is to allow better discrimination

and white, and some are colored (see Figure 13.10
 ). During the

among people with different types of psychological disorders.

test, a respondent is shown an inkblot and asked, “What might

The revised clinical scales have begun to undergo tests of reliabil-

this be?” Respondents are assured that there are no right or

ity and validity that will allow psychologists to put the MMPI-

wrong answers (Exner, 1974). Testers record verbatim what peo-

2-RF to appropriate uses (Forbey et al., 2010; Rouse et al., 2008).

ple say, how much time they take to respond, the total time they

take per inkblot, and the way they handle the inkblot card. Then,


The NEO-PI


in a second phase called an inquiry,
 the respondent is reminded

Recall that the MMPI was designed to assess

of the previous responses and asked to elaborate on them.

individuals with clinical problems. By contrast, the NEO Per-

The responses are scored on three major features: (1) the

sonality Inventory (NEO-PI) was designed to assess personality


location,
 or part of the card mentioned in the response—

characteristics in nonclinical adult populations. It measures the

whether the respondent refers to the whole stimulus or to part

five-factor model of personality you met earlier. If you took the

of it and the size of the details mentioned; (2) the content
 of the

NEO-PI, you would receive a profile sheet that showed your

response—the nature of the object and activities seen; and (3)

standardized scores relative to a large normative sample on

the determinants
 —which aspects of the card (such as its color or

each of the five major dimensions: Neuroticism, Extraversion,

shading) prompted the response. Scorers may also note whether

Openness, Agreeableness, and Conscientiousness (Costa &

responses are original and unique or popular and conforming.

McCrae, 1985). The recent NEO-PI-3 assesses 30 separate traits

You might think that ambiguous inkblots would give rise

organized within the five major factors (McCrae et al., 2005).

to an uninterpretable diversity of responses. In fact, research-

For example, the Neuroticism dimension is broken down into

ers have devised a comprehensive scoring system for Rorsch-

six facet scales: Anxiety, Angry hostility, Depression, Self-

ach responses that allows for meaningful comparisons among

consciousness, Impulsiveness, and Vulnerability. Much research

different test takers (Exner, 2003; Exner & Weiner, 1994). For

has demonstrated that the NEO-PI dimensions show good reli-

example, the scoring system specifies content categories that

ability and validity (McCrae et al., 2004, 2011). The NEO-PI is

frequently appear in people’s responses. Those categories in-

being used to study personality stability and change across the

clude whole human
 (the response mentions or implies a whole

life span as well as the relationship of personality characteristics

human form) and blood
 (the response mentions blood, ei-

to physical health and various life events, such as career success

ther human or animal). Researchers have developed training

or early retirement.


Projective Tests


As you just saw, objective tests take one of two forms: Either

they provide test takers with a series of statements and ask them

to give a simple response (such as “true,” “false,” or “cannot

say”) or they ask test takers to rate themselves with respect to

some dimension (such as “anxious” versus “nonanxious”). Thus

the respondent is constrained to choose one of the predeter-

mined responses. Projective tests,
 by contrast, have no predeter-

mined range of responses. In a projective test,
 a person is given

a series of stimuli that are purposely ambiguous, such as abstract

patterns, incomplete pictures, or drawings that can be inter-


FIGURE 13.10
 An Inkblot Similar to Those Used

preted in many ways. The person may be asked to describe the

in the Rorschach Test

patterns, finish the pictures, or tell stories about the drawings.

What do you see? Does your interpretation of this inkblot

Projective tests were first used by psychoanalysts, who hoped

reveal anything about your personality?

that such tests would reveal their patients’ unconscious person-

ality dynamics. Because the stimuli are ambiguous, responses

to them are determined partly by what the person brings to the

situation—namely, inner feelings, personal motives, and con-


projective test
 A method of personality assessment in which an

flicts from prior life experiences. These personal, idiosyncratic

individual is presented with a standardized set of ambiguous,

abstract stimuli and asked to interpret their meanings; the

aspects, which are projected
 onto the stimuli, permit the person-

individual’s responses are assumed to reveal inner feelings,

ality assessor to make various interpretations.

motives, and conflicts.
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of the individual telling them, in an attempt to discover some

of the respondent’s major concerns, motivations, and personal-

ity characteristics. For example, an examiner might evaluate a

person as conscientious if his or her stories concerned people

who lived up to their obligations and if the stories were told in

a serious, orderly way. As with the Rorschach test, critics have

suggested that the TAT is often used for purposes for which its

validity remains uncertain (Lilienfeld et al., 2001). Chapter 11

noted one use of the TAT that has received research support:

The TAT has often been used to reveal individual differences

in dominant needs, such as needs for power, affiliation, and

achievement (McClelland, 1961). Reserachers have also used

the TAT to investigate group differences, such as changes

across generations in the dominant needs of students entering

medical school (Borges et al., 2010).

As you learned about these personality assessment devices,

did you see the relationship between them and the theories of


FIGURE 13.11
 The Type of Image Used on the

personality you encountered earlier? Earlier, you saw that each

TAT Test

of the types of theories illuminated test different aspects of hu-

What story do you want to tell? What does your story reveal

man experience. Here, the same conclusion applies for personal-

about your personality?

ity tests: Each has the potential to provide unique insights into

an individual’s personality. Clinicians most often use a combina-

tion of tests when they carry out a personality assessment.

To close the chapter, please consider a series of questions

procedures to ensure that clinicians can learn to use the com-

in light of what you have just learned: If psychologists studied

prehensive scoring system reliably (Hilsenroth et al., 2007).

you, what portrait of your personality would they draw? Which

In addition, reserarchers have undertaken formal studies to

early experiences might they identify as contributing to how

determine whether the results from the scoring system make

you now act and think? What conditions in your current life

it possible to diagnose specific psychological disorders such as

exert strong influences on your thoughts and behaviors? What

posttraumatic stress disorder (Arnon et al., 2011). However,

makes you different from other individuals who are function-

practitioners also make diagnoses based on people’s Rorschach

ing in many of the same situations as you? You now can see that

responses without any formal evidence that supports the valid-

each type of personality theory provides a framework against

ity of the practitioners’ inferences. For that reason, the Rorsch-

which you can begin to form your answers to these questions.

ach test remains controversial (Garb et al., 2005).

Suppose the time has really come to paint your psychological

portrait. Where would you begin?


The TAT


In the Thematic Apperception Test (TAT), developed

by Henry Murray
 in 1938, respondents are shown pictures of

ambiguous scenes and asked to generate stories about them,


Stop
 and
 Review


describing what the people in the scenes are doing and think-

ing, what led up to each event, and how each situation will end

What is the purpose of the MMPI’s 10 clinical scales?

(see Figure 13.11
 ). The person administering the TAT evaluates

What is the purpose of the NEO Personality Inventory

the structure and content of the stories as well as the behavior

(NEO-PI)?

What three major features do clinicians use to interpret

Rorschach responses?


Watch
 the Video
 Thinking Like a Psychologist: Testing Personality
 on


MyPsychLab



Study
 and Review
 on MyPsychLab




Recapping Main Points




Trait Personality Theories



Psychodynamic Theories


t Some theorists view traits—attributes along continuous

t Freud’s psychodynamic theory emphasizes instinctive

dimensions—as the building blocks of personality.

biological energies as sources of human motivation.

t The five-factor model is a personality system that maps out

t Basic concepts of Freudian theory include psychic

the relationships among common trait words, theoretical

energy as powering and directing behavior, early

concepts, and personality scales.

experiences as key determinants of lifelong personality,

t Twin and adoption studies reveal that personality traits are

psychic determinism, and powerful unconscious

partially inherited.

processes.

t People display behavioral consistency when situations are

t Personality structure consists of the id, the superego,

defined with respect to relevant psychological features.

and the reconciling ego.
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t Unacceptable impulses are repressed and ego defense


Self Theories


mechanisms are developed to lessen anxiety and bolster

t Self theories focus on the importance of the self-concept

self-esteem.

for a full understanding of human personality.

t Post-Freudians like Adler, Horney, and Jung put greater

t People engage in behaviors such as self-handicapping to

emphasis on ego functioning and social variables and less

maintain self-esteem.

on sexual urges. They saw personality development as a

lifelong process.

t Terror management theory suggests that self-esteem

helps people cope with thoughts about death.


Humanistic Theories


t Cross-cultural research suggests that individualistic cultures

give rise to independent construals of self, whereas

t Humanistic theories focus on self-actualization—the growth

collectivist cultures give rise to interdependent construals

potential of the individual.

of self.

t These theories are holistic, dispositional, and

phenomenological.


Comparing Personality Theories


t Contemporary theories in the humanist tradition focus on

t Personality theories can be contrasted with respect to the

individuals’ life stories.

emphasis they put on heredity versus environment; learning

processes versus innate laws of behavior; the past, present,


Social-Learning and Cognitive Theories


or future; consciousness versus unconsciousness; and

t Social-learning theorists focus on understanding individual

inner dispositions versus outer situations.

differences in behavior and personality as a consequence

t Each theory makes different contributions to the

of different histories of reinforcement.

understanding of human personality.

t Cognitive theorists emphasize individual differences

in perception and subjective interpretation of the


Assessing Personality


environment.

t Personality characteristics are assessed by both objective

t Julian Rotter emphasized people’s expectancies about

and projective tests.

rewards, including general internal or external locus of

t The most common objective test, the MMPI-2, is used to

control orientations.

diagnose clinical problems.

t Walter Mischel explored the origins of behaviors as

t The NEO-PI is an objective test that measures five major

interactions of persons and situations.

dimensions of personality.

t Albert Bandura described the reciprocal determinism

t Projective tests of personality ask people to respond to

among people, environments, and behaviors.

ambiguous stimuli.

t Two important projective tests are the Rorschach test

and the TAT.



KEY TERMS



analytic psychology (p. 367)

independent construal of self (p. 376)

repression (p. 365)

anxiety (p. 366)

interdependent construal of self (p. 377)

self-actualization (p. 368)

archetype (p. 367)

libido (p. 363)

self-concept (p. 368)

collective unconscious (p. 367)

locus of control (p. 370)

self-efficacy (p. 373)

consistency paradox (p. 361)

personality (p. 357)

self-esteem (p. 375)

ego (p. 365)

personality inventory (p. 380)

self-handicapping (p. 375)

ego defense mechanism (p. 365)

projective test (p. 381)

superego (p. 365)

expectancy (p. 370)

psychic determinism (p. 364)

terror management theory (p. 375)

five-factor model (p. 359)

psychobiography (p. 369)

trait (p. 357)

fixation (p. 364)

psychodynamic personality theory (p. 363)

unconditional positive regard (p. 368)

id (p. 365)

reciprocal determinism (p. 373)

unconscious (p. 364)
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Study
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 on MyPsychLab



1.
 Sheldon doesn’t like movies that make him cry. This is an


10.
 Brian spends the whole night before he is going to

example of a(n)_______ trait.

compete in a triathalon reviewing the notes for his

a. cardinal

c. central

philosophy class. This might be an example of

b. secondary

d. peripheral

a. self-efficacy.

c. self-handicapping.

b. psychic determinism.

d. neuroticism.


2.
 Which of these factors is not
 a trait dimension in the

five-factor model?


11.
 Because Miriam lives in a _______ culture she is likely to

a. creativeness

c. agreeableness

have a(n) _______ construal of self.

b. neuroticism

d. extraversion

a. collectivist; dependent

b. collectivist; interdependent


3.
 You overhear Rick say, “Bad people must be punished!”

c. individualistic; interdependent

Based just on that evidence, you begin to suspect that Rick

d. collectivist; independent

may believe in a(n) _______ theory of personality.

a. incremental

c. entity


12.
 Which features of Facebook pages were not
 related to

b. humanistic

d. collectivist

judgments of narcissism?

a. The number of funny quotations.


4.
 According to Freud, at ages 4 to 5 children are in the

b. The attractiveness of the main photograph.

_______ stage of development.

c. The self-promotion of the main photograph.

a. genital

c. phallic

d. The owner’s amount of social interaction.

b. oral

d. anal


13.
 Chad and Jeremy are both personality theorists. Chad


5.
 You attend a lecture that is focusing on archetypes in the

believes that personalities are largely determined before

collective unconscious. The lecture seems to be about the

birth. Jeremy believes that personalities arise from life

ideas of

experiences. The dimension on which they disagree is

a. Carl Jung.

c. Karen Horney.

a. learning processes versus innate laws of behavior.

b. Sigmund Freud.

d. Alfred Adler.

b. consciousness versus unconsciousness.


6.
 One of the most important claims of humanistic theories of

c. inner disposition versus outer situation.

personality is that people strive for

d. heredity versus environment.

a. superiority.

c. self-preservation.


14.
 The personality test that most directly assesses the

b. zones.

d. self-actualization.

dimensions of the five-factor model is the


7.
 Humanistic theories are _______ because they emphasize

a. Rorschach.

c. TAT.

an individual’s subjective view of reality.

b. NEO-PI.

d. MMPI-2.

a. holistic

c. phenomenological


15.
 If you wanted to measure need for achievement, your first

b. deterministic

d. dispositional

choice might be the


8.
 With respect to Walter Mischel’s personality theory, which

a. Rorschach.

c. MMPI-2.

of these statements relates to the variable of goals and

b. TAT.

d. NEO-PI.

values?

a. Bart wants to graduate from college before he turns 30.

b. Reese thinks she can persuade her brother to lend


ESSAY QUESTIONS


her his car.


1.
 How do traits and situations interact to affect predictions

c. Piper sweats a lot before she takes an exam.

of behaviors?

d. Vito can do multiplication without a calculator.


2.
 How do humanistic theories give rise to a focus on life


9.
 Jason’s best friend Buffy is trying to convince him that he

stories and psychobiography?

can get a new job. If Buffy is successful, that could have an

impact on Jason’s sense of


3.
 What theoretical ideas led to the development of projective

a. self-efficacy.

personality tests?

b. self-regulation.

c. reciprocal determinism.

d. libido.
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Consider these words, written by a 30-year-

old woman who was receiving treatment for

schizophrenia:


I want to let you know what it is like to be a functional



person with schizophrenia in these days and times and



what someone with my mental illness faces . . . . I live



pretty normal and no one can tell [I’m] mentally ill



unless I tell them . . . . The delusions before I got my



medicine picked any story line it chose, and changed it



at will. As time went by before help, I felt it was taking



over my whole brain, and I’d cry wanting my mind



and life back.


What are your reactions as you read this young woman’s words?

If your reactions are similar to those of other students, you

feel a mixture of sadness at her plight, of delight in her willing-

What do you imagine the lives of people with mental illnesses

ness to do all she can to cope with the many problems her men-

are like?

tal illness creates, of anger toward those who stigmatize her

because she may act differently at times, and of hope that, with

medication and therapy, her condition may improve. These are

but a few of the emotions that clinical and research psycholo-

means that almost everyone has experienced the symptoms

gists and psychiatrists feel as they try to understand and treat

of a psychological disorder. This chapter looks at the range of

mental disorders.

psychological functioning that is considered unhealthy or ab-

This chapter focuses on the nature and causes of psycho-

normal, often referred to as psychopathology
 or psychological


logical disorders: what they are, why they develop, and how


disorder.
 Psychopathological functioning
 involves disruptions

we can explain their causes. The next chapter builds on this

in emotional, behavioral, or thought processes that lead to per-

knowledge to describe the strategies used to treat, and to pre-

sonal distress or that block one’s ability to achieve important

vent, mental illness. Research indicates that 46.4 percent of in-

goals. The field of abnormal psychology
 is the area of psycho-

dividuals over age 18 in the United States have suffered from

logical investigation most directly concerned with understand-

a psychological disorder at some point in their lives (Kessler

ing the nature of individual pathologies of mind, mood, and

et al., 2005a). Thus many of you who read this text are likely to

behavior.

benefit directly from knowledge about psychopathology. Facts

This section begins by exploring a more precise definition

alone, however, will not convey the serious impact psycho-

of abnormality and then looks at problems of objectivity. We

logical disorders have on the everyday lives of individuals and

then consider how this definition evolved over hundreds of

families. As this chapter discusses categories of psychological

years of human history.

disorders, try to envision the real people who live with such a

disorder every day. I will share with you their words and lives,

as I did at the start of the chapter. Let’s begin now with a dis-


Deciding What is Abnormal


cussion of the concept of abnormality.

What does it mean to say someone is abnormal
 or suffering



from a psychological disorder
 ? How do psychologists and other

clinical practitioners decide what is abnormal? Is it always clear

when behavior moves from the normal to the abnormal cat-


THE NATURE OF


egory? The judgment that someone has a mental disorder is

typically based on the evaluation of the individual’s behavioral



PSYCHOLOGICAL DISORDERS


functioning by people with some special authority or power.

The terms used to describe these phenomena— mental disorder,


Have you ever worried excessively? Felt depressed or anxious


mental illness,
 or abnormality
 —depend on the particular per-

without really knowing why? Been fearful of something you

spective, training, and cultural background of the evaluator, the

rationally knew could not harm you? Had thoughts about sui-

situation, and the status of the person being judged.

cide? Used alcohol or drugs to escape a problem? Almost eve-

Let’s consider seven criteria you might use to label behav-

ryone will answer yes to at least one of these questions, which

ior as “abnormal” (Butcher et al., 2008):


1.
 Distress or disability.
 An individual experiences personal

distress or disabled functioning, which produces a risk of


Watch
 the Video
 The Big Picture: What is Abnormal, Anyway?
 on

physical or psychological deterioration or loss of freedom


MyPsychLab


of action. For example, a man who cannot leave his home


psychopathological functioning
 Disruptions in emotional, behavioral,

without weeping would be unable to pursue ordinary

or thought processes that lead to personal distress or block one’s

life goals.

ability to achieve important goals.


2.
 Maladaptiveness.
 An individual acts in ways that hinder


abnormal psychology
 The area of psychological investigation

concerned with understanding the nature of individual pathologies

goals, do not contribute to personal well-being, or

of mind, mood, and behavior.

interfere strongly with the goals of others and the needs
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of society. Someone who is drinking so heavily that she

independent types of behaviors as it is a matter of the degree to

cannot hold down a job or who is endangering others

which a person’s actions resemble a set of agreed-upon criteria

through her intoxication is displaying maladaptive

of abnormality. Mental disorder is best thought of as a con-


behavior.


tinuum
 that varies between mental health
 and mental illness
 .


3.
 Irrationality.
 An individual acts or talks in ways that are

How comfortable do you feel with these ideas about ab-

irrational or incomprehensible to others. A man who

normality? Although the criteria seem fairly clear-cut, psychol-

responds to voices that do not exist in objective reality is

ogists still worry about the problem of objectivity.

behaving irrationally.


4.
 Unpredictability.
 An individual behaves unpredictably

or erratically from situation to situation, as if experi-


The Problem of Objectivity


encing a loss of control. A child who smashes his fist

The decision to declare someone psychologically disordered

through a window for no apparent reason displays

or abnormal is always a judgment
 about behavior: The goal

unpredictability.

for many researchers is to make these judgments objectively,



5.
 Unconventionality and statistical rarity.
 An individual

without any type of bias. For some psychological disorders, like

behaves in ways that are statistically rare and that violate

depression or schizophrenia, diagnosis often easily meets the

social standards of what is acceptable or desirable. Just

standards of objectivity. Other cases are more problematic. As

being statistically unusual, however, does not lead to a

you have seen throughout your study of psychology, the mean-

psychological judgment of abnormality. For example,

ing of behavior is jointly determined by its content
 and by its

possessing genius-level intelligence is extremely rare,


context.
 The same act in different settings conveys very differ-

but it is also considered desirable. Conversely, having

ent meanings. A man kisses another man; it may signify a gay

extremely low intelligence is also rare but is considered

relationship in the United States, a ritual greeting in France,

undesirable; thus it has often been labeled abnormal.

or a Mafia “kiss of death” in Sicily. The meaning of a behavior


6.
 Observer discomfort.
 An individual creates discomfort

always depends on context.

in others by making them feel threatened or distressed

Let’s see why objectivity is such an important issue. His-

in some way. A woman walking down the middle of

tory is full of examples of situations in which judgments of ab-

the sidewalk, having a loud conversation with herself,

normality were made by individuals to preserve their moral or

creates observer discomfort in other pedestrians trying

political power. Consider an 1851 report, entitled “The Dis-

to avoid her.

eases and Physical Peculiarities of the Negro Race,” published


7.
 Violation of moral and ideal standards.
 An individual

in a medical journal. Its author, Dr. Samuel Cartwright, had

violates expectations for how one ought to behave with

been appointed by the Louisiana Medical Association to chair

respect to societal norms. Thus, if people generally think

a committee to investigate the “strange” practices of African

it is important to provide care to one’s offspring, parents

American slaves. “Incontrovertible scientific evidence” was

who abandoned their children might be considered

amassed to justify the practice of slavery. Several “diseases”

abnormal.

previously unknown to the White race were discovered. One

finding was that Blacks allegedly suffered from a sensory dis-

Can you see why most of these indicators of abnormality may

ease that made them insensitive “to pain when being punished”

not be immediately apparent to all observers? Consider just the

(thus no need to spare the whip). The committee also invented

last criterion. Are you mentally ill if you don’t wish to work,

the disease drapetomania,
 a mania to seek freedom—a mental

even if that is abnormal with respect to the norms of society?

disorder that caused certain slaves to run away from their mas-

Or consider a more serious symptom. It is “bad” to have hal-

ters. Runaway slaves needed to be caught so that their illness

lucinations in our culture because they are taken as signs of

could be properly treated (Chorover, 1981)!

mental disturbance, but it is “good” in cultures in which hallu-

Once an individual has obtained an “abnormal” label,

cinations are interpreted as mystical visions from spirit forces.

people are inclined to interpret later behavior to confirm that

Whose judgment is correct? At the end of this chapter, we will

judgment. David Rosenhan
 (1973, 1975) and his colleagues

consider some negative consequences and dangers associated

demonstrated that it may be impossible to be judged “sane” in

with such socially regulated judgments and the decisions based

an “insane place.”

on them.

We are more confident in labeling behavior as “abnormal”


F


when more than just one of the indicators is present and valid.


Rosenhan and seven other sane people gained admission to
 eatured


The more extreme and prevalent the indicators are, the more


different psychiatric hospitals by pretending to have a single


confident we can be that they point to an abnormal condition.


symptom: hallucinations. All eight of these
 pseudopatients


Stud


None of these criteria is a necessary
 condition shared by all


were diagnosed on admission as having either paranoid
 y


cases of abnormality. For example, during his murder trial, a


schizophrenia or bipolar disorder. Once admitted, they be-


Stanford University graduate student who had killed his math


haved normally in every way. Rosenhan observed, however,


professor with a hammer, and then taped to his office door a


that when a sane person is in an insane place, he or she is


note that read “No office hours today,” reported feeling neither


likely to be judged insane, and any behavior is likely to be re-


guilt nor remorse. Despite the absence of personal suffering, we


interpreted to fit the context. If the pseudopatients discussed


would not hesitate to label his overall behavior as abnormal. It


their situation in a rational way with the staff, they were re-


is also true that no single criterion, by itself, is a sufficient
 con-


ported to be using “intellectualization” defenses, while their


dition that distinguishes all cases of abnormal behavior from


taking notes of their observations were evidence of “writing


normal variations in behavior. The distinction between nor-


behavior.” The pseudopatients remained on the wards for al-


mal and abnormal is not so much a difference between two


most three weeks, on average, and not one was identified by
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the staff as sane. When they were finally released—only with



the help of spouses or colleagues—their discharge diagnosis



was still “schizophrenia” but “in remission.” That is, their



symptoms were no longer active.


Rosenhan’s research demonstrates how judgments of abnor-

mality rely on factors beyond behavior itself.

In the view of psychiatrist Thomas Szasz,
 mental ill-

ness does not even exist—it is a “myth” (1974, 2004). Szasz

argues that the symptoms used as evidence of mental illness

are merely medical labels that sanction professional interven-

tion into what are social problems—deviant people violating

social norms. Once labeled, these people can be treated either

benignly or harshly for their problem “of being different,” with

no threat of disturbing the existing status quo.

Few clinicians would go this far, in large part because the

focus of much research and treatment is on understanding

The Salem witchcraft trials were an outgrowth of a desperate

and alleviating personal distress. For most of the disorders this

attempt to affix blame for frighteningly bizarre behavior

chapter describes, individuals experience their own behavior

among the Puritan colonists. The colonists theorized that the

as abnormal, or poorly adapted to the environment. Even so,

symptoms were the work of the devil, who, through the efforts

this discussion suggests that there can be no altogether objec-

of earthbound witches, had taken over the minds and bodies of

tive assessments of abnormality. As you learn about each type

young women.

of psychological disorder, try to understand why clinicians

believe the cluster of symptoms represents behavior patterns

that are more serious for the individual than mere violations of

social norms.

disorder. In clinical settings, such as clinics and hospitals,

a diagnostic system allows mental health professionals to

communicate more effectively about the people they are


Classifying Psychological Disorders


helping. Researchers studying different aspects of psycho-

pathology or evaluating treatment programs must agree

Why is it helpful to have a classification system for psychologi-

on the disorder they are observing.

cal disorders? What advantages are gained by moving beyond a

t Understanding of causality.
 Ideally, a diagnosis of a

global assessment that abnormality exists to distinguish among

specific disorder should make clear the causes of the

different types of abnormalities? A psychological diagnosis
 is

symptoms. As is the case for physical illness, the same

the label given to an abnormality by classifying and categoriz-

symptoms may arise for more than one disorder. A goal

ing the observed behavior pattern into an approved diagnos-

of a classification system is to indicate why practitioners

tic system. Such a diagnosis is in many ways more difficult to

should interpret particular patterns of symptoms as evi-

make than a medical diagnosis. In the medical context, a doctor

dence for specific underlying disorders.

can rely on physical evidence, such as X-rays, blood tests, and

t Treatment plan.
 A diagnosis should also suggest what

biopsies, to inform a diagnostic decision. In the case of psycho-

types of treatments to consider for particular disorders.

logical disorders, the evidence for diagnosis comes from inter-

Researchers and clinicians have found that certain treat-

pretations of a person’s actions. To create greater consistency

ments or therapies work most effectively for specific kinds

among clinicians and coherence in their diagnostic evaluations,

of psychological disorders. For example, drugs that are

psychologists have helped to develop a system of diagnosis and

quite effective in treating schizophrenia do not help and

classification that provides precise descriptions of symptoms,

may even hurt people with depression. Further advances

as well as other criteria to help practitioners decide whether a

in knowledge about the effectiveness and specificity of

person’s behavior is evidence of a particular disorder.

treatments will make fast and reliable diagnosis even more

To be most useful, a diagnostic system should provide the

important.

following three benefits:

In 1896, Emil Kraepelin
 (1855–1926), a German psychia-

t Common shorthand language.
 To facilitate a quick and

trist, was responsible for creating the first truly comprehensive

clear understanding among clinicians or researchers


classification system
 of psychological disorders. Strongly moti-

working in the field of psychopathology, practitioners

vated by a belief that there was a physical basis to psychological

seek a common set of terms with agreed-upon meanings.

problems, he gave the process of psychological diagnosis and

A diagnostic category, such as depression,
 summarizes a

classification the flavor of medical diagnosis. That flavor re-

large and complex collection of information, including

mains today in the diagnostic system I now review.

characteristic symptoms and the typical course of the


DSM-IV-TR


In the United States, the most widely accepted

classification scheme is one developed by the American Psy-

chiatric Association. It is called the Diagnostic and Statistical



psychological diagnosis
 The label given to psychological abnormality

by classifying and categorizing the observed behavior pattern into


Manual of Mental Disorders.
 The most recent version, pub-

an approved diagnostic system.

lished in 2000 as a revision of the fourth edition, is known by
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clinicians and researchers as 
DSM-IV-TR

 .
 It classifies, defines, V provide supplemental information that can be useful when

and describes over 200 mental disorders.

planning an individual’s treatment or assessing the prognosis


To reduce the diagnostic difficulties caused by variability

(predictions of future change). Axis IV assesses psychosocial

in approaches to psychological disorders, DSM-IV-TR
 empha-

and environmental problems that may explain patients’ stress

sizes the description
 of patterns of symptoms and courses of dis-

responses or their resources for coping with stress. On Axis V,

orders rather than etiological theories or treatment strategies.

a clinician evaluates the global level of an individual’s function-

The purely descriptive terms allow clinicians and researchers

ing. A full diagnosis in the DSM-IV-TR
 system would involve

to use a common language to describe problems while leaving

consideration of each of the axes.

room for disagreement and continued research about which

This chapter will provide estimates of the frequency with

theoretical models best explain
 the problems.

which individuals experience particular psychological disor-

The first version of DSM,
 which appeared in 1952 (DSM-I),


ders. These estimates arise from research projects in which

listed several dozen mental illnesses. DSM-II,
 introduced in

mental health histories are obtained from large samples of the

1968, revised the diagnostic system to make it more compatible

population. Figures are available for the prevalence of differ-

with another popular system, the World Health Organization’s

ent disorders over one-year and lifetime periods (Kessler et al.,


International Classification of Diseases (ICD)
 . The fourth edi-

2005a, 2005b). This chapter will generally cite figures from the

tion of the DSM
 ( DSM-IV,
 1994) emerged after several years of


National Comorbidity Study (NCS),
 which sampled 9,282 U.S.

intense work by committees of scholars. To make their changes

adults ages 18 and older (Kessler et al., 2005a). It is important

(from the DSM-III-Revised,
 which appeared in 1987), these

to emphasize that often the same individuals have experienced

committees carefully scrutinized large bodies of research on

more than one disorder simultaneously at some point in their

psychopathology and also tested proposed changes for work-

life span, a phenomenon known as comorbidity.
 ( Morbidity


ability in actual clinical settings. DSM-IV
 is also fully com-

refers to the occurrence of disease. Comorbidity
 refers to the

patible with the 10th edition of the ICD. DSM-IV-TR
 (2000)

co-occurrence of diseases.) The NCS found that 45 percent of

incorporated a review of the research literature that had ac-

the people who had experienced one disorder in a 12-month

cumulated since DSM-IV.
 Because the changes largely affected

period had actually experienced two or more. Researchers have

the supporting text, rather than the system of classification, the

begun to study intensively the patterns of comorbidity of dif-

revision was termed a “text revision,” which yielded the name

ferent psychological disorders (Kessler et al., 2005b).


DSM-IV-TR.
 After this brief history of the DSM
 , you proba-

bly won’t be surprised to learn that committees are meeting to


Evolution of Diagnostic Categories


The diagnostic cat-

bring the newest research to bear on DSM-5,
 which is sched-

egories and the methods used to organize and present them

uled to appear in 2013. In the Critical Thinking in Your Life
 box

have shifted with each revision of the DSM.
 These shifts reflect

on page 393, you’ll get a sense of the process that could lead to

changes in the opinions of a majority of mental health experts

the inclusion of new disorders in DSM-5.


about exactly what constitutes a psychological disorder and

To encourage clinicians to consider the psychological, so-

where the lines between different types of disorders should be

cial, and physical factors that may be associated with a psy-

chological disorder, DSM-IV-TR
 uses dimensions, or axes,
 that

portray information about all these factors (see Table 14.1
 ).

Most of the principal clinical disorders are contained on Axis I.


Watch
 the Video
 Special Topics: DSM-IV
 on MyPsychLab


Included here are all disorders that emerge in childhood, except


Explore
 the Concept
 The Axes of the DSM
 on MyPsychLab


for mental retardation. Axis II lists mental retardation as well



DSM-IV-TR



as personality disorders. These problems may accompany Axis

The current diagnostic and statistical manual of the

American Psychological Association that classifies, defines,

I disorders. Axis III incorporates information about general

and describes mental disorders.

medical conditions, such as diabetes, that may be relevant to


comorbidity
 The experience of more than one disorder at the

understanding or treating an Axis I or II disorder. Axes IV and

same time.


Table 14.1t
 The Five Axes of DSM-IV-TR



Axis



Classes of Information



Description


Axis I

Clinical disorders

These mental disorders present symptoms or patterns of behavioral or psychological problems

that typically are painful or impair an area of functioning. Included are disorders that emerge in infancy, childhood, or adolescence.

Axis II

(a) Personality disorders

These are dysfunctional patterns of perceiving and responding to the world.

(b) Mental retardation

Axis III

General medical conditions

This axis codes physical problems relevant to understanding or treating an individual’s

psychological disorders on Axes I and II.

Axis IV

Psychosocial and environmental

This axis codes psychosocial and environmental stressors that may affect the diagnosis

problems

and treatment of an individual’s disorder and the likelihood of recovery.

Axis V

Global assessment of functioning

This axis codes the individual’s overall level of current functioning in the psychological, social, and occupational domains.
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drawn. They also reflect changing perspectives among the pub-

lic about what constitutes abnormality.


In the revision process of each DSM,
 some diagnostic cate-

gories were dropped, and others were added. For example, with

the introduction of DSM-III,
 in 1980, the traditional distinc-

tion between neurotic
 and psychotic
 disorders was eliminated.


Neurotic disorders,
 or neuroses,
 were originally conceived of

as relatively common psychological problems in which a per-

son did not have signs of brain abnormalities, did not display

grossly irrational thinking, and did not violate basic norms;

but he or she did experience subjective distress or a pattern

of self-defeating or inadequate coping strategies. Psychotic



disorders,
 or psychoses,
 were thought to differ in both quality

and severity from neurotic problems. It was believed that psy-

chotic behavior deviated significantly from social norms and

was accompanied by a profound disturbance in rational think-

ing and general emotional and thought processes. The DSM-III


advisory committees felt that the terms neurotic disorders
 and


psychotic disorders
 had become too general in their meaning to

have much usefulness as diagnostic categories (however, they

continue to be used by many psychiatrists and psychologists to

characterize the general level of disturbance in a person).

Let’s note one final aspect of classification that has evolved

In an attempt to murder Representative Gabrielle Giffords,

over time. Historically, people with mental illnesses were often

Jared Loughner killed six people. Commentators debated

labeled with the name of their disorder. For example, clinicians

whether he qualified as insane. Why has the legal definition

referred to people as “schizophrenics” or “phobics.” That didn’t

of “insanity” changed over time?

happen for physical illnesses—people with cancer were never

known as “cancerics.” Clinicians and researchers now take care

to separate the person from the diagnosis. People have schizo-

phrenic disorders or phobias, just as they have cancer or the

The anger surrounding this verdict—even Queen Victoria

flu. The hope is that appropriate treatments can alleviate each

was infuriated—prompted the House of Lords to articulate a

condition so they no longer apply to the person.

guideline, known as the McNaughton rule,
 to limit claims of

insanity. This rule specifies that a criminal must not “know the


The Concept of Insanity


Before we consider the causes of

nature and quality of the act he was doing; or, if he did know

mental illness, let’s turn our attention briefly to the concept

it, that he did not know he was doing what was wrong.” Does

of insanity. Insanity
 is not defined in DSM-IV-TR;
 there is no

the McNaughton rule seem like a fair test of guilt or innocence?

accepted clinical definition of insanity. Rather, insanity is a con-

With advances in the understanding of mental illness, research-

cept that belongs to popular culture and to the legal system.

ers became more aware of circumstances in which a criminal

The treatment of insanity in the law dates back to England in

might know right from wrong—a criminal might understand

1843, when Daniel McNaughton was found not guilty of mur-

that what he or she was doing was illegal or immoral—but still

der by reason of insanity. McNaughton’s intended victim was

might not be able to suppress the actions.

the British prime minister—McNaughton believed that God had

Despite the great attention that insanity pleas receive in

instructed him to commit the murder. (He accidentally killed the

the media—and, thus, the public’s great awareness of them—

prime minister’s secretary instead.) Because of McNaughton’s

such pleas are quite rare (Kirschner & Galperin, 2001). For

delusions, he was sent to a mental hospital rather than to prison.

example, one study found that in 60,432 indictments in Balti-

more, Maryland, only 190 defendants (0.31 percent) entered

insanity pleas; of the 190 pleas, only 8 (4.2 percent) were suc-

cessful (Janofsky et al., 1996). Thus the likelihood that you will

ever be asked to sit on a jury and judge another person as sane


Watch
 the Video
 Current Diagnostic Models: Sue Mineka
 on

or insane is quite low.


MyPsychLab



neurotic disorder
 Mental disorder in which a person does not have

signs of brain abnormalities and does not display grossly irrational


The Etiology of Psychopathology


thinking or violate basic norms but does experience subjective

distress; a category dropped from DSM-III
 .


Etiology
 refers to the factors that cause or contribute to the


psychotic disorder
 Severe mental disorder in which a person

development of psychological and medical problems. Knowing

experiences impairments in reality testing manifested through

why the disorder occurs, what its origins are, and how it affects

thought, emotional, or perceptual difficulties; no longer used as

diagnostic category after DSM-III
 .

thought and emotional and behavioral processes may lead to

new ways of treating and, ideally, preventing it. An analysis of


insanity
 The legal (not clinical) designation for the state of an individual

judged to be legally irresponsible or incompetent.

causality will be an important part of the discussion of each in-


etiology
 The causes of, or factors related to, the development of

dividual disorder. This section introduces two general catego-

a disorder.

ries of causal factors: biological and psychological.
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Biological Approaches


Building on the heritage of the

behaviors are acquired in the same fashion as healthy behav-

medical model, modern biological approaches assume that psy-

iors—through learning and reinforcement. They do not focus

chological disturbances are directly attributable to underlying

on internal psychological phenomena or early childhood ex-

biological factors. Biological researchers and clinicians most of-

periences. Instead, they focus on the current
 behavior and the

ten investigate structural abnormalities in the brain, biochemi-


current
 conditions or reinforcements that sustain the behavior.

cal processes, and genetic influences.

The symptoms of psychological disorders arise because an in-

The brain is a complex organ whose interrelated elements

dividual has learned self-defeating or ineffective ways of be-

are held in delicate balance. Subtle alterations in its chemical

having. By discovering the environmental contingencies that

messengers—the neurotransmitters—or in its tissue can have

maintain any undesirable, abnormal behavior, an investigator

significant effects. Genetic factors, brain injury, and infection

or clinician can then recommend treatment to change those

are a few of the causes of these alterations. You have seen in

contingencies and extinguish the unwanted behavior. Behav-

earlier chapters that technological advances in brain-imaging

iorists rely on both classical and operant conditioning models

techniques allow mental health professionals to view the struc-

(recall Chapter 6) to understand the processes that can result in

ture of the brain and specific biochemical processes. Using

maladaptive behavior.

these techniques, biologically oriented researchers are discov-

ering new links between psychological disorders and specific


Cognitive


Cognitive perspectives on psychopathology are

abnormalities in the brain. In addition, continuing advances in

often used to supplement behavioral views. The cognitive per-

the field of behavioral genetics have improved researchers’ abil-

spective suggests that the origins of psychological disorders

ities to identify the links between specific genes and the pres-

cannot always be found in the objective reality of stimulus en-

ence of psychological disorders. We will look to these different

vironments, reinforcers, and overt responses. What matters as

types of biological explanations throughout the chapter as we

well is the way people perceive or think about themselves and

try to understand the nature of various forms of abnormality.

about their relations with other people and the environment.

Among the cognitive variables that can guide—or misguide—


Psychological Approaches


Psychological approaches fo-

adaptive responses are a person’s perceived degree of control

cus on the causal role of psychological or social factors in the

over important reinforcers, a person’s beliefs in his or her

development of psychopathology. These approaches perceive

ability to cope with threatening events, and interpretations of

personal experiences, traumas, conflicts, and environmental

events in terms of situational or personal factors. The cognitive

factors as the roots of psychological disorders. There are four

approach suggests that psychological problems are the result

dominant psychological models of abnormality: the psychody-

of distortions in perceptions of the reality of a situation, faulty

namic, the behavioral, the cognitive, and the sociocultural.

reasoning, or poor problem solving.


Psychodynamic


Like the biological approach, the psy-


Sociocultural


The sociocultural perspective on psychopa-

chodynamic model holds that the causes of psychopathology

thology emphasizes the role culture plays in both the diagno-

are located inside the person. However, according to Sigmund

sis and etiology of abnormal behavior. You already got a taste

Freud, who developed this model, the internal causal factors

of the impact of culture on diagnosis when we considered the

are psychological rather than biological. As earlier chapters

problem of objectivity. You saw that behaviors are interpreted

noted, Freud believed that many psychological disorders were

in different ways in different cultures: the threshold at which a

simply an extension of “normal” processes of psychic conflict

certain type of behavior will cause an individual problems in

and ego defense that all people experience. In the psychody-

adjustment will depend, in part, on how that behavior is viewed

namic model, early childhood experiences shape both normal

in its cultural context. With respect to etiology, the particular

and abnormal behavior.

cultural circumstances in which people live may define an en-

In psychodynamic theory, behavior is motivated by drives

vironment that helps bring about distinctive types or subtypes

and wishes of which people are often unaware. Symptoms of

of psychopathology.

psychopathology have their roots in unconscious conflict
 and

You now have a general sense of the types of explanations

thoughts. If the unconscious is conflicted and tension filled, a

researchers give for the emergence of mental illness. It is worth

person will be plagued by anxiety and other disorders. Much

noting that contemporary researchers increasingly take an in-


of this psychic conflict arises from struggles between the irra-


teractionist
 perspective on psychopathology, seeing it as the

tional, pleasure-seeking impulses of the id
 and the internalized

product of a complex interaction between a number of biologi-

social constraints imposed by the superego.
 The ego
 is normally

cal and psychological factors. For example, genetic predisposi-

the arbiter of this struggle; however, its ability to perform its

tions may make a person vulnerable to a psychological disorder

function can be weakened by abnormal development in child-

by affecting neurotransmitter levels or hormone levels, but psy-

hood. Individuals attempt to avoid the pain caused by con-

chological or social stresses or certain learned behaviors may be

flicting motives and anxiety with defense mechanisms,
 such as

required for the disorder to develop fully.

repression or denial. Defenses can become overused, distort-

Now that you have a basic framework for thinking about

ing reality or leading to self-defeating behaviors. The individual

abnormality, we turn to the core information that you will want

may then expend so much psychic energy in defenses against

to know—the causes and consequences of major psychologi-

anxiety and conflict that there is little energy left to provide a

cal disorders, such as anxiety, depression, and schizophrenia.

productive and satisfying life.

The description of each disorder will begin with an account of

what sufferers experience and how they appear to observers.


Behavioral


Because of their emphasis on observable re-

Then we will consider how each of the major biological and

sponses, behavioral theorists have little use for hypothetical

psychological approaches to etiology explains the development

psychodynamic processes. These theorists argue that abnormal

of these disorders.

The Nature of Psychological Disorders
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There are many other categories of psychopathology

to psychiatric hospitals. Why might they have chosen

that we will not have time to examine. However, what fol-

“hallucinations” as their pretend symptom?

lows is a capsule summary of some of the most important


Study
 and Review
 on MyPsychLab


omitted here:

t Substance-use disorders
 include both dependence on and

abuse of alcohol and drugs. You learned about issues of

substance abuse in the broader context of states of con-

sciousness (see Chapter 5, pages 136 to 141).


ANXIETY DISORDERS


t Sexual disorders
 involve problems with sexual inhibition

or dysfunction and deviant sexual practices.

Everyone experiences anxiety or fear in certain life situations.

t Eating disorders,
 such as anorexia and bulimia, were dis-

For some people, however, anxiety becomes problematic

cussed in Chapter 11 (see pages 302 to 307).

enough to interfere with their ability to function effectively or

enjoy everyday life. It has been estimated that 28.8 percent of

As you read about the symptoms and experiences that are typi-

the adult population has, at some time, experienced symptoms

cal of the various psychological disturbances, you may begin to

characteristic of the various anxiety disorders
 (Kessler et al.,

feel that some of the characteristics seem to apply to you—at

2005a). Although anxiety plays a key role in each of these dis-

least part of the time—or to someone you know. Beginning

orders, they differ in the extent to which anxiety is experienced,

students of psychology sometimes fall prey to a version of what

the severity of the anxiety, and the situations that trigger the

has been called medical students’ disease
 —the tendency for

anxiety. This section reviews five major categories: generalized

medical students to diagnose themselves or their acquaintances

anxiety disorder, panic disorder, phobic disorder, obsessive-

with each disease about which they are learning. You should try

compulsive disorder, and posttraumatic stress disorder. We

to avoid that tendency with respect to your new knowledge of

then consider the causes of these disorders.

psychological disorders. Some of the disorders we’ll consider

are not uncommon, so it would be surprising if they sounded

completely alien. Many people have human frailties that appear

on the list of criteria for a particular psychological disorder.


Generalized Anxiety Disorder


Recognition of this familiarity can further your understand-

When a person feels anxious or worried most of the time for at

ing of abnormal psychology, but remember that a diagnosis for

least six months, when not threatened by any specific danger,

any disorder depends on a number of criteria and requires the

clinicians diagnose generalized anxiety disorder.
 The anxiety

judgment of a trained mental health professional. Please resist

is often focused on specific life circumstances, such as unreal-

the temptation to use this new knowledge to diagnose friends

istic concerns about finances or the well-being of a loved one.

and family members as pathological. However, if the chapter

The way the anxiety is expressed—the specific symptoms—

leaves you uneasy about mental health issues, please note that

varies from person to person, but for a diagnosis of generalized

most colleges and universities have counseling centers for stu-

anxiety disorder to be made, the patient must also suffer from

dents with such concerns.

at least three other symptoms, such as muscle tension, fatigue,

restlessness, poor concentration, irritability, or sleep difficul-

ties. Among U.S. adults, 5.7 percent have experienced general-

ized anxiety disorder (Kessler et al., 2005a).


Stop
 and
 Review


Generalized anxiety disorder leads to impaired function-

Jerry has such an overwhelming fear of spiders that he

ing because the person’s worries cannot be controlled or put

aside. With the focus of attention on the sources of anxiety,

will not enter a room until someone he trusts assures

the individual cannot attend sufficiently to social or job obliga-

him the room has no spiders in it. By what criteria might

tions. These difficulties are compounded by the physical symp-

we decide that Jerry’s behavior is abnormal?

toms associated with the disorder.

What are three important benefits provided by the

classification of mental disorders?

Why does culture play a role in the diagnosis


Panic Disorder


of psychopathology?

In contrast to the chronic presence of anxiety in generalized


CRITICAL THINKING


Consider the study in which

anxiety disorder, sufferers of panic disorder
 experience unex-

David Rosenhan and seven other people were admitted

pected, severe panic attacks
 that may last only minutes. These

attacks begin with a feeling of intense apprehension, fear, or

terror. Accompanying these feelings are physical symptoms of

anxiety, including autonomic hyperactivity (such as rapid heart


anxiety disorder
 Mental disorder marked by psychological arousal,

rate), dizziness, faintness, or sensations of choking or smother-

feeling of tension, and intense apprehension without apparent

ing. The attacks are unexpected in the sense that they are not

reason.

brought about by something concrete in the situation. A panic


generalized anxiety disorder
 An anxiety disorder in which an individual

disorder is diagnosed when an individual has recurrent unex-

feels anxious and worried most of the time for at least six months

pected panic attacks and also begins to have persistent con-

when not threatened by any specific danger or object.

cerns about the possibility of having more attacks. Research


panic disorder
 An anxiety disorder in which sufferers experience

unexpected, severe panic attacks that begin with a feeling of intense

suggests that 4.7 percent of U.S. adults have experienced panic

apprehension, fear, or terror.

disorder (Kessler et al., 2006b).
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HOW DO DISORDERS ENTER THE DSM
 ?


This chapter will present several descriptions of psychological

distinctive constellation of symptoms. For BED, this has

disorders that are outlined in DSM-IV-TR
 (2000). Before you

proven to be the case. In one study, researchers engaged

consider these disorders, it’s valuable for you to reflect on the

in face-to-face interviews with 9,282 adults in the United

process through which clinicians achieve consensus that a

States (Hudson et al., 2007). To determine whether people

particular disorder belongs in the DSM
 . Although DSM-IV-TR


suffered from BED, they used criteria from DSM-IV
 . In their

is a formidable volume, clinical observation continues to lead

sample, 3.5 percent of the women and 2.0 percent of the men

to proposals for new disorders: Therapists and researchers

met those criteria. These data support the hypothesis that

pay careful attention to people’s symptoms and how those

BED exists as a disorder with a unique set of symptoms and

symptoms cluster together. To provide a concrete example

consequences.

of how researchers build the case for a new disorder, we will

Still, some data on BED has encouraged researchers to

consider binge eating disorder
 .

reexamine features of the diagnosis (Striegel-Moore & Franko,

You already had a brief encounter with binge eating disorder

2008). For example, the definitions of other eating disorders

(BED) in Chapter 11. Recall that BED is diagnosed when people

include the diagnostic feature “undue influence of body

engage in regular episodes of binge eating without the purges

weight or shape on self-evaluation” ( DSM-IV
 , 1994, p. 545).

that accompany bulimia nervosa. In addition, people who suffer

Researchers have begun to consider whether this feature

from BED experience a loss of control during these binges and

should also be included for BED (Grilo et al., 2008). Studies

the binges cause them great distress.

suggest that people who meet the criteria for BED and who

Note two important features of this definition (Striegel-

also show “undue influence” experience greater distress than

Moore & Franko, 2008). First, the definition suggests how

people who do not show this influence. However, researchers

BED is different from other eating disorders, despite the

have yet to reach consensus on how the inclusion of this

overlap in some symptoms (that is, binge eating). When

feature would affect diagnoses of BED.

clinicians propose a new diagnostic category, they must

The goal of research on BED—as well as on other disorders,

firmly establish that the new disorder is distinct from well-

old and new—is to provide valid diagnoses. Valid diagnoses

established disorders. Second, the definition mentions a cluster

allow for the provision of appropriate treatments—and,

of symptoms. When clinicians propose a new diagnostic

ultimately, for a minimization of people’s distress.

category, they are making a strong assertion that a particular

t Why do the definitions of disorders include clusters

set of experiences regularly co-occurs.

of symptoms?

The definition of a disorder serves, in a sense, as a

hypothesis: The clinicians who propose the disorder are

t Why does improved diagnosis often allow improved

predicting that data will confirm that people experience this

treatment?

In DSM-IV-TR,
 panic disorder must be diagnosed as oc-


Phobias


curring with or without the simultaneous presence of agora-


Fear
 is a rational reaction to an objectively identified exter-

phobia. Agoraphobia
 is an extreme fear of being in public

nal danger (such as a fire in one’s home or a mugging attack)

places or open spaces from which escape may be difficult or

that may induce a person to flee or to attack in self-defense. In

embarrassing. Individuals with agoraphobia usually fear such

contrast, a person with a phobia
 suffers from a persistent and

places as crowded rooms, malls, and buses. They are often

irrational fear of a specific object, activity, or situation that is

afraid that, if they experience some kind of difficulty outside

excessive and unreasonable given the reality of the threat.

the home, such as a loss of bladder control or panic attack

symptoms, help might not be available or the situation will be

embarrassing to them. These fears deprive individuals of their

freedom, and, in extreme cases, they become prisoners in their


Watch
 the Video
 Phobias
 on MyPsychLab


own homes.

Can you see why agoraphobia is related to panic disorder?


agoraphobia
 An extreme fear of being in public places or open spaces

from which escape may be difficult or embarrassing.

For some (but not all) people who suffer from panic attacks, the


fear
 A rational reaction to an objectively identified external danger that

dread of the next attack—the helpless feelings it engenders—

may induce a person to flee or attack in self-defense.

can be enough to imprison them. The person suffering from


phobia
 A persistent and irrational fear of a specific object, activity,

agoraphobia may leave the safety of home but almost always

or situation that is excessive and unreasonable, given the reality

with extreme anxiety.

of the threat.

Anxiety Disorders
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Table 14.2t
 Common Phobias

the phobic response is produced either in the presence of or in

anticipation of the feared specific object or situation. Research

Social phobias (fear of being observed doing something humiliating)

suggests that 12.5 percent of adults in the United States have

Specific phobias

experienced a specific phobia (Kessler et al., 2005a).

Animal type

Cats (ailurophobia)


Obsessive-Compulsive Disorder


Dogs (cynophobia)

Insects (insectophobia)

Some people with anxiety disorders get locked into specific pat-

Spiders (arachnophobia)

terns of thought and behavior. Consider the following case:

Snakes (ophidiophobia)


Only a year or so ago, 17-year-old Jim seemed to be


Rodents (rodentophobia)


a normal adolescent with many talents and interests.


Natural environment type


Then, almost overnight, he was transformed into


Storms (brontophobia)


a lonely outsider, excluded from social life by his


Heights (acrophobia)


psychological disabilities. Specifically, he developed an



obsession with washing. Haunted by the notion that


Blood–injection–injury type


he was dirty—in spite of what his senses told him—he


Blood (hemophobia)


began to spend more of his time cleansing himself


Needles (belonephobia)


of imaginary dirt. At first, his ritual washings were


Situational type


confined to weekends and evenings, but soon they


Closed spaces (claustrophobia)


began to consume all his time, forcing him to drop out


Railways (siderodromophobia)


of school.
 (Rapoport, 1989)

Jim is suffering from a condition known as obsessive-



compulsive disorder (OCD),
 which has been estimated to

Many people feel uneasy about spiders or snakes (or even

affect 1.6 percent of U.S. adults at some point during their

multiple-choice tests). These mild fears do not prevent people

lives (Kessler et al., 2005a). Obsessions
 are thoughts, images,

from carrying out their everyday activities. Phobias, however,

or impulses (such as Jim’s belief that he is unclean) that recur

interfere with adjustment, cause significant distress, and inhibit

or persist despite a person’s efforts to suppress them. Obses-

necessary action toward goals. Even a very specific, apparently

sions are experienced as an unwanted invasion of conscious-

limited phobia can have a great impact on one’s whole life.

ness, they seem to be senseless or repugnant, and they are


DSM-IV-TR
 defines two categories of phobias: social phobias


unacceptable to the person experiencing them. You probably

and specific phobias
 (see Table 14.2
 ).

have had some sort of mild obsessional experience, such as


Social phobia
 is a persistent, irrational fear that arises in

the intrusion of petty worries—“Did I really lock the door?”

anticipation of a public situation in which an individual can

or “Did I turn off the oven?” The obsessive thoughts of people

be observed by others. A person with a social phobia fears that

he or she will act in ways that could be embarrassing. The per-

son recognizes that the fear is excessive and unreasonable yet

feels compelled by the fear to avoid situations in which public

scrutiny is possible. Social phobia often involves a self-fulfilling

prophecy. A person may be so fearful of the scrutiny and rejec-

tion of others that enough anxiety is created to actually impair

performance. Even positive social exchanges cause anxiety for

people with social phobia: They worry that they have set stand-

ards that they will not be able to meet in the future (Weeks

et al., 2008). Among U.S. adults, 12.1 percent have experienced

a social phobia (Ruscio et al., 2008).


Specific phobias
 occur in response to several different

types of objects or situations. As shown in Table 14.2
 , spe-

cific phobias are further categorized into several subtypes. For

example, an individual suffering from an animal-type specific



phobia
 might have a phobic response to spiders. In each case,


social phobia
 A persistent, irrational fear that arises in anticipation of a

public situation in which an individual can be observed by others.


specific phobia
 Phobia that occurs in response to a specific type of

object or situation.


obsessive-compulsive disorder (OCD)
 A mental disorder characterized

by obsessions—recurrent thoughts, images, or impulses that recur

or persist despite efforts to suppress them—and compulsions—

Why might agoraphobia cause people to become “prisoners”

repetitive, purposeful acts performed according to certain rules or in

a ritualized manner.

in their own homes?
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or sexual abuse (Widom et al., 2005). One study with 1,824

Swedish adults found that 80.8 percent had experienced at

least one traumatic event (Frans et al., 2005). In this sample,

men had experienced more traumatic events than women, but

women were twice as likely to develop PTSD. The researchers

suggested that women’s greater distress in response to trau-

matic events helped explain this difference.

Much attention has focused on the prevalence of PTSD

in the wake of traumas with widespread impact. Recall, from

Chapter 12, the study that found that about 15 percent of in-

dividuals who were evacuated from the World Trade Center

on September 11, 2001, met diagnostic criteria for PTSD two

to three years after the terrorist attack (DiGrande et al., 2011).

Similar data emerge from other tragedies. For example, in

2008 the Wenchuan earthquake in China killed almost 70,000

people. In a sample of roughly 2,100 adolescents assessed six

months after the earthquake, 15.8 percent met criteria for a

diagnosis of PTSD (Fan et al., 2011).

Why do people with obsessive-compulsive disorder engage in

Posttraumatic stress disorder severely disrupts sufferers’

behaviors such as repetitive hand-washing?

lives. How do researchers go about the complex task of

exploring the origins of PTSD and other anxiety disorders?

Understanding the origins gives hope to eliminating the psy-

chological distress.

with obsessive-compulsive disorder are much more compelling,

cause much more distress, and may interfere with their social or

occupational functioning.


Causes of Anxiety Disorders



Compulsions
 are repetitive, purposeful acts
 (such as Jim’s

washing) performed according to certain rules or in a ritual-

How do psychologists explain the development of anxiety dis-

ized manner in response to an obsession. Compulsive behavior

orders? Each of the four etiological approaches outlined earlier

is performed to reduce or prevent the discomfort associated

(biological, psychodynamic, behavioral, and cognitive) empha-

with some dreaded situation, but it is either unreasonable or

sizes different factors. Let’s analyze how each adds something

clearly excessive. Typical compulsions include irresistible urges

unique to the understanding of anxiety disorders.

to clean, to check that lights or appliances have been turned off,

and to count objects or possessions.


Biological


Various investigators have suggested that anxi-

At least initially, people with obsessive-compulsive disor-

ety disorders have biological origins. One theory attempts

der resist carrying out their compulsions. When they are calm,

to explain why certain phobias, such as those for spiders or

they view their compulsion as senseless. When anxiety rises,

heights, are more common than fears of other dangers, such

however, the power of the ritual compulsive behavior to relieve

as electricity. Because many fears are shared across cultures, it

tension seems irresistible. Part of the pain experienced by peo-

has been proposed that, at one time in the evolutionary past,

ple with this mental problem is created by their frustration at

certain fears enhanced our ancestors’ chances of survival. Per-

recognizing the irrationality or excessive nature of their obses-

haps humans are born with a predisposition to fear whatever

sions without being able to eliminate them.

is related to sources of serious danger in the evolutionary past.

This preparedness hypothesis
 suggests that we carry around an

evolutionary tendency to respond quickly and “thoughtlessly”


Posttraumatic Stress Disorder


to once-feared stimuli (LoBue & DeLoache, 2008; Öhman &

Chapter 12 described one psychological consequence of trau-

Mineka, 2001). However, this hypothesis does not explain types

matic events: People experience posttraumatic stress disorder

of phobias that develop in response to objects or situations that

(PTSD), an anxiety disorder that is characterized by the persist-

would not have had survival meaning over evolutionary his-

ent reexperience of those traumatic events through distressing

tory, like fear of needles or driving or elevators.

recollections, dreams, hallucinations, or flashbacks. Individuals

The ability of certain drugs to relieve and of others to pro-

may develop PTSD in response to rape, life-threatening events or

duce symptoms of anxiety offers evidence of a biological role in

severe injury, and natural disasters. People develop PTSD both

anxiety disorders (Croarkin et al., 2011; Hoffman & Mathew,

when they themselves have been the victim of the trauma and

2008). For example, recall from Chapter 3 that when the level

when they have witnessed others being victimized. People who

of the neurotransmitter GABA in the brain becomes low, peo-

suffer from PTSD are also likely to suffer simultaneously from

ple often experience feelings of anxiety. Disorders in the brain’s

other psychopathologies, such as major depression, substance-

abuse problems, and suicide attempts (Pietrzak et al., 2011).

Research suggests that about 6.4 percent of adults in the

United States will experience PTSD at some point during their


Simulate
 the Experiment
 The Obsessive Compulsive Test
 on

lifetime (Pietrzak et al., 2011). Studies consistently reveal that


MyPsychLab


most adults have experienced an event that could be defined as


Watch
 the Video
 When Does a Fear Become a Phobia: Sue Mineka
 on

traumatic, such as a serious accident, a tragic death, or physical
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use of the neurotransmitter serotonin are also associated with

conditioned. Investigators do not search for underlying uncon-

some anxiety disorders. As we’ll see in Chapter 15, drugs that

scious conflicts or early childhood experiences because these

affect GABA or serotonin levels are used as successful treat-

phenomena can’t be observed directly. As we saw in Chapter 6,

ments for some types of anxiety disorders.

behavioral theories are often used to explain the development

Researchers are also using imaging techniques to examine

of phobias, which are seen as classically conditioned fears: Re-

the brain bases of these disorders (Radua et al., 2010; van Tol

call Little Albert, in whom John Watson and Rosalie Rayner

et al., 2010). For example, PET scans have revealed a differ-

instilled a fear of a white rat (see page 153). The behavioral

ence in the function of serotonin receptors between the brains

account suggests that a previously neutral object or situation

of individuals who suffer from panic disorder and those of

becomes a stimulus for a phobia by being paired with a fright-

control individuals (Nash et al., 2008). These differences may

ening experience. For example, a child whose mother yells a

help explain the onset of panic disorder. As another example,

warning when he or she approaches a snake may develop a

MRI techniques have revealed very widespread abnormalities

phobia about snakes. After this experience, even thinking about

in OCD patients’ brains. For example, patients with OCD have

snakes may produce a wave of fear. Phobias continue to be

greater cortical thickness in areas of the brain that normally

maintained by the reduction in anxiety that occurs when a per-

allow people to inhibit behaviors (Narayan et al., 2008). This

son withdraws from the feared situation.

brain abnormality that potentially hinders communication

A behavioral analysis of obsessive-compulsive disorders

among neurons may partially explain why people with OCD

suggests that compulsive behaviors tend to reduce the anxi-

have difficulty controlling their behavioral compulsions.

ety associated with obsessive thoughts—thus reinforcing the

Finally, family and twin studies suggest that there is a ge-

compulsive behavior. For example, if a woman fears contami-

netic basis for the predisposition to experience anxiety disor-

nation by touching garbage, then washing her hands reduces

ders (Hettema et al., 2005; Li et al., 2011). For example, the

the anxiety and is therefore reinforcing. In parallel to phobias,

probability that a pair of male identical twins both suffered

obsessive-compulsive disorders continue to be maintained

from a social or specific phobia was consistently greater than

by the reduction in anxiety that follows from the compulsive

the probability that both male fraternal twins were sufferers

behaviors.

(Kendler et al., 2001). Still, it’s important to remember that

nature and nurture always interact. For example, recall from


Cognitive


Cognitive perspectives on anxiety concentrate on

Chapter 13 that many aspects of personality are heritable. Re-

the perceptual processes or attitudes that may distort a person’s

search suggests that part of the influence of genes on PTSD

estimate of the danger that he or she is facing. A person may

arises because people with different personality traits make life

either overestimate the nature or reality of a threat or underes-

choices that decrease or increase the probability that they will

timate his or her ability to cope with the threat effectively. For

experience traumas (Stein et al., 2002).

example, before delivering a speech to a large group, a person

with a social phobia may feed his or her anxiety:


Psychodynamic


The psychodynamic model begins with


What if I forget what I was going to say? I’ll look


the assumption that the symptoms of anxiety disorders come


foolish in front of all these people. Then I’ll get even


from underlying psychic conflicts or fears. The symptoms are


more nervous and start to perspire, and my voice will


attempts to protect the individual from psychological pain.


shake, and I’ll look even sillier. Whenever people see


Thus panic attacks are the result of unconscious conflicts burst-


me from now on, they’ll remember me as the foolish


ing into consciousness. Suppose, for example, a child represses


person who tried to give a speech.


conflicting thoughts about his or her wish to escape a difficult

home environment. In later life, a phobia may be activated by

People who suffer from anxiety disorders may often interpret

an object or situation that symbolizes the conflict. A bridge,

their own distress as a sign of impending disaster. Their re-

for example, might come to symbolize the path that the person

action may set off a vicious cycle in which the person fears

must traverse from the world of home and family to the outside

disaster, which leads to an increase in anxiety, which in turn

world. The sight of a bridge would then force the unconscious

worsens the anxiety sensations and confirms the person’s fears

conflict into awareness, bringing with it the fear and anxiety

(Beck & Emery, 1985).

common to phobias. Avoiding bridges would be a symbolic at-

Psychologists have tested this cognitive account by

tempt to stay clear of anxiety about the childhood experiences

measuring anxiety sensitivity:
 individuals’ beliefs that bodily

at home.

symptoms—such as shortness of breath or heart palpitations—

In obsessive-compulsive disorders, the obsessive behavior

may have harmful consequences. People high in anxiety

is seen as an attempt to displace anxiety created by a related

sensitivity are likely to agree with statements such as “When

but far more feared desire or conflict. By substituting an obses-

I notice that my heart is beating rapidly, I worry that I might

sion that symbolically captures the forbidden impulse, a per-

have a heart attack.” Let’s consider a study that demonstrated

son gains some relief. For example, the obsessive fears of dirt

the role of anxiety sensitivity in phobia for flying.

experienced by Jim, the adolescent described earlier, may have

their roots in the conflict between his desire to become sexu-


F


ally active and his fear of “dirtying” his reputation. Compulsive


Participants with flight phobia as well as control participants
 eatured


preoccupation with carrying out a minor ritualistic task also


provided information about their flight anxiety, their bod-


allows the individual to avoid the original issue that is creating


ily symptoms related to flight, and their anxiety sensitivity
 Stud


unconscious conflict.


(Vanden Bogaerde & De Raedt, 2011). The participants pro-



y



vided final data while they were on an actual flight, waiting



Behavioral


Behavioral explanations of anxiety focus on


for the plane to take off. The participants with flight phobia


the way symptoms of anxiety disorders are reinforced or


had higher average scores on all measures: They reported
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more flight anxiety, more bodily symptoms, and more


giving their five-minute talk. Studies of this type confirm that


anxiety sensitivity. However, the relationship among these


people suffering from anxiety disorders focus their attention in


measures also proved to be important. Consider two partici-


ways that serve to sustain their anxiety.


pants who experienced the same level of bodily symptoms


Each of the major approaches to anxiety disorders may


to the impending flight. In response to those bodily symp-


explain part of the etiological puzzle. Continued research of


toms, a participant with high levels of anxiety sensitivity was


each approach will clarify causes and, therefore, potential av-


likely to experience a great deal of flight anxiety whereas a


enues for treatment. Let’s turn now to another major category


participant with low levels of anxiety sensitivity was not. The


of abnormality— mood disorders.



researchers concluded that when participants “experience



aversive bodily sensations due to the flying environment,”



those “with higher levels of [anxiety sensitivity] are prone



Stop



to interpret these in a threatening way which leads to higher



and
 Review



levels of anxiety” (p. 425).


What is the relationship between fear and phobias?

What is the difference between an obsession and a

Another study demonstrated the importance of anxiety sen-

compulsion?

sitivity for posttraumatic stress disorder. Researchers assessed

With respect to phobias, what is the preparedness

the anxiety sensitivity of a group of 68 children, ages 10 to 17,

hypothesis?

all of whom had been exposed to traumatic events (for example,

What is the impact of anxiety sensitivity?

they had witnessed people being killed) (Leen-Feldner et al.,

2008). The researchers found a positive correlation between


CRITICAL THINKING


Recall the study that focused on

anxiety sensitivity and the children’s symptoms of PTSD: The

the role of anxiety sensitivity for flight phobia. Why was it

children who reported the highest levels of anxiety sensitivity

important for the researchers to collect their data on actual

were also most likely to report PTSD symptoms. The research-

flights?

ers suggested that high levels of anxiety sensitivity would make

reexperiences of traumatic events (such as flashbacks) even


Study
 and Review
 on MyPsychLab


more frightening.

Research has also found that anxious patients contrib-

ute to the maintenance
 of their anxiety by employing cogni-

tive biases that highlight the threatening stimuli. For example,

patients whose symptoms of obsessive-compulsive disorder


MOOD DISORDERS


focused on issues of cleanliness watched a researcher touch a

series of objects with a “clean and unused” tissue or a “dirty and

There have almost certainly been times in your life when you

already used” tissue. In a later memory test, these OCD patients

would have described yourself as terribly depressed or incred-

showed greater ability to recall which objects were “dirty” than

ibly happy. For some people, however, extremes in mood come

which were “clean” (Ceschi et al., 2003). Similarly, people with

to disrupt normal life experiences. A mood disorder
 is an emo-

social anxiety are more
 likely to attend to threatening social

tional disturbance, such as severe depression or depression al-

information and less
 likely to attend to positive social informa-

ternating with mania. Researchers estimate that 20.8 percent

tion. In one study, participants with social anxiety had to give

of adults have suffered from mood disorders (Kessler et al.,

an impromptu five-minute speech—a serious social stressor

2005a). We will consider two major categories: major depres-

(Taylor et al., 2010). The participants also completed a task that

sive disorder and bipolar disorder.

measured bias against attending to positive social information.

The participants who showed the greatest tendency to avoid

positive social information also experienced the most distress


Major Depressive Disorder


Depression has been characterized as the “common cold of

psychopathology,” both because it occurs so frequently and

because almost everyone has experienced elements of the full-

scale disorder at some time in his or her life. Everyone has,

at one time or another, experienced grief after the loss of a

loved one or felt sad or upset when failing to achieve a desired

goal. These sad feelings are only one symptom experienced

by people suffering from a major depressive disorder
 (see


Table 14.3
 on page 398). Consider one individual’s description


mood disorder
 A mood disturbance such as severe depression or

depression alternating with mania.


major depressive disorder
 A mood disorder characterized by intense

feelings of depression over an extended time, without the manic

How does anxiety sensitivity affect people’s fear of flying?

high phase of bipolar depression.
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Table 14.3t
 Characteristics of Major

countries, major depressive disorder ranked first. In the United

Depressive Disorder

States, depression accounts for the majority of all mental hospi-

tal admissions, but it is still believed to be underdiagnosed and


Characteristics



Example


undertreated. The National Comorbidity Study found that only

Dysphoric mood

Sad, blue, hopeless; loss of interest or

37.4 percent of individuals sought treatment in the first year

pleasure in almost all usual activities

after a major depressive episode (Wang et al., 2005). In fact, the

median period people waited between experiencing a major de-

Appetite

Significant weight loss (while not dieting)

pressive episode and seeking treatment was eight years.

or weight gain

Sleep

Insomnia or hypersomnia (sleeping too much)


Bipolar Disorder


Motor activity

Markedly slowed down (motor retardation)

or agitated


Bipolar disorder
 is characterized by periods of severe depres-

sion alternating with manic episodes. A person experiencing

Guilt

Feelings of worthlessness; self-reproach

a manic episode
 generally acts and feels unusually elated and

Concentration

Diminished ability to think or concentrate;

expansive. However, sometimes the individual’s predominant

forgetfulness

mood is irritability rather than elation, especially if the person

feels thwarted in some way. During a manic episode, a person

Suicide

Recurrent thoughts of death; suicidal ideas

often experiences an inflated sense of self-esteem or an unreal-

or attempts

istic belief that he or she possesses special abilities or powers.

The person may feel a dramatically decreased need to sleep and

may engage excessively in work or in social or other pleasur-

able activities.

of his struggle to carry out normal daily tasks while in the

Caught up in a manic mood, the person shows unwarranted

depths of depression:

optimism, takes unnecessary risks, promises anything, and may


It seemed to take the most colossal effort to do simple


give everything away.


things. I remember bursting into tears because I had


When the mania begins to diminish, people are left trying


used up the cake of soap that was in the shower. I


to deal with the damage and predicaments they created during


cried because one of the keys stuck for a second on


their period of frenzy. Manic episodes almost always give way


my computer. I found everything excruciatingly


to periods of severe depression.


difficult, and so, for example, the prospect of lifting the


The duration and frequency of the mood disturbances


telephone receiver seemed to me like bench-pressing


in bipolar disorder vary from person to person. Some people


four hundred pounds. The reality that I had to put


experience long periods of normal functioning punctuated


on not just one but two socks and then two shoes so


by occasional short manic or depressive episodes. A small


overwhelmed me that I wanted to go back to bed.


(Solomon, 2001, pp. 85–86)

This excerpt illustrates some vivid consequences of major

depressive disorder.

People diagnosed with depression differ in terms of the

severity and duration of their symptoms. Many individuals

struggle with clinical depression for only several weeks at one

point in their lives, whereas others experience depression

episodically or chronically for many years. Estimates of the

prevalence of mood disorders reveal that about 16.6 percent of

adults suffer from major depression at some time in their lives

(Kessler et al., 2005a).

Depression takes an enormous toll on those afflicted, on

their families, and on society. A study undertaken on behalf of

the World Health Organization estimated the loss of healthy life

years that could be attributed to physical and mental illnesses

(World Health Organization, 2008). In this analysis, major de-

pressive disorder ranked third (behind lower respiratory infec-

tions and diarrheal diseases) in terms of the burden it places on

people’s lives around the world. For middle- and high-income


bipolar disorder
 A mood disorder characterized by alternating periods

of depression and mania.

What are some differences between the occasional feelings of


manic episode
 A component of bipolar disorder characterized by

unhappiness that most people feel and the symptoms of major

periods of extreme elation, unbounded euphoria without sufficient

reason, and grandiose thoughts or feelings about personal abilities.

depressive disorder?
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percentage of unfortunate individuals go right from manic epi-

guilt that depressed people displayed. He believed that the

sodes to clinical depression and back again in continuous, un-

source of this self-reproach was anger, originally directed at

ending cycles that are devastating to them, their families, their

someone else, that had been turned inward against the self. The

friends, and their coworkers. While manic, they may gamble

anger was believed to be tied to an especially intense and de-

away life savings or give lavish gifts to strangers, acts that later

pendent childhood relationship, such as a parent–child rela-

add to guilt feelings when they are in the depressed phase. Bi-

tionship, in which the person’s needs or expectations were not

polar disorder is rarer than major depressive disorder, occur-

met. Losses, real or symbolic, in adulthood reactivate hostile

ring in about 3.9 percent of adults (Kessler et al., 2005a).

feelings, now directed toward the person’s own ego, creating

the self-reproach that is characteristic of depression.


Behavioral


Rather than searching for the roots of depres-


Causes of Mood Disorders


sion in the unconscious, the behavioral approach focuses on

What factors are involved in the development of mood disor-

the effects of the amount of positive reinforcement and punish-

ders? To address this question, we’ll once again visit the bio-

ments a person receives (Dimidjian et al., 2011). In this view,

logical, psychodynamic, behavioral, and cognitive perspectives.

depressed feelings result when an individual receives insuffi-

Note that, because of its prevalence, major depressive disorder

cient positive reinforcements and experiences many punish-

has been studied more extensively than bipolar disorder. This

ments in the environment following a loss or other major life

review will reflect that distribution of research.

changes. As people begin to experience depression, they will

often withdraw from situations they perceive as stressful. This


Biological


Several types of research provide clues to the con-

strategy of avoidance often also reduces the opportunities peo-

tribution of biology to mood disorders. For example, the ability

ple have to obtain positive reinforcement (Carvalho & Hopko,

of different drugs to relieve manic and depressive symptoms

2011). Thus, as depression leads to avoidance, the depression

provides evidence that different brain states underlie the two

will often become more entrenched. In addition, depressed

extremes of bipolar disorder (Thase & Denko, 2008). Reduced

people tend to underestimate positive feedback and overesti-

levels of two chemical messengers in the brain, serotonin and

mate negative feedback (Kennedy & Craighead, 1988).

norepinephrine, have been linked to depression; increased

levels of these neurotransmitters are associated with mania.


Cognitive


At the center of the cognitive approach to depres-

Researchers are using brain-imaging techniques to under-

sion are two theories. One theory suggests that negative cogni-


stand the causes and consequences of mood disorders (Gotlib &


tive sets
 —“set” patterns of perceiving the world—lead people to

Hamilton, 2008). For example, researchers have used fMRI to

take a negative view of events in their lives for which they feel

demonstrate that the brains of people who suffer from bipolar

responsible. The second theory, the explanatory style
 model,

disorder respond differently when they are in depressed versus

proposes that depression arises from the belief that one has

manic states. One study focused on 36 individuals with bipo-

little or no personal control over significant life events. Each of

lar disorder (Blumberg et al., 2003). At the time of the study,

these models explains some aspects of the experience of depres-

11 were in elevated moods, 10 were in depressed moods, and

sion. Let’s see how.

15 were in euthymic
 (or balanced) emotional states. All of the


Aaron Beck
 (1967; Disner et al., 2011), a leading researcher

individuals performed the same cognitive task—naming the

on depression, has developed the theory of cognitive sets. Beck

colors in which words were printed—while undergoing fMRI

has argued that depressed people have three types of negative

scans. The scans indicated that particular regions of the cortex

cognitions, which he calls the cognitive triad
 of depression:

were more active or less active depending on each individual’s

negative views of themselves, negative views of ongoing experi-

particular phase of bipolar disorder.

ences, and negative views of the future. Depressed people tend

The contribution of biology to the etiology of mood disor-

to view themselves as inadequate or defective in some way, to

ders is also confirmed by evidence that the incidence of mood

interpret ongoing experiences in a negative way, and to believe

disorder is influenced by genetic factors (Edvardsen et al., 2008;

that the future will continue to bring suffering and difficulties.

Kendler et al., 2006). For example, one twin study assessed the

This pattern of negative thinking clouds all experiences and

likelihood that both twins were diagnosed with bipolar disor-

produces the other characteristic signs of depression. An indi-

der. The correlation was 0.82 for monozygotic (MZ) twins but

vidual who always anticipates a negative outcome is not likely

only 0.07 for dizygotic (DZ) twins. These data led to a herit-

to be motivated to pursue any goal, leading to the paralysis of


ably estimate of 0.77 (Edvarsen et al., 2008). You will see in the


will
 that is prominent in depression.


Psychology in Your Life
 box on page 403 that researchers have

In the explanatory style view, pioneered by Martin


begun to make progress identifying the way that genes interact


Seligman,
 individuals believe, correctly or not, that they cannot

with environments to influence individuals’ likelihoods of

control future outcomes that are important to them. Seligman’s

experiencing mood disorders.

theory evolved from research that demonstrated depressionlike

Let’s see now what the three major psychological ap-

symptoms in dogs (and later in other species). Seligman and

proaches can add to your understanding of the onset of mood

Maier (1967) subjected dogs to painful, unavoidable shocks:

disorders.

No matter what the dogs did, there was no way to escape the


Psychodynamic


In the psychodynamic approach, un-

conscious conflicts and hostile feelings that originate in early

childhood are seen to play key roles in the development of de-


Watch
 the Video
 DSM in Context: Speaking Out: Feliziano: Bipolar


pression. Freud was struck by the degree of self-criticism and


Disorder
 on MyPsychLab
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shocks. The dogs developed what Seligman and Maier called

35


learned helplessness.
 Learned helplessness is marked by three

30

types of deficits: motivational deficits
 —the dogs were slow to

initiate known actions; emotional deficits
 —they appeared rigid,

25

listless, frightened, and distressed; and cognitive deficits
 —they

20

demonstrated poor learning in new situations. Even when put


ation time


in a situation in which they could, in fact, avoid shock, they did

15

not learn to do so (Maier & Seligman, 1976).

10

Seligman believed that depressed people are also in a state


Percent fix


of learned helplessness: They have an expectancy that noth-

5

ing they can do matters (Abramson et al., 1978; Peterson &

0

Seligman, 1984; Seligman, 1975). However, the emergence of

Sad

Positive

this state depends, to a large extent, on how individuals explain


Type of photograph


their life events. As Chapter 11 discussed (see p. 316), there

are three dimensions of explanatory style: internal–external,


Never depressed

Depressed


global–specific,
 and stable–unstable.
 Suppose that you have

just received a poor grade on a psychology exam. You attribute


FIGURE 14.1
 Attentional Biases in Major

the negative outcome on the exam to an internal factor (“I’m

Depressive Disorder

stupid”), which makes you feel sad, rather than to an exter-

Depressed participants and control participants (who had never

nal one (“The exam was really hard”), which would have made

been depressed) viewed displays with sad, threat, positive,

you angry. You could have chosen a less stable internal qual-

and neutral photographs. Compared to never-depressed

ity than intelligence to explain your performance (“I was tired

participants, depressed participants spent more time looking at

that day”). Rather than attributing your performance to an in-

sad photographs and less time looking at positive photographs.

ternal, stable factor that has global or far-reaching influence

Data from Behaviour Research and Therapy 46
 (11), Kellough, J. L.,

(stupidity), you could even have limited your explanation to

Beevers, C. G., Ellis, A. J., & Wells, T. T. “Time course of selective attention

the psychology exam or course (“I’m not good at psychology

in clinically depressed young adults,” pp 1238–1243, 2008.

courses”). Explanatory style theory suggests that individuals

who attribute failure to internal, stable, and global causes are

vulnerable to depression. This prediction has been confirmed

This research supports the more general conclusion that people

repeatedly (Lau & Eley, 2008; Peterson & Vaidya, 2001).

with major depressive disorder find their attention drawn to

Once people begin to experience the negative moods

negative information in the world (Peckham et al., 2010). You

associated with major depressive disorder, ordinary cognitive

can understand how this attentional bias could help make

processes make it more difficult for them to escape those moods.

depression feel inescapable.

Consider a study that demonstrated that depression changes

In Chapter 15, you will see that insights generated from

the way in which people attend to information in the world.

cognitive theories of depression have given rise to successful

forms of therapy. For now, there are two other important as-


Fe


pects of the study of depression that we will consider: the large


a



Researchers recruited a group of 15 depressed participants



tured


differences between the prevalence of depression in men and


and 45 control participants (who had never experienced



Stud


women, and the link between depression and suicide.


depression) (Kellough et al., 2008). The participants wore a



device that allowed the researchers to monitor eye move-



y



ments while they viewed visual displays. Each display had



four photographs that represented the emotion categories



Gender Differences in Depression



sad, threat, positive, and neutral. For example, one display


One of the central questions of research on depression is why


had photographs of a boy crying, a pointing gun, a couple


women are afflicted almost twice as often as men (Hyde et al.,


embracing, and a fire hydrant. The participants were told


2008). Estimates of the prevalence of mood disorders reveal


that they were wearing the eye-tracking device so that the


that about 21 percent of females and 13 percent of males suffer


researchers could determine the relationship between pu-


a major depression at some time in their lives (Kessler et al.,


pil dilation and emotional images. In fact, the researchers


1994). This gender difference emerges in adolescence, by about


wished to test the hypothesis that depressed individuals


ages 13 to 15. One factor that contributes to this difference is,


would spend more time than control individuals (who had


unfortunately, quite straightforward: On average, women ex-


never been depressed) looking at the sad photos and less


perience more negative events and life stressors than men do


time looking at the positive photos. The data supported that


(Kendler et al., 2004; Shih et al., 2006). For example, women


prediction. As you can see in
 Figure 14.1
 , individuals with


have a greater likelihood of experiencing physical or sexual


depression spent more time looking at sad photos whereas


abuse, and they are more likely to live in poverty while being


individuals who had never experienced depression spent


the primary caregiver for children and elderly parents. Thus


more time looking at positive photos.


women’s lives provide more of the types of experiences that lay

the groundwork for serious depression.

Research on gender differences has focused on a number

of factors that might make women more vulnerable to depres-


learned helplessness
 A general pattern of nonresponding in the

presence of noxious stimuli that often follows after an organism has

sion (Hyde et al., 2008). Some of those factors are biological:

previously experienced noncontingent, inescapable aversive stimuli.

There might, for example, be hormonal differences that start
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48

increase thoughts of negative events, which eventually in-

46

creases the quantity and/or the intensity of negative feelings.

44

The study also confirms that men who ruminate are also at risk


s


for depression. The gender difference for depression emerges,

42

in part, because more women ruminate.

40


tion mean
 38

36

34


Suicide



Rumina
 32

“The will to survive and succeed had been crushed and

30

defeated. . . . There comes a time when all things cease to

28

shine, when the rays of hope are lost” (Shneidman, 1987, p.

10-11

12

13

14

15

16

17

57). This sad statement by a suicidal young man reflects the


Age (in years)


most extreme consequence of any psychological disorder—

Males

Females


suicide
 . Although most depressed people do not commit sui-

cide, analyses suggest that many suicides are attempted by


FIGURE 14.2
 Gender Differences in Rumination

those who are suffering from depression (Bolton et al., 2008).

Across the adolescent years, the gap grows between girls’

In the general U.S. population, the number of deaths officially

and boys’ reports of rumination.

designated as suicide is around 30,000 each year (Nock et al.,

Data from Jose, P. E. & Grown, I. “When does the gender difference in

2008). Because many suicides are attributed to accidents or

rumination begin?” Journal of Youth and Adolescence 37
 (2), 2008, 180–192.

other causes, the actual rate is probably much higher. Because

depression occurs more frequently in women, it is not sur-

prising that women attempt
 suicide more often than men do;

attempts by men, however, are more often successful (Nock et

at puberty that put adolescent girls more at risk for depres-

al., 2008). This difference occurs largely because men use guns

sion than their male peers. Researchers have also looked

more often, and women tend to use less lethal means, such as

intensively at cognitive factors that set men and women apart.

sleeping pills.

For example, research by Susan Nolen-Hoeksema
 (Nolen-

One of the most alarming social problems in recent

Hoeksema & Hilt, 2009) contrasts the response styles of men

decades is the rise of youth suicide
 . Although suicide is the

and women once they begin to experience negative moods. On

eleventh leading cause of death in the United States for all

this view, when women experience sadness, they tend to think

ages, it is third for people ages 15 to 24 (Miniño et al., 2010).

about the possible causes and implications of their feelings.

For every completed suicide, there may be as many as 8 to

In contrast, men attempt actively to distract themselves from

depressed feelings, either by focusing on something else or by

engaging in a physical activity that will take their minds off

their current mood state.

This model suggests that the more thoughtful, ruminative


response style of women—the tendency to focus obsessively on

their problems—increases women’s vulnerability to depres-

sion. Consider a study that examined rumination among a

large sample of adolescents.


Fea
 A group of 1,218 students between the ages of 10 and 17



tured



completed a questionnaire that assessed their responses



Stud



to life events (Jose & Brown, 2008). The questionnaire in-



cluded statements like “I sit at home and think about how I



y



feel” and “I think no one will want to be around me if I don’t



snap out of this mood.” The students responded to each



statement on a 5-point scale that ranged from “never” to



“always.” As you can see in
 Figure 14.2
 , at the youngest



ages there was a modest difference between males and fe-



males. However, over the adolescent years the gap grows,



with girls engaging in considerably more rumination. The



students in the study also completed a measure of depres-



sion. For both boys and girls, the students who ruminated



the most were also most likely to report the most symptoms



of depression. However, the relationship between rumina-



tion and depression was even stronger for the girls.


This study supports the hypothesis that rumination is a risk

What factors help explain why more women than men

factor for depression: Paying attention to negative moods can

experience depression?

Mood Disorders
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20 suicide attempts. To assess the risk of youth suicide, a team

of researchers reviewed 128 studies that involved about 500,000

individuals between the ages of 12 and 20 (Evans et al., 2005).

Across that broad sample, 29.9 percent of the adolescents

had thought about suicide at some point in their lives, and

9.7 percent had actually attempted suicide. Adolescent girls

were roughly twice as likely as adolescent boys to have made a

suicide attempt.

Youth suicide is not a spur-of-the-moment, impulsive act,

but, typically, it occurs as the final stage of a period of inner

turmoil and outer distress. The majority of young suicide vic-

tims have talked to others about their intentions or have writ-

ten about them. Thus talk of suicide should always be taken

seriously (Rudd et al., 2006). As is the case for adults, adoles-

cents are more likely to attempt suicide when they are expe-

riencing depression (Gutierrez et al., 2004; Nrugham et al.,

2008). Feelings of hopelessness and isolation, as well as negative

self-concepts, are also associated with suicide risk (Rutter &

Behrendt, 2004). Furthermore, gay and lesbian youths are at

even higher risk for suicide than are other adolescents. A team

of researchers reviewed several studies comparing the suicide

rates of heterosexual and “sexual minority youth” (adolescents

who reported same-sex attraction and/or behavior). The aver-

Even highly successful individuals, like actor Owen Wilson, are

age rates of suicidal thoughts and behaviors were 28 percent

not immune to the feelings of despair that can trigger suicidal

for sexual minority youth and 12 percent for heterosexuals

thoughts. What has research revealed about the relationship

(Marshal et al., 2011). These higher suicide rates undoubtedly

between depression and suicide?

reflect the relative lack of social support for homosexual ori-

entation. Suicide is an extreme reaction that occurs especially

when adolescents feel unable to cry out to others for help. Be-

ing sensitive to signs of suicidal intentions and caring enough

to intervene are essential for saving the lives of both youthful

For example, everyone experiences anxiety, but for some peo-

and mature people who have come to see no exit for their trou-

ple those experiences become so severe that they develop an

bles except total self-destruction.

anxiety disorder. Similarly, many people experience symptoms

for physical illnesses that don’t have any obvious causes; many

people have days when they just “don’t feel like themselves.”

However, when those types of experiences impair individuals’


Stop
 and
 Review


day-to-day life, they may indicate somatoform disorders
 or dis-



sociative disorders
 . Let’s review the symptoms and etiology of

What experiences characterize bipolar disorder?

each type of disorder.

In Aaron Beck’s theory, what types of negative

cognitions make up the cognitive triad?

How does the ruminative response style help explain


Somatoform Disorders


gender differences in depression?

A person suffering from a somatoform disorder
 has physical

What are some suicide risk factors for adolescents?

illnesses or complaints that cannot be fully explained by actual

medical conditions. To be diagnosed with one of these disor-


CRITICAL THINKING


Recall the study that demon-

ders, people must experience the illnesses or complaints to an

strated attentional biases in major depressive disorder. Why

extent that they cause sufficient distress to interfere with their

might participants have been led to believe the study was

everyday functioning. Let’s review hypochondriasis, somatiza-


about pupil dilation?


tion disorder
 , and conversion disorder
 .

Individuals with hypochondriasis
 believe they have physi-


Study
 and Review
 on MyPsychLab


cal illnesses despite assurance from medical practitioners that

they do not. Even when they are currently healthy, they may

be constantly fearful that they will contact physical illnesses.


SOMATOFORM AND



DISSOCIATIVE DISORDERS



somatoform disorder
 A disorder in which people have physical

illnesses or complaints that cannot be fully explained by actual

medical conditions.

As this chapter has reviewed various types of psychological dis-


hypochondriasis
 A disorder in which individuals are preoccupied with

orders, you have seen how certain everyday experiences can,

having or getting physical ailments despite reassurances that they

pushed to the limit, lead to disability or maladaptive behavior.

are healthy.
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Psychology in Your Life



HOW CAN WE PINPOINT INTERACTIONS OF NATURE AND NURTURE?


Throughout Psychology and Life
 you have seen instances in

that was highly risky actually yielded fewer diagnoses of major

which people’s life outcomes—for example, their attachment

depressive disorder.

to their mothers and their intellectual performance—reflects

Another study followed people over several decades

an interaction of nature and nurture: Environments change the

to evaluate environmental interactions with this same gene

impact of genes. These types of interactions are particularly

(Uher et al., 2011). Participants entered the study when they

important in the study of psychopathology. Causal models

were small children (some as 3-year-olds and some as 5-year-

for many types of mental illness assert that particular genes

olds) and maltreatment was assessed during their childhood.

put people at risk, but features of the environment play an

They were followed through young adulthood (through

important role to determine whether the risk brings about

ages 32 or 40) to determine which individuals experienced

illness. Let’s explore an interaction of nature and nurture for

persistent depression. Once again, the impact of childhood

major depressive disorder.

maltreatment—with respect to the likelihood of persistent

The discussion of mood disorders noted that disruptions

depression—depended on which versions of the 5-HTTLPR

in the function of the neurotransmitter serotonin play a role

gene each participant had inherited.

in depression. For that reason, researchers have focused

These studies make plain the importance of both nature

attention on a gene, known as 5-HTTLPR, that has an impact

and nurture. A known genetic difference in combination with

on the serotonin system (Caspi et al., 2010; Karg et al., 2011).

negative life events greatly changes the likelihood that people

The gene comes in short (S) and long (L) forms. In one study

will experience depression. Breakthroughs in the understanding

with 144 college undergraduates, 19 percent had two short

of the human genome allow researchers to determine exactly

versions of the gene (SS), 53 percent had one short and one

how nature and nurture interact.

long (SL), and 28 percent had two long versions (LL) (Carver

et al., 2011). The students themselves provided information

2.0

about the family circumstances in which they had been raised.

SS, SL

They used 5-point scales (1 not at all; 5 very often) to

provide information about factors such as how often they

0.0

felt loved and cared for, how often they were insulted, and

how often they were abused. Based on those responses, the

researchers calculated the extent to which each student had

–2.0

been raised in a “risky family.” Each student also underwent

a clinical evaluation to determine whether he or she had ever

–4.0


ession diagnosis


met the diagnostic criteria for major depressive disorder.

In the figure, positive numbers for “Risky families”


Depr


LL

indicate that the family had more risk factors (so that the

–6.0

student’s childhood experience was more stressful). Positive

numbers for “Depression diagnosis” indicate a higher

–8.0

probability of a diagnosis. As you can see, the interaction of

genes and environments was quite dramatic: For students

–1

0

1

2

with two long versions of the gene (LL), a family environment


Risky families


In addition, this preoccupation with being or getting ill causes

Individuals with somatization disorder
 present a

such sufficient distress that individuals are impaired in their

long history of physical complaints over many years. Those

day-to-day lives. To assess the prevalence of hypochondriasis

complaints—which remain medically unexplained—must span

and other somatoform disorders, researchers often focus on

several medical categories. To meet DSM-IV-TR
 criteria for the

people who present themselves for medical treatment. In that

diagnosis, individuals must have experienced four pain symp-

context, the question becomes what proportion of people have

toms (such as headaches or stomachaches), two gastrointestinal

physical complaints that don’t allow medical explanations. Re-

search suggests that 4.7 percent of adults 18 and older who seek

medical treatment meet DSM-IV-TR
 criteria for hypochon-


somatization disorder
 A disorder characterized by unexplained physical

driasis (Fink et al., 2004).

complaints in several categories over many years.

Somatoform and Dissociative Disorders
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F



The study focused on a 36-year-old woman who had partial
 eatured



paralysis of her upper arm that could not be explained by any



physical disorder (Cojan et al., 2009). The patient completed
 Stud



a motor task in which she attempted to use her hands to
 y



execute or inhibit responses to visual stimuli on a computer



screen. The researchers used fMRI scans to contrast her pat-



terns of brain activity with that of a group of healthy controls



who attempted to simulate a left-hand paralysis (in parallel to



the patient’s symptoms). The patterns of brain activity for the



patient and controls showed intriguing differences. For ex-



ample, the fMRI scans for the simulating controls suggested



that they were engaging in conscious effort when they tried



not to move their hand. The patient’s fMRI scans showed



activity in different brain regions—the pattern suggested that



her inability to move her hand was not voluntary.


What role do attentional biases play in the development of

somatoform disorders?

To understand these results, you might take a moment to see

what it feels like to simulate paralysis in your left hand. It takes

some mental effort not to let the hand move. The study sug-

gests that people with conversion symptoms are not expending

any such effort; their symptoms are not just pretense.

Researchers have also examined cognitive processes that

symptoms (such as nausea or diarrhea), one sexual symptom

contribute to somatoform disorders (Brown, 2004; Rief &

(such as erectile dysfunction or excessive menstrual bleeding),

Broadbent, 2007). For example, an important aspect of hypo-

and one neurological symptom (such as paralysis or double

chondriasis is an attentional bias in the way that individuals re-

vision). Among adults seeking medical treatment, 1.5 percent

spond to bodily sensations. Suppose you wake up one morning

meet criteria for somatization disorder (Fink et al., 2004).

with a scratchy throat. If you have an attentional bias that makes

Both hypochondriasis and somatization disorder are

it difficult to divert your thoughts from that scratchy throat,

defined by people’s complaints about physical symptoms.

you might come to believe that you are seriously ill. In fact, one

However, people with hypochondriasis worry about having a

study demonstrated that the attention of people who experi-

specific underlying disease whereas those with somatization

ence a high level of anxiety about their health is drawn to pic-

disorder focus more on the symptoms themselves. In addition,

tures that show health threats (such as a man with a rash on his

as you’ve just seen, to be diagnosed with somatization disorder

arms) (Jasper & Witthöft, 2011). The tight focus on symptoms

people must have reported a wide variety of unexplained physi-

and illness contributes to a vicious cycle: Stress and anxiety

cal complaints.

have physical consequences (for example, increased sweating


Conversion disorder
 is characterized by a loss of motor

and elevated heart rate) that can feel like the symptoms of

or sensory function that cannot be explained by damage to the

illness—providing further proof that health-focused anxiety is

nervous system or other physical damage. For example, indi-

appropriate. Someone who attributes all physical symptoms to

viduals may experience paralysis or blindness without a medi-

illness may perceive a perilous pattern in the co-occurrence of a

cal cause. In addition, the onset of the physical symptoms must

scratchy throat, excessive sweating, and a swiftly beating heart.

be preceded by psychological factors such as interpersonal con-

Thus the cognitive biases associated with somatoform disorders

flict or emotional stressors. Historically, conversion disorder

serve to exaggerate minor bodily sensations.

was called hysteria
 —and was believed to represent, in some

eras, possession by the devil. Sigmund Freud helped bring

about the contemporary understanding of conversion disor-


Dissociative Disorders


der. One of his most enduring insights was that psychological

trauma could yield physical symptoms. Conversion disorder

A dissociative disorder
 is a disturbance in the integration of

is present in 1.5 percent of adults seeking medical treatment

identity, memory, or consciousness. It is important for people

(Fink et al., 2004).

to see themselves as being in control of their behavior, includ-

ing emotions, thoughts, and actions. Essential to this percep-


Causes of Somatoform Disorders


The defining charac-

tion of self-control is the sense of selfhood—the consistency of

teristic of somatoform disorders is that individuals experience

different aspects of the self and the continuity of identity over

physical ailments that have no adequate medical explanation.

time and place. Psychologists believe that, in dissociated states,

Researchers have attempted to understand how that could be

individuals escape from their conflicts by giving up this pre-

possible: How, for example, could individuals whose motor

cious consistency and continuity—in a sense, disowning part of

systems are intact experience paralysis? Studies have used neu-

roimaging techniques to discover the brain bases of conversion

disorder (Mailis-Gagnon & Nicholson, 2011; Ellenstein et al.,

2011). Consider a study that demonstrated that an individual


conversion disorder
 A disorder in which psychological conflict or stress

with conversion symptoms showed different patterns of brain

brings about loss of motor or sensory function.

activity than individuals who were only simulating the same


dissociative disorder
 A personality disorder marked by a disturbance in

symptoms.

the integration of identity, memory, or consciousness.
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themselves. The forgetting of important personal experiences,

Although these data—and personal accounts of the type

a process caused by psychological factors in the absence of any

quoted earlier—seem compelling, many psychologists remain

organic dysfunction, called dissociative amnesia,
 is one exam-

skeptical about the link between trauma and dissociation

ple of dissociation. For some people, the loss of ability to recall

(Giesbrecht et al., 2008). This skepticism has been particularly

their past is accompanied by an actual flight from their home

focused on dissociative identity disorder. No solid data exist

or place of work. This disorder is called dissociative fugue.


about the prevalence of this disorder ( DSM-IV-TR
 , 2000). In

People may remain in a fugue state for hours, days, or months;

fact, some critics have suggested that diagnoses of DID have

they may live with a new identity in a new location.

increased because of the media attention paid to individuals


Dissociative identity disorder (DID),
 formerly known as

who claim to have large numbers of distinct personali-


multiple personality disorder,
 is a dissociative mental disorder in

ties (Lilienfeld & Lynn, 2003). Skeptics have often suggested

which two or more distinct personalities exist within the same

that therapists who “believe” in DID may create DID—these

individual. At any particular time, one of these personalities is

therapists question their patients, often under hypnosis, in

dominant in directing the individual’s behavior. Dissociative

a way that encourages multiple personalities to “emerge.”

identity disorder is popularly known as split personality
 and

Researchers have tried to find rigorous methods to test the

sometimes mistakenly called schizophrenia
 , a disorder, as you

claims people with DID make about the separation between

will see in the next section, in which personality often is im-

different identities. For example, studies have examined interi-


paired but is not split into multiple versions. In DID, each of the


dentity amnesia
 by assessing the extent to which information

emerging personalities contrasts in some significant way with

acquired by one identity is known to another. Research results

the original self—it might be outgoing if the person is shy, tough

fail to support the claim that amnesia occurs between identities

if the original personality is weak, and sexually assertive if the

(Kong et al., 2008).

other is fearful and sexually naive. Each personality has a unique

Researchers on DID generally acknowledge that not all

identity, name, and behavior pattern. In some cases, dozens of

diagnoses are appropriate. However, many psychologists

different characters emerge to help the person deal with a diffi-

believe that sufficient evidence has accumulated in favor of the

cult life situation. Here is an excerpt from a first-person account

DID diagnosis to indicate that it is not always the product of

of a woman who experiences DID (Mason, 1997, p. 44):

zealous therapists (Gleaves et al., 2001: Ross, 2009). The safest

conclusion may be that, of the group of people diagnosed with


Just as waves turn the ocean inside out and rearrange


DID, some cases are genuine, whereas other cases emerge in


the water, different ones of us cycle in and out in an


response to therapists’ demands.


ebb and flow that is sometimes gentle, sometimes



turbulent. A child colors with Crayola markers. She



moves aside to make way for the administrator, who



reconciles the bank statement. A moment later, the



Stop
 and
 Review



dead baby takes over and lies paralyzed on the floor.



She remains that way for a while, but no one gets


Howard believes that his headaches prove he has a brain


upset—it’s her turn. The live baby stops in her crawl,


tumor, despite his doctor’s assurances that he is fine.


engrossed by a speck of dust. The cooker prepares meals


From which somatoform disorder might Howard suffer?


for three days and packages each separately—we all


How is dissociative amnesia defined?


have different likes and dislikes. A terrified one screams


What does research suggest about the life experiences


aloud, a wounded one moans, a grieving one wails.


that play a role in the etiology of dissociative identity

From Vivian Ann Conan, “Divided She Stands.” Originally appeared in New

disorder?

York Magazine August 4, 1997 under the pseudonym Laura Emily Mason.

Reprinted by permission of the author.


Study
 and Review
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Can you put yourself in this woman’s place, and imagine what

it would be like to have this range of “individuals”—the child,

the dead baby, the live baby, the cooker, and so on—inside your

one head?


SCHIZOPHRENIC DISORDERS



Causes of Dissociative Disorders


Psychologists who take

a psychodynamic perspective have suggested that dissociation

Everyone knows what it is like to feel depressed or anxious,

serves a vital survival function. They suggest that people who have

even though most of us never experience these feelings to the

experienced traumatic stress will sometimes use defense mecha-

degree of severity that constitutes a disorder. Schizophrenia,

nisms to push the traumatic events out of conscious awareness.

however, is a disorder that represents a qualitatively different

Consider a study that focused on the life experiences of 891 11- to

17-year-old adolescents in Puerto Rico (Martínez-Taboas et al.,

2006). The children completed questionnaires that assessed the

presence of victimization experiences and dissociative symptoms


dissociative amnesia
 The inability to remember important personal

experiences, caused by psychological factors in the absence of any

in their lives. As you can see in Figure 14.3
 on page 406, relatively

organic dysfunction.

few of the children in the sample had experienced high levels of


dissociative fugue
 A disorder characterized by a flight from home or

victimization. For example, 74 percent of the adolescents had not

work accompanied by a loss of ability to recall the personal past.

experienced any emotional abuse. However, Figure 14.3 also re-


dissociative identity disorder (DID)
 A dissociative mental disorder

veals that increasing levels of emotional, physical, and sexual abuse

in which two or more distinct personalities exist within the same

were accompanied by higher levels of dissociative symptoms.

individual; formerly known as multiple personality disorder.

Schizophrenic Disorders
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Type of abuse



Percent



Dissociative experiences



FIGURE 14.3
 Victimization and Dissociative

Symptoms

Emotional abuse

Adolescents provided information about their experiences

No emotional abuse

74%

of victimization and their dissociative symptoms. As

indicated by the percent figures, the majority of the children

Low

15%

had not experienced any abuse. The children who had been

abused reported more dissociative symptoms.

High

11%

Data from Martínez-Taboas, A. et al. (2006). Prevalence of victimization

correlates of pathological dissociation in a community sample of youths,

0
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1

1.5
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2.5


Journal of Traumatic Stress, 19
 , 439–448.

Physical abuse

No physical abuse

72%

Low abuse

12%

Moderate abuse

6%

High abuse

11%

0

0.5

1

1.5

2

2.5

Sexual abuse

No abuse

93%

Some abuse

7%

0

0.5

1

1.5

2

2.5

experience from normal functioning. A schizophrenic disor-


Vonnegut’s description gives you a glimpse at the symptoms of


der
 is a severe form of psychopathology in which personality

schizophrenia.

seems to disintegrate, thought and perception are distorted,

In the world of schizophrenia, thinking
 becomes illogical;

and emotions are blunted. The person with a schizophrenic

associations among ideas are remote or without apparent

disorder is the one you most often conjure up when you think

pattern. Hallucinations
 often occur, involving imagined sen-

about madness or insanity. Although schizophrenia is rela-

sory perception—sights, smells, or, most commonly, sounds

tively rare—approximately 0.7 percent of U.S. adults have suf-

(usually voices)—that patients assume to be real. A person

fered from schizophrenia at some point in their lives (Tandon

may hear a voice that provides a running commentary on his

et al., 2008)—this figure translates to around 2 million people

or her behavior or may hear several voices in conversation.

affected by this most mysterious and tragic mental disorder.


Delusions
 are also common; these are false or irrational beliefs

Mark Vonnegut, son of novelist Kurt Vonnegut, was in

maintained in spite of clear contrary evidence. Language
 may

his early 20s when he began to experience symptoms of schizo-

become incoherent—a “word salad” of unrelated or made-up

phrenia. In The Eden Express
 (1975), he tells the story of his

words—or an individual may become mute. Emotions
 may be

break with reality and his eventual recovery. Once, while prun-

flat, with no visible expression, or they may be inappropri-

ing some fruit trees, his reality became distorted:

ate to the situation. Psychomotor behavior
 may be disorgan-

ized (grimaces, strange mannerisms), or posture may become


I began to wonder if I was hurting the trees and


rigid. Even when only some of these symptoms are present,


found myself apologizing. Each tree began to take on


deteriorated functioning in work and interpersonal relation-


personality. I began to wonder if any of them liked


ships is likely as the patient withdraws socially or becomes


me. I became completely absorbed in looking at each


emotionally detached.


tree and began to notice that they were ever so slightly


Psychologists divide the symptoms between a positive cat-


luminescent, shining with a soft inner light that played


egory and a negative category. During acute
 or active phases



around the branches. And from out of nowhere came


of schizophrenia, the positive symptoms—hallucinations, delu-


an incredibly wrinkled, iridescent face. Starting as


sions, incoherence, and disorganized behavior—are prominent.


a small point infinitely distant, it rushed forward,



becoming infinitely huge. I could see nothing else. My



heart had stopped. The moment stretched forever.



I tried to make the face go away but it mocked me. . . .



schizophrenic disorder
 Severe form of psychopathology characterized


I tried to look the face in the eyes and realized I had


by the breakdown of integrated personality functioning, withdrawal


left all familiar ground.
 (1975, p. 96)

from reality, emotional distortions, and disturbed thought processes.
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At other times, the negative symptoms—social withdrawal and

flattened emotions—become more apparent. Some individuals,

such as Mark Vonnegut, experience only one or a couple of

acute phases of schizophrenia and recover to live normal lives.

Others, often described as chronic sufferers, experience either

repeated acute phases with short periods of negative symptoms

or occasional acute phases with extended periods of negative

symptoms. Even the most seriously disturbed are not acutely

delusional all the time.


Major Types of Schizophrenia


Because of the wide variety of symptoms that can characterize

schizophrenia, investigators consider it not a single disorder

but rather a constellation of separate types. The five most com-

monly recognized subtypes are outlined in Table 14.4
 .

What patterns of thoughts may indicate that a person is

experiencing schizophrenia?


Disorganized Type


In this subtype of schizophrenia, a per-

son displays incoherent patterns of thinking and grossly bizarre

and disorganized behavior. Emotions are flattened or inappro-

priate to the situation. Often, a person acts in a silly or childish

t Delusions of grandeur.
 Individuals believe that they

manner, such as giggling for no apparent reason. Language can

are important or exalted beings—millionaires, great

become so incoherent, full of unusual words and incomplete

inventors, or religious figures such as Jesus Christ.

sentences, that communication with others breaks down. If de-

Delusions of persecution may accompany delusions

lusions or hallucinations occur, they are not organized around

of grandeur—an individual is a great person but is

a coherent theme.

continually opposed by evil forces.

t Delusional jealousy.
 Individuals become convinced—


Catatonic Type


The major feature of the catatonic type of

without due cause—that their mates are unfaithful.

schizophrenia is a disruption in motor activity. Sometimes

They contrive data to fit the theory and “prove” the truth

people with this disorder seem frozen in a stupor. For long

of the delusion.

periods of time, the individual can remain motionless, often in

Individuals with paranoid schizophrenia rarely display obvi-

a bizarre position, showing little or no reaction to anything in

ously disorganized behavior. Instead, their behavior is likely to

the environment. At other times, these patients show excessive

be intense and quite formal.

motor activity, apparently without purpose and not influenced

by external stimuli. The catatonic type is also characterized by


Undifferentiated Type


This is the grab-bag category of

extreme negativism
 , an apparently unmotivated resistance to

schizophrenia, describing a person who exhibits prominent de-

all instructions.

lusions, hallucinations, incoherent speech, or grossly disorgan-

ized behavior that fits the criteria of more than one type or of


Paranoid Type


Individuals suffering from this form of

no clear type. The hodgepodge of symptoms experienced by

schizophrenia experience complex and systematized delusions

these individuals does not clearly differentiate among various

focused around specific themes:

schizophrenic reactions.

t Delusions of persecution.
 Individuals feel that they are

being constantly spied on and plotted against and that


Residual Type


Individuals diagnosed as residual type have

they are in mortal danger.

usually suffered from a major past episode of schizophrenia but

are currently free of major positive symptoms such as halluci-

nations or delusions. The ongoing presence of the disorder is

signaled by minor positive symptoms or negative symptoms like


Table 14.4t
 Types of Schizophrenic Disorders

flat emotion. A diagnosis of residual type may indicate that the


Types of


person’s disease is entering remission
 , or becoming dormant.


Schizophrenia



Major Symptoms


Disorganized

Inappropriate behavior and emotions; incoherent


Causes of Schizophrenia


language

Different etiological models point to very different initial causes

Catatonic

Frozen, rigid, or excitable motor behavior

of schizophrenia, different pathways along which it develops,

Paranoid

Delusions of persecution or grandeur

Undifferentiated

Mixed set of symptoms with thought disorders

and features from other types


Explore
 the Concept
 Types and Symptoms of Schizophrenia
 on


MyPsychLab


Residual

Free from major symptoms but evidence from


delusion
 False or irrational belief maintained despite clear evidence to

minor symptoms of continuation of the disorder

the contrary.
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and different avenues for treatment. Let’s look at the contribu-

an impact on when and how people will be affected: Research

tions several of these models can make to an understanding of

evidence has emerged that associates several candidate

the way a person may develop a schizophrenic disorder.

genes with the disorder (Shi et al., 2008). Different people’s

experience of schizophrenia—with respect, for example, to the


Genetic Approaches


It has long been known that schizo-

severity of their symptoms—may depend on exactly the combi-

phrenia tends to run in families (Bleuler, 1978; Kallmann,

nation of genes they inherit.

1946). Three independent lines of research—family studies,

twin studies, and adoption studies—point to a common con-


Brain Function


Another biological approach to the study of

clusion: Persons related genetically to someone who has had

schizophrenia is to look for abnormalities in the brains of indi-

schizophrenia are more likely to become affected than those

viduals suffering from the disorder. Much of this research now

who are not (Riley, 2011). A summary of the risks of being

relies on brain-imaging techniques that allow direct compari-

affected with schizophrenia through various kinds of rela-

sons to be made between the structure and functioning of the

tives is shown in Figure 14.4
 . Schizophrenia researcher Irving


brains of individuals with schizophrenia and normal control


Gottesman
 (1991) pooled these data from about 40 reliable

individuals (Keshavan et al., 2008). For example, as shown in

studies conducted in Western Europe between 1920 and 1987;


Figure 14.5
 , magnetic resonance imaging has shown that the

he dropped the poorest data sets. As you can see, the data are


ventricles
 —the brain structures through which cerebrospinal

arranged according to degree of genetic relatedness, which cor-

fluid flows—are often enlarged in individuals with schizophre-

relates highly with the degree of risk. For example, when both

nia (Barkataki et al., 2006). MRI studies also demonstrate that

parents have suffered from schizophrenia, the risk for their off-

individuals with schizophrenia have measurably thinner re-

spring is 46 percent, as compared with 1 percent in the general

gions in frontal and temporal lobes of cerebral cortex; the loss

population. When only one parent has had schizophrenia, the

of neural tissue presumably relates to the disorder’s behavioral

risk for the offspring drops sharply, to 13 percent. Note also

abnormalities (Bakken et al., 2011).

that the probability that identical twins will both have schizo-

Researchers have also begun to document that some brain

phrenia is roughly three times greater than the probability for

abnormalities are related to the progress of the disease (Brans

fraternal twins.

et al., 2008). For example, Figure 14.6
 presents the data from

Because the heritability of schizophrenia is so firmly

a longitudinal study of 12 individuals who began to experience

established, researchers have turned their attention toward

symptoms of schizophrenia by age 12 (Thompson et al., 2001).

discovering the specific genes that may put people at risk for

the disorder. As you’ve seen, there are several major types of

schizophrenia with a variety of different symptoms. For that

reason, researchers believe that a number of genes will have


Watch
 the Video
 Genetics Research in Schizophrenia
 on MyPsychLab
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The study focused on changes in gray matter (largely the cell

bodies and dendrites of nerve cells in the cortex) over a five-

year period. The 12 patients underwent repeated MRI scans,

as did an age-matched group of healthy control participants.

You may recall from Chapter 10 that adolescent brains are still

undergoing processes of change. That’s why even the normal

adolescents experience some loss of gray matter. However, as

you can see in Figure 14.6
 , the loss of gray matter for the ado-

lescents with schizophrenia was quite dramatic. By monitoring

for such changes in people at genetic risk for schizophrenia,

clinicians may be able to offer diagnosis and treatment earlier

in the disorder (Wood et al., 2008).

Given the wide range of symptoms of schizophrenia, you

are probably not surprised by the comparably wide range of

biological abnormalities that may be either causes or conse-

quences of the disorder. What are the ways in which features of


FIGURE 14.5
 Schizophrenia and Ventricle Size

the environment may prompt people who are at risk to develop

Male identical twins underwent MRI scans. The scan of

the disease?

the twin with schizophrenia (on the right) reveals enlarged

ventricles compared to the scan of the twin without the


Environmental Stressors


We have been focusing on

disorder (on the left).

genetic and biological aspects of schizophrenia. However, as

Photo courtesy of Drs. E. Fuller Torrey and Daniel Weinberger.

you can see in Figure 14.5
 , even in the groups with the great-

est genetic similarity, the risk factor is less than 50 percent.

This indicates that, although genes play a role, environmental


FIGURE 14.6
 Gray Matter Loss in

Adolescents with Schizophrenia

Researchers carried out MRI scans on

12 adolescents with schizophrenia and

12 age-matched healthy controls. Over

a five-year period, the adolescents with

schizophrenia showed substantial loss of

gray matter in several areas of their brains.

From Thompson, P. M., Vidal, C., Giedd, J. N.,

Gochman, P., Blumenthal, J., Nicolson, R.,

Toga, A. W., & Rapoport, J. L. (2001). Mapping

adolescent brain change reveals dynamic wave

of accelerated gray matter loss in very early-onset

schizophrenia. PNAS, 98
 , 11650–11655.
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conditions may also be necessary to give rise to the disorder.

4

A widely accepted hypothesis for the cause of schizophrenia

3.5

is the diathesis-stress hypothesis
 . According to the diathesis-


3


stress hypothesis,
 genetic factors place the individual at risk,

2.5

2

but environmental stress factors must impinge for the potential

1.5

risk to be manifested as a schizophrenic disorder. Let’s consider

1

some of those factors.

0.5

For example, research has demonstrated that people who

0

live in urban settings, people who experience greater economic

–0.5

difficulties, and people who have migrated from one country to

–1

–1.5

another all experience higher rates of schizophrenia (Bourque

–2

et al., 2011; Tandon et al., 2008). Explanations for these rela-


Change in delusions and hallucinations
 –2.5

tionships often focus on social stressors and social adversity.

–3

Research also suggests that people who experience traumatic


Low emotional



High emotional


life events are at higher risk for schizophrenia. One study ex-


reactivity



reactivity


amined large samples of individuals in both the United States

Stressful life events

and Great Britain: The more people had experienced traumas

No

Yes

such as physical or sexual abuse, the more likely they were to

suffer from a schizophrenic disorder (Shevlin et al., 2008).


FIGURE 14.7
 Changes in Symptoms

Researchers have also examined how life events affect

of Schizophrenic Disorders

changes in people’s symptoms once they have been diagnosed

with a schizophrenic disorder. Consider a study that demon-

Researchers measured patients’ emotional reactivity and

strated a relationship between patients’ responses to life events

symptom change over a nine-month-period. Only patients who

and changes in their symptoms.

both had negative life events and high emotional reactivity

showed increases in symptoms (that is, delusions and

hallucinations).


Fea
 Researchers assessed the symptoms of patients with a


Data from Docherty, N. M. et al. (2008). Life events and high-trait reactivity


tured



schizophrenic disorder at the beginning and end of a nine-


together predict psychotic symptom increases in schizophrenia. Schizophrenia



Stud



month period (Docherty et al., 2009). At the study’s outset,



Bulletin
 , 35
 (3). Reprinted by permission of Oxford University Press.


the researchers also measured each patient’s emotional re-



y



activity—the intensity of an individual’s emotional responses


overprotective and intrusive), and if they have a generally hostile


to life events. The patients, for example, responded to


attitude toward the patient. When patients in remission leave hos-


statements such as “I have big ups and downs in mood”


pitals and return to high-expressed-emotion homes, the risk of


and “I experience very intense emotions” on a scale rang-


relapse is more than twice as high as when they return to low-


ing from “never, or almost never” to “always, or almost


expressed-emotion homes (Hooley, 2007). The implication is that


always.” Nine months later, the patients gave an account


treatment should be for the entire family as a system
 , to change the


of life events from the preceding month. Based on their


operating style toward the disturbed child (Kuipers et al., 2010).


reports, the researchers sorted them into categories of peo-


The number of explanations of schizophrenia this section


ple who had experienced moderate or severe life events in


has reviewed—and the questions that remain despite signifi-


the past month and those who hadn’t. The researchers pre-


cant research—suggests how much there is to learn about this


dicted that negative life events would lead to greater symp-


powerful psychological disorder. Complicating understanding


toms of schizophrenia—but only for patients who regularly


is the likelihood that the phenomenon called schizophrenia is


had intense emotional responses to those events. As you


probably better thought of as a group of disorders, each with


can see in
 Figure 14.7
 , the data supported the prediction.


potentially distinct causes. Genetic predispositions, brain proc-


Only patients who both had negative life events and high


esses, and family interactions have all been identified as partici-


emotional reactivity showed increases in symptoms (that is,


pants in at least some cases. Researchers must still determine


delusions and hallucinations).


the exact ways in which these elements may combine to bring

about schizophrenia.

We saw earlier that differences in people’s responses to life

events affect the likelihood that they will experience, for ex-


Stop
 and
 Review


ample, major depressive disorder. This study demonstrated a

similar pattern for symptoms of schizophrenia.

Are social withdrawal and flattened emotions positive or

Research has also looked at family stressors that may af-

negative symptoms of schizophrenia?

fect both the likelihood that people develop schizophrenic dis-

orders and the likelihood that they will relapse if the symptoms

go into remission (Miklowitz & Tompson, 2003; Schlosser et al.,

2010). For example, several studies have focused on the concept


diathesis-stress hypothesis
 A hypothesis about the cause of certain

disorders, such as schizophrenia, that suggests that genetic

of expressed emotion
 . Families are high on expressed emotion if

factors predispose an individual to a certain disorder but that

they make a lot of critical comments about the patient, if they

environmental stress factors must impinge in order for the potential

are emotionally overinvolved with the patient (that is, if they are

risk to manifest itself.


410



Chapter 14
 Psychological Disorders


For what type of schizophrenic disorder would


Table 14.5t
 Personality Disorders

delusions of persecution or grandeur be symptoms?


Disorder



Characteristics


What impact does family expressed emotion have on

relapse for schizophrenic disorders?


Cluster A: People’s behavior appears odd or eccentric


Paranoid

Distrust and suspiciousness about the motives of the


CRITICAL THINKING


Recall the study that looked at

individuals with whom they interact

the impact of life events on symptoms of schizophrenia.

Schizoid

Lack of desire to have social relationships; lack

Why was emotional reactivity measured at the beginning

of emotionality in social situations

of the nine-month period?

Schizotypal

Cognitive or perceptual distortions as well as


Study
 and Review
 on MyPsychLab


discomfort in social relationships


Cluster B: People’s behavior appears dramatic or erratic


Antisocial

Inability to respect the rights of others; irresponsible or

unlawful behavior that violates social norms


PERSONALITY DISORDERS


Borderline

Instability and intensity in personal relationships;

impulsivity, particularly with respect to behaviors that

A personality disorder
 is a long-standing (chronic), inflex-

include self-harm

ible, maladaptive pattern of perceiving, thinking, or behaving.

These patterns can seriously impair an individual’s ability to

Histrionic

Excessive emotionality and attention seeking;

function in social or work settings and can cause significant

inappropriate sexual or seductive behavior

distress. They are usually recognizable by the time a person

Narcissistic

Grandiose sense of self-importance and a need for

reaches adolescence or early adulthood. Personality disorders

constant admiration; lack of empathy for others

are coded on Axis II of DSM-IV-TR
 . As shown in Table 14.5
 ,


DSM-IV-TR
 organizes 10 types of personality disorders into


Cluster C: People’s behavior appears anxious or fearful


three clusters.

Avoidant

Avoid interpersonal contact because of risk of rejection;

Diagnoses of personality disorders have sometimes

fear criticism and feel inadequate in social situations

been controversial because of the overlap among the disor-

ders: Some of the same behaviors contribute to diagnoses

Dependent

Need others to take responsibility for major areas

of different disorders. In addition, researchers have tried

of life; feel uncomfortable or helpless without support

to understand the relationship between normal and abnor-

from other people

mal personalities. They ask, at what point does an extreme

Obsessive-

Preoccupied with rules and lists; perfectionism

on a particular dimension of personality indicate a disorder

Compulsive

interferes with being able to complete tasks

(Livesley & Lang, 2005)? For example, most people are some-

what dependent on other people. When does dependence

become sufficiently extreme to signal dependent personal-

ity disorder? As with other types of psychological disorders,

clinicians must understand when and how personality traits

become maladaptive—when and how those traits cause either

clinging. Let’s consider a study that demonstrated a relation-

the person or society to suffer. To illustrate that conclusion,

ship between rejection and rage for individuals with borderline

this section will focus on borderline personality disorder
 and

personality disorder.


antisocial personality disorder
 .


F



Researchers recruited 45 individuals who met diagnostic cri-



eatured



teria for borderline personality disorder (BPD) and 40 healthy



Borderline Personality Disorder



controls (Berenson et al., 2011). The participants carried
 Stud



handheld computers that prompted them for responses at


Individuals with borderline personality disorder
 experience


y



105 randomly selected times over the course of 21 days.


great instability and intensity in personal relationships. These


Each time the computer beeped, participants indicated how


difficulties arise in part from difficulties controlling anger.


much rejection they were experiencing at that moment


The disorder leads people to have frequent fights and temper


by responding to statements such as “I am abandoned.”


tantrums. In addition, people with this disorder display great

impulsivity in their behaviors—particularly with respect to be-

haviors that can relate to self-harm, such as substance abuse or

suicide attempts. Among adults in the United States, the preva-

lence of borderline personality disorder is about 1.6 percent

(Lenzenweger et al., 2007).


personality disorder
 A chronic, inflexible, maladaptive pattern of

perceiving, thinking, and behaving that seriously impairs an

One important component of borderline personality dis-

individual’s ability to function in social or other settings.

order is an intense fear of abandonment (Bornstein et al., 2010).


borderline personality disorder
 A disorder defined by instability and

People with this disorder engage in frantic behaviors to pre-

intensity in personal relationships as well as turbulent emotions

vent abandonment such as frequent phone calls and physical

and impulsive behaviors.
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Participants also reported their feelings of rage at that mo-



ment by answering questions such as “Right now to what



extent do you feel like lashing out?” Individuals in the BPD



group reported both more rejection and more rage over the



three-week period. In addition, for the BPD group, small mo-



mentary increases in rejection led to relatively large incre-



ments in rage. Members of the control group did not react



to momentary feelings of rejection with that same pattern



of rage.


This study illustrates the difficulties with emotional control

that make it quite difficult to maintain relationships with

people with borderline personality disorder. One study that

followed people with this disorder over the course of 10 years

found impaired social functioning across the whole period

(Choi-Kain et al., 2010). This research suggests that borderline

Why do people with antisocial personality disorder often have

personality disorder remains stable over time.

legal difficulties?


Causes of Borderline Personality Disorder


As with other

disorders, researchers have focused on both the nature and

social norms begin early in their lives—disrupting class, getting

nurture of borderline personality disorder. Twin studies pro-

into fights, and running away from home. Their actions are

vide strong evidence in favor of a genetic contribution (Distel

marked by indifference to the rights of others. Among adults

et al., 2008). For example, one study compared the rate of con-

in the United States, the prevalence of antisocial personality

cordance for monozygotic versus dizygotic twins (Torgersen

disorder is about 1.0 percent (Lenzenweger et al., 2007).

et al., 2000). When MZ twins had borderline personality disor-

Antisocial personality disorder is often comorbid with

der, 35.3 percent of their siblings also had the disorder; for DZ

other pathologies. For example, in one study of adults with his-

twins, only 6.7 percent of their siblings also had the disorder.

tories of alcohol or drug abuse the prevalence of antisocial per-

If you recall the discussion in Chapter 13 about the strong her-

sonality disorder was 18.3 percent for men and 14.1 percent for

itability of personality traits, you might not be surprised that

women—considerably higher than the 1.0 percent prevalence

disorders of those traits are also heritable.

for the general population (Goldstein et al., 2007). In addition,

Still, research suggests that environmental factors make

antisocial personality disorder also puts people at risk for sui-

a strong contribution in the etiology of borderline per-

cide, even in the absence of major depressive disorder (Javdani

sonality disorder (Cohen et al., 2008; Lieb et al., 2004). One

et al., 2011; Swogger et al., 2009). This suicide risk is likely to be

study compared the incidence of early traumatic events for

a product of the impulsivity and disregard for safety that char-

66 patients with the disorder to 109 healthy controls (Ban-

acterizes the disorder.

delow et al., 2005). The patients had considerably different

lives. For example, 73.9 percent of the patients with border-


Causes of Antisocial Personality Disorder


Researchers

line personality disorder reported childhood sexual abuse; only

have used twin studies to examine genetic components of specific

5.5 percent of the controls did so. The patients reported, on

behaviors associated with antisocial personality disorder. For

average, that the abuse started at age 6 and lasted for 3½ years.

example, one study examined the concordance in behaviors for

That early trauma likely contributed to the incidence of the

3,687 pairs of twins (Viding et al., 2005). Teachers responded

disorder. However, not all people who endure childhood sexual

to statements about each twin to indicate the presence of

abuse develop borderline personality disorder—witness the

callous-unemotional traits (such as “Does not show feelings or

5.5 percent of control participants in this study who survived

emotions”) and antisocial behavior (such as “Often fights with

childhood sexual abuse but did not develop the disorder. It is

other children or bullies them”). The comparisons of MZ and DZ

likely that a combination of genetic risk and traumatic events

twins suggested that the tendency to display callous-unemotional

explains the etiology of the disorder.

traits had a strong genetic component. In addition, for twins who

displayed high levels of those callous-emotional traits, genetics

also made a strong contribution to antisocial behavior.


Antisocial Personality Disorder


Research has also focused on the environmental circum-

stances that give rise to antisocial personality disorder (Paris,


Antisocial personality disorder
 is marked by a long-standing

2003). As was the case for borderline personality disorder, peo-

pattern of irresponsible or unlawful behavior that violates so-

ple with antisocial personality disorder are more likely than

cial norms. Lying, stealing, and fighting are common behaviors.

healthy individuals to have experienced childhood abuse. To

People with antisocial personality disorder often do not experi-

verify this relationship, one team of researchers searched court

ence shame or remorse for their hurtful actions. Violations of

records (from around 1970) to compile a sample of 641 in-

dividuals whose abuse and neglect as children was officially

documented (Horwitz et al., 2001). Those individuals were

interviewed 20 years later to assess the prevalence of psycho-


antisocial personality disorder
 A disorder characterized by stable

patterns of irresponsible or unlawful behavior that violates

logical disorders. Compared to a control group of 510 indi-

social norms.

viduals with no history of abuse, the maltreated individuals
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were considerably more likely to meet the criteria for antisocial

and interrupting. A diagnosis of ADHD requires that children

personality disorder. What mattered, in addition, was that the

have shown these patterns of behavior for at least six months

people who had been mistreated as children had often experi-

before age 7.

enced a higher level of stressors throughout their lives. Further

Researchers estimate the prevalence of ADHD to be

research suggests that physical abuse, in particular, puts indi-

9 percent among children ages 5 to 17 in the United States

viduals at risk for antisocial personality disorder (Lobbestael

(Akinbami et al., 2011). The rate is 12.3 percent for boys and

et al., 2010).

5.5 percent for girls. Note, however, that research suggests

that cultural biases (for example, expectations of gender dif-

ferences) lead to fewer diagnoses of ADHD among girls than

are justified—making it difficult to provide an exact estimate


Stop
 and
 Review


of the gender difference. However, in one large-scale study of

adults, 3.2 percent of women and 5.4 percent of men met diag-

What intense fear do people with borderline

nostic criteria for ADHD (Kessler et al., 2006a). These figures

personality disorder have with respect to interpersonal

may accurately reflect gender differences across the life span.

relationships?

When they are diagnosed with ADHD, boys and girls show

How do the early lives of people with borderline

much the same patterns of problematic behavior (Rucklidge,

personality disorder compare to those of healthy controls?

2010). However, girls may experience more social isolation as a

Why are people with antisocial personality disorder

consequence of ADHD than do boys (Elkins et al., 2011).

at risk for suicide?

The diagnosis of ADHD is complicated by the fact that

many children are prone to episodes of inattention, hyperactiv-


CRITICAL THINKING


Consider the study that assessed

ity, or impulsiveness. For that reason, the diagnosis has some-

the relationship between rejection and rage for borderline

times been controversial: People have worried that children’s

personality disorder. Why was it important that the

normal disorderliness was being labeled as abnormal. How-

sampling was done at randomly selected times?

ever, there is now a large consensus among clinicians that some

children’s behavior reaches a level at which it is maladaptive—
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the children are unable to control their behavior or complete

tasks. Although there has often been a popular perception that

ADHD is overdiagnosed, research evidence contradicts that

perception (Sciutto & Eisenberg, 2007). In fact, as noted earlier,

ADHD might actually be underdiagnosed for girls.


PSYCHOLOGICAL DISORDERS


As with the other disorders, researchers have considered

both the nature and nurture of ADHD. Twin and adoption


OF CHILDHOOD


studies have provided strong evidence for the heritability of the

disorder (Greven et al., 2011). Researchers have started to docu-

The discussion so far has largely focused on adults who suffer

ment relationships between specific genes that affect the brain’s

from psychopathology. It is important to note, however, that

development and neurotransmitter functions (Poelmans et al.,

many individuals begin to experience symptoms of mental illness

2011; Smoller et al., 2006). There are also important environ-

in childhood and adolescence. Researchers have recently intensi-

mental variables associated with ADHD. For example, children

fied their study of the time course with which psychopathology

who come from families with economic disadvantages or fami-

emerges in young lives (Zahn-Waxler et al., 2008). Research-

lies with high levels of conflict are more likely to experience

ers often try to identify behavior patterns that allow for early

the disorder (Akinbami et al., 2011; Biederman et al., 2002).

diagnosis and treatment. For example, problems with social

Some environmental variables have greater impact on children

functioning may provide clues that children and adolescents are

in different birth positions. For example, the eldest children

at risk for schizophrenia (Tarbox & Pogue-Geile, 2008).

in families that lack cohesion—families in which members are


DSM-IV-TR
 also identifies a range of disorders that are

not committed to providing support to each other—are more

“usually first diagnosed in infancy, childhood, or adolescence.”

at risk for ADHD than are younger siblings in such families

Chapter 9 discussed one of these disorders, mental retardation
 .

(Pressman et al., 2006). Results of this sort suggest that parent-

Here, the focus will be on attention-deficit hyperactivity disor-


ing experience has an impact on the incidence of ADHD.


der
 and autistic disorder
 .


Autistic Disorder



Attention-Deficit Hyperactivity Disorder


Children with autistic disorder
 present severe disruption in

The definition of attention-deficit hyperactivity disorder


their ability to form social bonds. They are likely to have greatly

(ADHD) refers to two clusters of symptoms ( DSM-IV-TR
 ,

delayed and very limited development of spoken language as

2000). First, children must show a degree of inattention
 that

is not consistent with their level of development. They might,

for example, have difficulty paying attention in school or

often lose items such as toys or school assignments. Second,


attention-deficit hyperactivity disorder (ADHD)
 A disorder of childhood

children must show signs of hyperactivity-impulsivity
 that,

characterized by inattention and hyperactivity-impulsivity.

once again, is not consistent with their developmental level.


autistic disorder
 A developmental disorder characterized by severe

Hyperactive behaviors include squirming, fidgeting, and exces-

disruption of children’s ability to form social bonds and use

sive talking; impulsive behaviors include blurting out answers

language.

Psychological Disorders of Childhood
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As you saw in Chapter 10, under ordinary circumstances, chil-

dren develop a theory of mind. At first, they interpret the world

only from their own perspective. However, with rapid progress

between ages 3 and 4, children develop an understanding that

other people have different knowledge, beliefs, and intentions

than they do. Research suggests that individuals with autistic

disorder lack the ability to develop this understanding. With-

out a theory of mind, it is quite difficult for people to establish

social relationships. Individuals with autistic disorder find it

virtually impossible to understand and predict other people’s

behavior, making everyday life seem mysterious and hostile.


Stop
 and
 Review


What types of behaviors characterize ADHD?

Why has it been difficult to diagnose autistic disorder

before age 2 or 3?

What psychological disorders of childhood might lead to

Why is theory of mind relevant to autistic disorder?

classroom disruptions?
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well as very narrow interests in the world. Consider a report on

a child who was diagnosed with this disorder:


[Audrey] seemed frightened by nearly any changes



THE STIGMA



in her customary routine, including the presence of



strange people. She either shrank from contact with



OF MENTAL ILLNESS



other children or avoided them altogether, seemingly



content to engage in nonfunctional play by herself for


One of the most important goals for this chapter has been to


hours at a time. When she was with other children, she


demystify mental illness—to help you understand how, in some


seldom engaged in reciprocal play or even copied any


ways, abnormal behavior is really ordinary. People with psycho-


of their motor movements.
 (Meyer, 2003, p. 244)

logical disorders are often labeled as deviant
 . However, the devi-

ant label is not true to prevailing realities: When 46.4 percent

Many children with autistic disorder also engage in repeti-

of adults in the United States report having experienced some

tive and ritualistic behaviors: They might, for example, place

psychiatric disorder in their lifetime (Kessler et al., 2005a), psy-

objects in lines or symmetrical patterns (Greaves et al., 2006;

chopathology is, at least statistically, relatively normal.

Leekam et al., 2011).

Even given the frequency with which psychopathology

Research suggests that the prevalence of autistic disorder

touches “normal lives,” people who are psychologically dis-

(and related disorders) is about one out of 110 children (Cent-

ordered are often stigmatized in ways that most physically ill

ers for Disease Control and Prevention, 2009). Because many of

people are not. A stigma
 is a mark or brand of disgrace; in the

the symptoms of autistic disorder relate to language and social

psychological context, it is a set of negative attitudes about a

interaction, it has often been difficult to diagnose the disorder

person that places him or her apart as unacceptable (Hinshaw &

until parents notice that their children are failing to use language

Stier, 2008). The woman with schizophrenia quoted at the be-

or interact. However, recent research has begun to document be-

ginning of the chapter had this to say: “The patient and public, in

haviors in the first year of life that predict later diagnoses of au-

my [opinion] needs to be educated about mental illness because

tistic disorder (Zwaigenbaum et al., 2005). For example, children

people ridicule and mistreat, even misunderstand us at crucial

at risk for autistic disorder are less likely to smile in response to

times.” Negative attitudes toward the psychologically disturbed

social smiles and respond to their names than are other children.

come from many sources: The mass media portray psychiatric

patients as prone to violent crime; jokes about the mentally ill


Causes of Autistic Disorder


As with ADHD, autistic dis-

are acceptable; families deny the mental distress of one of their

order has a large genetic component. In fact, researchers have

members; legal terminology stresses mental incompetence. Peo-

begun to identify the variations in the human genome that may

ple also stigmatize themselves by hiding current psychological

predispose individuals to experience the disorder (Vieland

distress or a history of mental health care.

et al., 2011). Researchers have also discovered brain markers

Researchers have documented a number of ways in which

of the disorder. For example, individuals with autistic disor-

the stigma of mental illness has a negative impact on people’s

der experience more rapid brain growth than do their peers

(Amaral et al., 2008). The ongoing question is how such brain

abnormalities bring about the symptoms of the disorder.

Researchers have suggested that individuals who suffer


stigma
 The negative reaction of people to an individual or group

from autistic disorder have an inability to develop an under-

because of some assumed inferiority or source of difference that

standing of other people’s mental states (Baron-Cohen, 2008).

is degraded.
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lives (Hinshaw & Stier, 2008). In one sample of 84 men who


major depressive disorder. Participants answered a number


had been hospitalized for mental illness, 6 percent reported


of questions to indicate how they might respond to the indi-


having lost a job because of their hospitalization; 10 percent


vidual. For example, participants indicated how much social


reported having been denied an apartment or room; 37 percent


distance they would maintain by responding to statements


reported being avoided by others; and 45 percent reported that


such as, “How willing would you be to make friends with


others had used their history of mental illness to hurt their


[the patient]?” (p. 1066). Participants with more personal


feelings. Only 6 percent of the men reported no incidents of


contact indicated that they would establish less personal


rejection (Link et al., 1997). This group of men went through


distance. In addition, people with more personal contact ex-


a yearlong course of treatment that resulted in considerable


pressed less anger and blame toward the patient.


improvement in their mental health. Even so, at the end of

that year, there were no changes in their perception of stigma:

I hope that one consequence of reading this chapter will be to

Despite their improvements in functioning, the patients did not

help modify your beliefs about what it means to be mentally

expect to be treated any more kindly by the world. This type of

ill—and to increase your tolerance and compassion for men-

research shows the great duality of many people’s experience

tally ill individuals.

with mental disorders: Seeking help—allowing one’s problems

In making sense of psychopathology, you are forced to

to be labeled—generally brings both relief and
 stigma.

come to grips with basic conceptions of normality, reality,

Unfortunately, many people who suffer from mental ill-

and social values. In discovering how to understand, treat,

nesses internalize negative stereotypes and stigmatize them-

and, ideally, prevent psychological disorders, researchers

selves. In one study, 144 people with serious mental illnesses

not only help those who are suffering and losing out on the

completed a questionnaire that evaluated internalized stigma

joys of living, they also expand the basic understanding of

(West et al., 2011). The questionnaire assessed, for example,

human nature. How do psychologists and psychiatrists in-

the extent to which participants agreed with negative stereo-

tervene to right minds gone wrong and to modify behavior

types of people with mental illness. In the sample, 41 percent

that doesn’t work? The next chapter addresses that impor-

of the women and 35 percent of the men indicated substan-

tant question.

tial internalized stigma. Such internalized stigma has serious

consequences: People with high levels of internalized stigma

tend to experience more hopelessness, lower self-esteem, and

decreased quality of life (Livingston & Boyd, 2010).


Stop
 and
 Review


A final note on stigma: Research suggests that people who

have had prior contact with individuals with mental illnesses

In the context of mental illness, how does stigma

hold attitudes that are less affected by stigma (Couture & Penn,

function?

2003). Let’s look at one study that supports this conclusion.

Why does treatment for mental illness often bring about

both relief and stigma?


Fea
 A team of researchers surveyed 911 participants about



t


What types of experience reduce stigma?


ured



their personal contact with mental illness (Boyd et al.,



Stud



2010). Some participants had no contact whereas others



CRITICAL THINKING


Consider the study on personal


had themselves been hospitalized for mental illness or had


contact and responses to mental illness. Why is social dis-


y



family members or friends who had been hospitalized. The


tance an important measure?


participants were given vignettes that described an individ-



ual who had been diagnosed with either schizophrenia or
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Recapping Main Points




The Nature of Psychological Disorders


t The biological approach to the etiology of mental illness

concentrates on abnormalities in the brain, biochemical

t Abnormality is judged by the degree to which a person’s

processes, and genetic influences.

actions resemble a set of indicators that include

distress, maladaptiveness, irrationality, unpredictability,

t Psychological approaches include psychodynamic,

behavioral, cognitive, and sociocultural models.

unconventionality, observer discomfort, and violation of

standards or societal norms.


Anxiety Disorders


t Objectivity is an important problem for discussions of

mental illness.

t The five major types of anxiety disorders are

t Classification systems for psychological disorders should

generalized, panic, phobic, obsessive-compulsive,

provide a common shorthand for communicating about

and posttraumatic stress.

general types of psychopathologies and specific cases.

t Research has confirmed genetic and brain bases for anxiety

t The most widely accepted diagnostic and classification

disorders as well as behavioral and cognitive components

system is DSM-IV-TR
 .

of causality.

Recapping Main Points
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Mood Disorders


t The five subtypes of schizophrenia are disorganized,

catatonic, paranoid, undifferentiated, and residual.

t Major depressive disorder is the most common mood

disorder; bipolar disorder is much rarer.

t Evidence for the causes of schizophrenia has been

found in a variety of factors, including genetics, brain

t People have genetic predispositions toward

abnormalities, and environmental stressors.

mood disorders.

t Mood disorders change the way people respond to life


Personality Disorders


experiences.

t Women’s higher levels of major depressive disorder may

t Personality disorders are patterns of perception, thought,

or behavior that are long-standing and inflexible and impair

reflect differences in negative life experiences as well as

an individual’s functioning.

cognitive responses to those experiences.

t Suicides are most frequent among people suffering from

t Both borderline personality disorder and antisocial

personality disorder arise because of genetic and

depression.

environmental factors.


Somatoform and Dissociative Disorders



Psychological Disorders of Childhood


t Somatoform disorders such as hypochondriasis, somatization

disorder, and conversion disorder are characterized by

t Children with ADHD display inattention

and hyperactivity-impulsivity.

circumstances in which physical illnesses or complaints

cannot be fully explained by actual medical conditions.

t Autistic disorder is characterized by severe disruption of

children’s ability to form social bonds and use language.

t Dissociative disorders involve a disruption of the integrated

functioning of memory, consciousness, or personal identity.


The Stigma of Mental Illness



Schizophrenic Disorders


t Those with psychological disorders are often stigmatized

in ways that most physically ill people are not.

t Schizophrenia is a severe form of psychopathology

characterized by extreme distortions in perception,

t Although treatment for psychological disorders brings

thinking, emotion, behavior, and language.

about positive changes, the stigma associated with mental

illness has a negative impact on quality of life.



KEY TERMS



abnormal psychology (p. 386)

dissociative fugue (p. 405)

obsessive-compulsive disorder (OCD)

agoraphobia (p. 393)

dissociative identity disorder (DID)

(p. 394)

antisocial personality disorder (p. 412)

(p. 405)

panic disorder (p. 392)

anxiety disorder (p. 392)


DSM-IV-TR
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personality disorder (p. 411)

attention-deficit hyperactivity disorder
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phobia (p. 393)

(ADHD) (p. 413)

fear (p. 393)

psychological diagnosis (p. 388)

autistic disorder (p. 413)

generalized anxiety disorder (p. 392)

psychopathological functioning (p. 386)

bipolar disorder (p. 398)

hypochondriasis (p. 402)

psychotic disorder (p. 390)

borderline personality disorder (p. 411)
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schizophrenic disorder (p. 406)

comorbidity (p. 389)

learned helplessness (p. 400)

social phobia (p. 394)
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major depressive disorder (p. 397)
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stigma (p. 414)

dissociative disorder (p. 404)
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1.
 Comorbidity
 refers to circumstances in which an individual


10.
 To diagnose conversion disorder, you’d try to find _______

a. cannot be accurately diagnosed using DSM-IV-TR
 .

that preceded the appearance of symptoms.

b. has a neurotic disorder that cannot be easily cured.

a. a serious physical illness

c. has a psychotic disorder that includes a fear of death.

b. psychological conflict or stress

d. experiences more than one psychological disorder at

c. a visit to a medical doctor

the same time.

d. both pain and gastrointestinal complaints


2.
 Professor Hexter believes that unconscious conflicts


11.
 Although Eve doesn’t have any organic dysfunction, she

often cause psychological disorders. Which approach to

often forgets important personal experiences. This could

psychopathology does Professor Hexter use?

be an instance of

a. psychodynamic

c. cognitive

a. dissociative amnesia.

b. sociocultural

d. behavioral

b. hypochondriasis.

c. somatization disorder.


3.
 Analyses of legal records suggest that the use of the

d. dependent personality disorder.

insanity defense is quite _______ and the probability of it

succeeding is quite _______.


12.
 Which of these is a negative symptom of schizophrenia?

a. rare; low

c. common; low

a. hallucinations

c. delusions

b. rare; high

d. common; high

b. incoherent language

d. social withdrawal


4.
 For binge eating disorder, which criterion is still being


13.
 Which of these behaviors would not
 generally support a

researched as a potential part of the diagnosis?

diagnosis of attention-deficit hyperactivity disorder?

a. regular episodes of binge eating without purges

a. Manfred blurts out answers during class activities.

b. a loss of control during binges

b. Manfred loses his toys and school assignments.

c. binges causing great distress

c. Manfred squirms and fidgets in the classroom.

d. undue influence of body weight or shape

d. Manfred cries when other children tease him.

on self-evaluation


14.
 Professor Wyatt believes that 1-year-old Brian is at risk


5.
 For over a year, Jane has felt anxious or worried throughout

for autistic disorder. The professor might observe Brian to

the day. It sounds as though Jane is suffering from

determine whether he

a. panic disorder.

a. fails to respond to his name.

b. generalized anxiety disorder.

b. can walk without assistance.

c. obsessive-compulsive disorder.

c. responds appropriately to loud noises.

d. agoraphobia.

d. shows smooth pursuit with his eyes.


6.
 What attribution style puts people at risk for depression?


15.
 As part of an introductory psychology class, a professor has

a. internal–specific–stable

her students interview people who have recovered from

b. external–specific–unstable

psychological disorders. This exercise should

c. internal–global–stable

a. prompt the students to be more affected by the stigma

d. external–global–unstable

of mental illness.

b. have no impact on the students’ experience of stigma.


7.
 When something bad happens, Chris spends a lot of time

c. prompt the students to be less affected by the stigma

ruminating about the problem. Based on this behavior, you

of mental illness.

think it is

d. decrease the probability that students would seek

a. more likely that Chris is a man.

treatment for mental illness.

b. equally likely that Chris is a man or a woman.

c. likely that Chris will develop a specific phobia.

d. more likely that Chris is a woman.


ESSAY QUESTIONS



8.
 You are trying to assess the probability that Paula will


1.
 Why is it not always possible to be objective about

develop major depressive disorder. You would be least

diagnoses of mental illness?

concerned if she inherited _______ of the 5-HTTLPR

serotonin gene.


2.
 What are some benefits of a useful classification system

a. two short versions

for psychological disorders?

b. two long versions


3.
 What life circumstances lead some people to contemplate

c. one short and one long version

suicide?

d. one or more short versions


9.
 Nadine alternates between yelling at Tricia and begging her

to remain friends. Tricia is convinced that Nadine suffers

from _______ personality disorder.

a. schizotypal

c. borderline

b. narcissistic

d. obsessive-compulsive
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have learned: the words, thoughts, interpretations, and feed-

back that direct daily strategies for living. These therapies are

practiced by clinical psychologists as well as by psychiatrists.

While you were reading Chapter 14, you might

at some points have felt overwhelmed by all

the ways in which individuals can experience

mental illness. Fortunately, psychologists and

There are four major types of psychotherapies: psychodynamic,

other providers of mental health care have worked intently to

behavioral, cognitive, and existential-humanistic.

create therapies that address the full range of psychopathology.

The psychodynamic
 approach views suffering as the

You will see in this chapter that researchers continue to generate

outer symptom of inner, unresolved traumas and conflicts.

innovations in therapeutic techniques. The more researchers

Psychodynamic therapists treat mental disorder with a “talk-

learn about the causes and consequences of psychopathology—

ing cure,” in which a therapist helps a person develop insights

the research Chapter 14 described—the better they are able to

about the relation between the overt symptoms and the unre-

fine-tune their repertory of therapies.

solved hidden conflicts that presumably caused them.

This chapter examines the types of therapies that can help


Behavior therapy
 treats the behaviors themselves as dis-

restore personal control to individuals with a range of disor-

turbances that must be modified. Disorders are viewed as

ders. It surveys the major types of treatments currently used by

learned behavior patterns rather than as the symptoms of men-

health-care providers: psychoanalysis, behavior modification,

tal disease. Behaviors are transformed in many ways, including

cognitive alteration, humanistic therapies, and drug therapies.

changing reinforcement contingencies for desirable and unde-

We will consider the way these treatments work and assess

sirable responding, extinguishing conditioned responses, and

claims about the likelihood of their success.

providing models of effective problem solving.

As you read this chapter, bear in mind that many people


Cognitive therapy
 tries to restructure the way a person

who seek help from therapists haven’t been diagnosed with a

thinks by altering the often distorted self-statements a person

psychological disorder. There may be times in your life when

makes about the causes of a problem. Restructuring cognitions

you can use some help dealing with a variety of psychological

changes the way a person defines and explains difficulties, often

stressors. Recall that Chapter 12 emphasized the importance of

enabling the person to cope with the problems.

having a flexible repertory of coping skills. Therapists can help

Therapies that have emerged from the humanistic tradi-


you develop strategies for coping with life circumstances that


tion
 emphasize the patients’ values. They are directed toward

are causing you distress.

self-actualization, psychological growth, the development

of more meaningful interpersonal relationships, and the

enhancement of freedom of choice. They tend to focus more

on improving the functioning of essentially healthy people than

on correcting the symptoms of seriously disturbed individuals.


THE THERAPEUTIC CONTEXT


Although I have introduced each type of psychotherapy

separately, it is important to note that many psychotherapists

There are different types of therapies for mental disorders, and

take an integrative
 approach to practice: They integrate differ-

there are many reasons some people seek help (and others who

ent theoretical approaches to provide maximum benefit to their

need it do not). The purposes or goals of therapy, the settings

patients or clients. In many cases, psychotherapists begin their ca-

in which therapy occurs, and the kinds of therapeutic helpers

reers adhering to a particular theoretical orientation. However, as

also vary. Despite any differences between therapies, however,

their careers unfold, they begin to mix together the most effective

all are interventions
 into a person’s life, designed to change the

elements of different therapies (Norcross et al., 2005; Thoma &

person’s functioning in some way.

Cecero, 2009). Psychotherapists integrate across virtually every

pair of orientations (for example, cognitive and humanistic; be-

havioral and psychodynamic). However, the most prominent


Goals and Major Therapies


integrative therapies combine aspects of the cognitive and behav-

The therapeutic process can involve four primary tasks or goals:

ioral approaches (Goldfried, 2003; Norcross et al., 2005). Later, the

chapter describes integrative cognitive behavioral therapies.


1.
 Reaching a diagnosis
 about what is wrong, possibly deter-

mining an appropriate psychiatric (DSM-IV-TR)
 label for

the presenting problem, and classifying the disorder.


Therapists and Therapeutic Settings



2.
 Proposing a probable etiology
 (cause of the problem)—

that is, identifying the probable origins of the disorder

When psychological problems arise, most people initially seek

and the functions being served by the symptoms.

out informal counselors who operate in familiar settings. Many


3.
 Making a prognosis,
 or estimate, of the course the problem

will take with and without any treatment.


4.
 Prescribing and carrying out some form of treatment,



Watch
 the Video
 The Basics, Part 1: Living With Disorder
 on

a therapy designed to minimize or eliminate the


MyPsychLab


troublesome symptoms and, perhaps, their sources.


Watch
 the Video
 The Basics, Part 2: Therapies in Action
 on


Biomedical therapies
 focus on changing the mechanisms that


MyPsychLab


run the central nervous system. Practiced largely by psychiatrists


biomedical therapy
 Treatment for a psychological disorder that alters

and physicians, these therapies try to alter brain functioning with

brain functioning with chemical or physical interventions such as

drug therapy, surgery, or electroconvulsive therapy.

chemical or physical interventions, including surgery, electric


psychotherapy
 Any of a group of therapies, used to treat psychological

shock, and drugs that act directly on the brain–body connection.

disorders, that focus on changing faulty behaviors, thoughts,

Psychological therapies, which are collectively called

perceptions, and emotions that may be associated with specific


psychotherapy,
 focus on changing the faulty behaviors people

disorders.

The Therapeutic Context
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These psychologists tend to have a broader background in

psychology, assessment, and research than do psychiatrists.

A counseling psychologist
 also typically has obtained a

PhD or PsyD. He or she usually provides guidance in areas such

as vocation selection, school problems, drug abuse, and marital

conflict. Often, these counselors work in community settings

related to the problem areas—within a business, a school, a

prison, the military service, or a neighborhood clinic—and use

interviews, tests, guidance, and advising to help individuals solve

specific problems and make decisions about future options.

A psychiatrist
 must have completed all medical school

training for an MD degree and also have undergone some post-

doctoral specialty training in mental and emotional disorders.

Psychiatrists are largely trained in the biomedical basis of psy-

chological problems.

A psychoanalyst
 is a therapist with either an MD or a PhD

degree who has completed specialized postgraduate training in

the Freudian approach to understanding and treating mental

disorders.

These different types of therapists practice in many settings:

hospitals, clinics, schools, and private offices. Some humanistic

therapists prefer to conduct group sessions in their homes to

work in a more natural environment. Community-based thera-

pies, which take the treatment to the client, may operate out of

local storefronts or houses of worship. Finally, some therapists

work with clients in the life setting that is associated with their

problem. For example, they work in airplanes with clients who

suffer from flying phobias or in shopping malls with people who

Why do many psychotherapists integrate different theoretical

have social phobias. In recent years, psychotherapists have also

approaches in their clinical practices?

begun to provide mental health care using the Internet. The Crit-



ical Thinking in Your Life
 box on page 442 explores that topic.

People who enter therapy are usually referred to as either

people turn to family members, close friends, personal physi-

patients or clients. The term patient
 is used by professionals

cians, lawyers, or favorite teachers for support, guidance, and

who take a biomedical approach to the treatment of psycho-

counsel. Those with religious affiliations may seek help from a

logical problems. The term client
 is used by professionals who

clergy member. Others get advice and a chance to talk by open-

ing up to bartenders, salesclerks, cabdrivers, or other people

willing to listen. In our society, these informal therapists carry


Watch
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the bulk of the daily burden of relieving frustration and conflict.

on MyPsychLab


When problems are limited in scope, informal therapists can


clinical social worker
 A mental health professional whose specialized

often help.

training prepares him or her to consider the social context of

Although more people seek out therapy now than in the

people’s problems.

past, people usually turn to trained mental health professionals


pastoral counselor
 A member of a religious order who specializes in the

only when their psychological problems become severe or per-

treatment of psychological disorders, often combining spirituality

sist for extended periods of time. When they do, they can turn

with practical problem solving.

to several types of therapists.


clinical psychologist
 An individual who has earned a doctorate in

A clinical social worker
 is a mental health professional

psychology and whose training is in the assessment and treatment

of psychological problems.

whose specialized training in a school of social work pre-

pares him or her to work in collaboration with psychiatrists


counseling psychologist
 Psychologist who specializes in providing

guidance in areas such as vocational selections, school problems,

and clinical psychologists. Unlike many psychiatrists and psy-

drug abuse, and marital conflict.

chologists, these counselors are trained to consider the social


psychiatrist
 An individual who has obtained an MD degree and also has

contexts of people’s problems, so these practitioners may also

completed postdoctoral specialty training in mental and emotional

involve other family members in the therapy or at least become

disorders; a psychiatrist may prescribe medications for the treatment

acquainted with clients’ homes or work settings.

of psychological disorders.

A pastoral counselor
 is a member of a religious group


psychoanalyst
 An individual who has earned either a PhD or an MD

who specializes in the treatment of psychological disorders.

degree and has completed postgraduate training in the Freudian

approach to understanding and treating mental disorders.

Often, these counselors combine spirituality with practical

problem solving.


patient
 The term used by those who take a biomedical approach to the

treatment of psychological problems to describe the person being

A clinical psychologist
 is required to have concentrated

treated.

his or her graduate school training in the assessment and


client
 The term used by clinicians who think of psychological disorders

treatment of psychological problems, completed a supervised

as problems in living, and not as mental illnesses, to describe those

internship in a clinical setting, and earned a PhD or PsyD.

being treated.
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think of psychological disorders as “problems in living” and

not as mental illnesses. I will use the preferred term for each

approach: patient
 for biomedical and psychoanalytic therapies

and client
 for other therapies.


Diversity Issues in Psychotherapy


An important goal for clinicians is to provide relief to all people

who suffer from psychological disorders. However, that goal is

complicated by cultural and gender diversity. To begin, not all

cultural groups are equally likely to undergo treatment (Wang

et al., 2005; Youman et al., 2010). For example, Caucasians in

the United States are more likely to seek treatment than are

members of minority groups. An important part of that differ-

ence is unequal access to both physical and mental health care.

However, cultural norms also affect the extent to which people

seek psychological care (Snowden & Yamada, 2005). For exam-

ple, research suggests that African Americans are more likely to

interpret mental illness as physical illness. They are, therefore,

less likely to obtain psychotherapy when it would be appropri-

ate (Bolden & Wickes, 2005).

Another diversity issue arises once people actually seek

therapy: The important question becomes whether particular

therapies are equally effective across all cultural groups. In fact,

researchers have begun to demonstrate the importance of cultur-


Treatment of mental disorders in the 18th century focused


ally adapted psychotherapy,
 which is defined as “the systematic

on banishing “ill humors” from the body. Shown here is the

modification of a [treatment] . . . to consider language, culture,

“tranquilizing chair” advocated by Philadelphia physician

and context in such a way that it is compatible with the client’s

Benjamin Rush. Why did attitudes toward the treatment of

cultural patterns, meanings, and values” (Bernal et al., 2009,

people with mental illness change?

p. 362). Recall from Chapter 13 that cultures differ with respect

to their sense of self. One cultural adaptation would be to modify

forms of psychotherapy to recognize when people come from

t “Cultural skills: Counselor’s ability to intervene in a

individualistic or collectivist cultures (Smith et al., 2011). Recent

manner that is culturally sensitive and relevant.”

research suggests that culturally adapted psychotherapy have

more therapeutic value than standard therapies for members of

Research suggests that therapists with greater cultural compe-

racial and ethnic minority groups (Benish et al., 2011; Smith et al.,

tence also have better therapeutic outcomes with patients and

2011). More research is required to confirm these early results.

clients from diverse groups (Worthington et al., 2008).

Similarly, more research is needed to assess the extent to

Before we turn to contemporary therapies and therapists

which men and women benefit from the same therapies (Sigmon

in more detail, let’s first consider the historical contexts in

et al., 2007). Earlier chapters reviewed gender differences in the

which treatment of the mentally ill was developed.

prevalence of psychological disorders. Recall, for example, that

women experience more eating disorders than men do. For that

reason, most psychotherapies for eating disorders have been


Historical Perspectives


developed for girls and young women (Greenberg & Schoen,


on Institutional Treatment


2008). Researchers must determine to what extent the same

approaches are effective for men. Similarly, researchers must

What kind of treatment might you have received in past cen-

determine whether therapies that clinicians originated to treat

turies if you were suffering from psychological problems? For

men must be modified to bring relief to women.

much of history, chances are the treatment would not have

A final diversity issue arises with respect to the training

helped and could even have been harmful. This review will

of psychotherapists: Therapists must be prepared to provide

trace the institutional treatment of psychological disorders to

treatments that are sensitive to cultural differences. Research-

the 21st century, in which deinstitutionalization
 —the practice

ers have suggested, in particular, that therapists must have cul-


of moving people from psychiatric hospitals to other venues for


tural competence
 (Imel et al., 2011). Cultural competence has

treatment—has become an important issue.

been defined as having three components (Sue, 2006, p. 238):


History of Treatment


Population increases and migration

t “Cultural awareness and beliefs: Provider’s sensitivity to

to big cities in 14th-century Western Europe created unemploy-

her or his personal values and biases and how these may

ment and social alienation. These conditions led to poverty,

influence perceptions of the client, client’s problem, and

crime, and psychological problems. Special institutions were

the counseling relationship.”

t “Cultural knowledge: Counselor’s knowledge of the

client’s culture, worldview, and expectations for the


deinstitutionalization
 The movement to treat people with psychological

counseling relationship.”

disorders in the community rather than in psychiatric hospitals.

The Therapeutic Context
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soon created to warehouse society’s three emerging categories of

at 29,373 patients with schizophrenia who had been released

so-called misfits: the poor, criminals, and the mentally disturbed.

from hospitals. The researchers found that 42.5 percent of

In 1403, a London hospital—St. Mary of Bethlehem—

the patients were readmitted within 30 days of their initial

admitted its first patient with psychological problems. For the

release (Lin et al., 2006). More generally, approximately 40 to

next 300 years, mental patients of the hospital were chained,

50 percent of psychiatric patients are readmitted within one

tortured, and exhibited to an admission-paying public. Over

year after their initial discharge (Bridge & Barbe, 2004). In

time, a mispronunciation of Bethlehem— bedlam
 —came to

many of these cases, individuals left institutional care with the

mean chaos because of the horrible confusion reigning in the

symptoms of their psychological disorders at a level that could

hospital and the dehumanized treatment of patients there

have allowed them to function in the outside world. Unfortu-

(Foucault, 1975).

nately, people often do not have appropriate community or

It wasn’t until the late 18th century that the perception of

personal resources to adhere to treatment outside the struc-

psychological problems as mental illness emerged in Europe. In

ture provided by an institution. In that sense, the problem is

1792, the French physician Philippe Pinel received permission

not so much with deinstitutionalization as it is with the lack of

from the government installed after the French Revolution

community resources outside the institutions.

to remove the chains from some of the inmates in mental

When people cannot get adequate mental health care, they

hospitals. In the United States, psychologically disturbed

are often unable to maintain jobs or provide for their daily

individuals were confined for their own protection and for the

needs. For that reason, a large number of people with men-

safety of the community, but they were given no treatment.

tal illnesses like schizophrenia or major depressive disorder

However, by the mid-1800s, when psychology as a field of

become homeless. For example, in one sample of 1,562 chron-

study was gaining some credibility and respectability, “a cult of

ically homeless people in Philadelphia, 53 percent had been

curability” emerged throughout the country. Spurred on by her

diagnosed with serious mental illnesses (Poulin et al., 2010).

firsthand experience working in prison settings, Dorothea Dix


The association of homelessness and mental illness also holds

(1802–1887) labored continuously between 1841 and 1881 to

outside the United States. In a sample of 32,711 homeless

improve the physical treatment of the mentally ill.

people in Denmark, 62 percent of the men and 58 percent of

In the late 19th and early 20th centuries, many people

the women had received diagnoses of psychiatric disorders

argued that mental illness arose from the environmental

(Nielsen et al., 2011). Even when people with serious men-

stresses brought on by the turmoil of newly developing cities.

tal illness are not homeless, ongoing mental health issues can

To ease those stresses, the disturbed were confined to asylums

cause substantial problems. For example, researchers exam-

in rural areas, far from the stress of the city, not only for protec-

ined the rate at which people with severe mental illness are

tion but also for treatment (Rothman, 1971). Unfortunately,

the victims of violent crime such as robbery or assault (Teplin

many of the asylums that were built became overcrowded. The

et al., 2005). In a sample of 936 men and women, 25.3 percent

humane goal of alleviating mental illness was replaced with the

had experienced a violent crime—a rate 11 times higher than

pragmatic goal of containing strange people in remote places.

for individuals in the general population. The researchers sug-

These large understaffed state mental hospitals became little

gested that the individuals’ mental illnesses may prevent them

more than human warehouses for disturbed individuals (Scull,

from recognizing risk or appropriately protecting themselves.

1993). Beginning in the 1960s, reformers began to agitate

As the chapter reviews the range of therapies clinicians

against these warehouses, in favor of the deinstitutionalization

have devised to alleviate distress, it’s important for you to rec-

of at least those mental patients who could thrive with outpa-

ognize that many people do not have adequate access to mental

tient treatment and appropriate community supports. Unfor-

health care.

tunately, as we’ll see next, many deinstitutionalized patients do

not obtain adequate assistance in their communities.


Stop



Deinstitutionalization and Homelessness


In 1986,


and
 Review


41 percent of the money spent for mental health treatment in

What are the primary goals of the therapeutic process?

the United States was spent on inpatient care; in recent years

What special training does a psychoanalyst have?

that figure has fallen to 24 percent (Mark et al., 2007). This

Why is cultural competence important for therapists?

change reflects the process of deinstitutionalization: Many peo-

ple with disorders are now treated outside of hospital settings.

With respect to deinstitutionalization, what is meant

Deinstitutionalization arose from both social forces (that is,

by the “revolving door”?

the movement against the warehousing of people with men-


Study
 and Review
 on MyPsychLab


tal illness) and genuine advances in treatment. For example,

this chapter later describes drug treatments that allowed people

with schizophrenia to live outside of institutions.

Many people have been deinstitutionalized with the

assumption that they will receive mental health care in some

other setting. Unfortunately, that hasn’t always proven to be


PSYCHODYNAMIC THERAPIES


the case. In fact, many people who leave psychiatric hospitals

are not able to cope with their psychological disorders once


Psychodynamic
 therapies assume that a patient’s problems have

they are in the community. This reality has led to circumstances

been caused by the psychological tension between unconscious

that have sometimes been called the “revolving door”: People

impulses and the constraints of his or her life situation. These

leave institutions for only brief periods of time before need-

therapies locate the core of the disorder inside the disturbed

ing help once again. For example, one large-scale study looked

person. This section reviews the origins of this approach in the
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work of Sigmund Freud and his followers. We will then consider

how contemporary clinicians use psychodynamic therapies.


Freudian Psychoanalysis



Psychoanalysis,
 as developed by Sigmund Freud, is an intensive

and prolonged technique for exploring unconscious motivations

and conflicts in neurotic, anxiety-ridden individuals. As you saw

in earlier chapters, Freudian theory views anxiety disorders as

inabilities to resolve adequately the inner conflicts between the

unconscious, irrational impulses of the id
 and the internalized

social constraints imposed by the superego.
 The goal of psychoa-

nalysis is to establish intrapsychic harmony that expands aware-

ness of the forces of the id,
 reduces overcompliance with the

demands of the superego,
 and strengthens the role of the ego.


Why is psychoanalytic therapy, originally practiced in Freud’s

Of central importance to a therapist is to understand the

study, often called the “talking cure”?

way a patient uses the process of repression
 to handle conflicts.

Symptoms are considered to be messages from the unconscious

that something is wrong. A psychoanalyst’s task is to help a

When the repressed material is finally brought into the open, a

patient bring repressed thoughts to consciousness and to gain

patient generally claims that it is unimportant, absurd, irrelevant,


insight
 into the relationship between the current symptoms and

or too unpleasant to discuss. The therapist believes the opposite.

the repressed conflicts. In this psychodynamic view, therapy

Psychoanalysis aims to break down resistances and enable the

succeeds and patients recover when they are “released from

patient to face these painful ideas, desires, and experiences.

repression” established in early childhood. Because a central goal

of a therapist is to guide a patient toward discovering insights


Dream Analysis


Psychoanalysts believe that dreams are an

into the relationships between present symptoms and past

important source of information about a patient’s unconscious

origins, psychodynamic therapy is often called insight therapy.


motivations. When a person is asleep, the superego is presum-

Traditional psychoanalysis is an attempt to reconstruct

ably less on guard against the unacceptable impulses originat-

long-standing repressed memories and then work through

ing in the id, so a motive that cannot be expressed in waking

painful feelings to an effective resolution. The psychody-

life may find expression in a dream. In analysis, dreams are

namic approach includes several techniques to bring repressed

assumed to have two kinds of content: manifest
 (openly vis-

conflicts to consciousness and to help a patient resolve them

ible) content that people remember upon awakening and latent


(Luborsky & Barrett, 2006). These techniques include free

(hidden) content—the actual motives that are seeking expres-

association, analysis of resistance, dream analysis, and analysis

sion but are so painful or unacceptable that they are expressed

of transference and countertransference.

in disguised or symbolic form. Therapists attempt to uncover

these hidden motives by using dream analysis,
 a therapeutic


Free Association and Catharsis


The principal procedure

technique that examines the content of a person’s dreams to

used in psychoanalysis to probe the unconscious and release

discover the underlying or disguised motivations and symbolic

repressed material is called free association.
 A patient, sitting

meanings of significant life experiences and desires.

comfortably in a chair or lying in a relaxed position on a couch,

lets his or her mind wander freely and gives a running account


Transference and Countertransference


During the course

of thoughts, wishes, physical sensations, and mental images.

of the intensive therapy of psychoanalysis, a patient usually

The patient is encouraged to reveal every thought or feeling, no

develops an emotional reaction toward the therapist. Often, the

matter how unimportant it may seem.

therapist is identified with a person who has been at the center of

Freud maintained that free associations are predetermined,


an emotional conflict in the past—most often a parent or a lover.

not random. The task of an analyst is to track the associations

to their source and identify the significant patterns that lie

beneath the surface of what are apparently just words. The


psychoanalysis
 The form of psychodynamic therapy developed by

patient is encouraged to express strong feelings, usually toward

Freud; an intensive prolonged technique for exploring unconscious

authority figures, that have been repressed for fear of punish-

motivations and conflicts in neurotic, anxiety-ridden individuals.

ment or retaliation. Any such emotional release, by this or other


insight therapy
 A technique by which the therapist guides a patient

processes within the therapeutic context, is called catharsis.


toward discovering insights between present symptoms and past

origins.


Resistance


A psychoanalyst attaches particular importance to


free association
 The therapeutic method in which a patient gives a

running account of thoughts, wishes, physical sensations, and

subjects that a patient does not
 wish to discuss. At some time dur-

mental images as they occur.

ing the process of free association, a patient will show resistance
 —


catharsis
 The process of expressing strongly felt but usually repressed

an inability or unwillingness to discuss certain ideas, desires, or

emotions.

experiences. Such resistances are conceived of as barriers
 be-


resistance
 The inability or unwillingness of a patient in psychoanalysis

tween the unconscious and the conscious. This material is often

to discuss certain ideas, desires, or experiences.

related to an individual’s sexual life (which includes all things


dream analysis
 The psychoanalytic interpretation of dreams used to

pleasurable) or to hostile, resentful feelings toward parents.

gain insight into a person’s unconscious motives or conflicts.

Psychodynamic Therapies
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Table 15.1t
 Excerpt from a Session with

place more emphasis than Freud did on: (1) a patient’s current


a Psychodynamic Therapist

social environment (less focus on the past); (2) the continu-

ing influence of life experiences (not just childhood conflicts);


Sara
 [angrily] :
 I can’t connect with you anymore [after two years of

(3) the role of social motivation and interpersonal relations of

twice-a-week treatment]—you don’t seem to listen and, anyway,

love (rather than of biological instincts and selfish concerns);

I have nothing to say. I think that after all this time I should have

(4) the significance of ego functioning and development of the

changed, but I’m still distant from my daughter, she still has

self-concept (less on the conflict between id and superego).

problems, and she’s still in therapy. I want to end this therapy. . . .

In Chapter 13 we noted two other prominent theorists,


Therapist:
 What’s happening now has so much to do with your

Carl Jung and Alfred Adler. To get a flavor of more contem-

fantasies about the adoption and your feelings about how your

porary psychodynamic approaches, here we consider the work

mother could have let you be adopted. Right now, I seem to be

of Harry Stack Sullivan and of Melanie Klein (see Ruitenbeek,

standing in for her.

1973, for a look at other members of the Freudian circle).


Harry Stack Sullivan
 (1953) felt that Freudian theory and


Sara:
 I do hate you. How can you take a week off? You are leaving

therapy did not recognize the importance of social relation-

me—just like she did. How do I know you’ll come back? She never

ships and a patient’s needs for acceptance, respect, and love.

came back—how could she have left me? And here I am, a crying,

Mental disorders, he insisted, involve not only traumatic intra-

clinging baby and you’ll leave me.

psychic processes but also troubled interpersonal relationships

From Hall, J. S. (2004). Roadblocks on the journey of psychotherapy.

and even strong societal pressures. Anxiety and other mental

Lanham, MD: Jason Aronson, pp. 73–74. Reprinted by permission.

ills arise out of insecurities in relations with parents and signifi-

cant others. Therapy based on this interpersonal view involves

observing a patient’s feelings
 about the therapist’s attitudes.
 The

This emotional reaction is called transference.
 Transference is

therapeutic interview is seen as a social setting in which each

called positive transference
 when the feelings attached to the ther-

party’s feelings and attitudes are influenced by the other’s.

apist are those of love or admiration and negative transference



Melanie Klein
 (1975) defected from Freud’s emphasis on

when the feelings consist of hostility or envy. Often, a patient’s

the Oedipus conflict as the major source of psychopathology.

attitude is ambivalent, including a mixture of positive and nega-

Instead of oedipal sexual conflicts as the most important orga-

tive feelings. An analyst’s task in handling transference is a diffi-

nizing factors of the psyche, Klein argued that a death instinct


cult one because of the patient’s emotional vulnerability; however,

preceded sexual awareness and led to an innate aggressive

it is a crucial part of treatment. A therapist helps a patient to

impulse that was equally important in organizing the psyche.

interpret the present transferred feelings by understanding their

She contended that the two fundamental organizing forces

original source in earlier experiences and attitudes. Please take a

in the psyche are aggression and love, where love unites
 and

moment to read Table 15.1
 , which provides an excerpt from a

aggression splits
 the psyche. On Klein’s view, conscious love

therapy session (Hall, 2004, pp. 73–74). The patient was adopted

is connected to remorse over destructive hate and potential

as a child. You can see how Sara’s feelings of abandonment have

violence toward those we love. Thus Klein explained, “one of

been transferred from her birth mother to her therapist.

Personal feelings are also at work in a therapist’s reactions

to a patient. Countertransference
 refers to what happens when a

therapist comes to like or dislike a patient because the patient is per-

ceived as similar to significant people in the therapist’s life. In work-

ing through countertransference, a therapist may discover some

unconscious dynamics of his or her own. The therapist becomes

a “living mirror” for the patient and the patient, in turn, for the

therapist. If the therapist fails to recognize the operation of coun-

tertransference, the therapy may not be as effective (Hayes et al.,

2011). Because of the emotional intensity of this type of therapeutic

relationship and the vulnerability of the patient, therapists must be

on guard about crossing the boundary between professional caring

and personal involvement with their patients. The therapy setting

is obviously one with an enormous power imbalance that must be

recognized, and honored, by the therapist.


Later Psychodynamic Therapies


Freud’s followers retained many of his basic ideas but modified

certain of his principles and practices. In general, these therapists


transference
 The process by which a person in psychoanalysis attaches

to a therapist feelings formerly held toward some significant person

who figured into past emotional conflict.


countertransference
 Circumstances in which a psychoanalyst develops

personal feelings about a client because of perceived similarity of

In what ways did the theories of Melanie Klein and Sigmund

the client to significant people in the therapist’s life.

Freud differ?


424



Chapter 15
 Therapies for Psychological Disorders



Psychology in Your Life



ARE LIVES HAUNTED BY REPRESSED MEMORIES?


In December 1969, a patrolman found the lifeless body of

implant those beliefs in their patients (Lynn et al., 2003).

8-year-old Susan Nason. For 20 years, no one knew who had

Therapists who believe in repressed memories may instigate

murdered her. Then, in 1989, Susan’s friend Eileen Franklin-

patients’ efforts to find these memories—and verbally reward

Lipsker contacted county investigators. Eileen reported that,

them when the “memories” come to light (de Rivera, 1997).

with the help of psychotherapy, she had recalled a long-

In one study, researchers recruited 128 participants who all

repressed memory of witnessing her father, George Franklin,

claimed that they had experienced childhood sexual abuse

sexually assault Susan and then bludgeon her to death with

(Geraerts et al., 2007). A majority of the participants (71 of the

a rock (Marcus, 1990; Workman, 1990). This testimony was

128) had continuous memories of the abuse. That is, there

sufficient to have George Franklin convicted of first-degree

were no life periods in which they didn’t recall the abuse.

murder. Over time, Franklin was released as strong doubts

The other 57 participants had discontinuous
 memories;

accumulated about the validity of his daughter’s memories.

they believed that they had forgotten the abuse for some

Still, a jury had initially found the dramatic recovery of 20-year-

period of time. Of that group, 16 had recovered memories of

old memories quite credible.

abuse in therapy, whereas the other 41 had recovered the

How, in theory, had these memories remained hidden

memories without any special prompting. The researchers sent

for 20 years? The answer to this mystery finds its roots in

interviewers into the field to try to find evidence to corroborate

Sigmund Freud’s concept of repressed memories. As you’ll

the participants’ memories of abuse. This was possible for

recall, Freud (1923) theorized that some people’s memories

45 percent of the participants with continuous memories and

of life experiences become sufficiently threatening to their

37 percent of the participants who had recovered memories on

psychological well-being that the individuals banish the

their own. However, for participants who recovered memories

memories from consciousness—they repress them. Clinical

during therapy the interviewers found 0 percent corroborating

psychologists are often able to help clients take control

evidence.

of their lives by interpreting disruptive life patterns as the

This study confirms that some reports of recovered

consequences of repressed memories. But not all experiences

memories are based on real occurrences. However, the

of repressed memories remain in the therapist’s office.

study also demonstrates the potential for processes of

After long intervals of time, individuals will sometimes make

psychotherapy to lead people to create false memories.

accusations about horrifying events, such as murders or

Belief in the recovery of repressed memories may provide a

childhood sexual abuse. Could these claims be real?

measurable benefit for patients in psychotherapy. Even so,

Clinicians worry that therapists who believe in repressed

patients must ensure that they are not passively accepting

memories may, through the mechanisms of psychotherapy,

someone else’s version of their life.

the great mysteries that all people face [is] that love and hate—

highly motivated to remain in therapy, and willing and able to

our personal heaven and hell—cannot be separated from one

undergo considerable expense. Newer forms of psychodynamic

another” (Frager & Fadiman, 1998, p. 135). Klein pioneered the

therapy are making therapy briefer in total duration.

use of forceful therapeutic interpretations of both aggressive

An important goal of psychodynamic therapy is to provide

and sexual drives in analytic patients.

patients with insights into the interpersonal conflicts that lie at

In contemporary practice, psychodynamic therapists con-

the roots of their psychological disorders. Behavioral therapies,

tinue to draw upon the foundational concepts of Freud and his

to which we now turn, focus their attention more directly on

followers. Contemporary psychodynamic therapies have several

the maladaptive behaviors that define the disorders.

distinctive features (Shedler, 2010). They emphasize patients’

emotions and their moments of resistance; they emphasize the

importance of past experiences on current reality. They also


Stop
 and
 Review


focus on interpersonal conflict. Against that background, indi-

vidual therapists may put more or less emphasis on particular

Why is psychodynamic therapy also known as insight

processes such as the interpretation of transference (Gibbons

therapy?

et al., 2008). Therapists also differ with respect to how active a

What is transference?

role the therapist plays in interpreting the patient’s life experi-

What role did the death instinct play in Melanie Klein’s

ences. Finally, traditional psychoanalysis often takes a long time

theory?

(several years at least, with as many as five sessions a week).

It also requires introspective patients who are verbally fluent,


Study
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 on MyPsychLab


Psychodynamic Therapies


425







BEHAVIOR THERAPIES


Whereas psychodynamic therapies focus on presumed inner

causes, behavior therapies focus on observable outer behaviors.

Behavior therapists argue that abnormal behaviors are acquired

in the same way as normal behaviors—through a learning

process that follows the basic principles of conditioning and

learning. Behavior therapies apply the principles of condition-

ing and reinforcement to modify undesirable behavior patterns

associated with mental disorders.

The terms behavior therapy
 and behavior modification


are often used interchangeably. Both refer to the systematic

use of principles of learning to increase the frequency of de-

sired behaviors and/or decrease that of problem behaviors. The

range of deviant behaviors and personal problems that typically

are treated by behavior therapy is extensive and includes fears,

compulsions, depression, addictions, aggression, and delin-

quent behaviors. In general, behavior therapy works best with

specific rather than general types of personal problems: It is

better for a phobia than for unfocused anxiety.

The therapies that have emerged from the theories of

conditioning and learning are grounded in a pragmatic,

empirical research tradition. The central task of all living

organisms is to learn how to adapt to the demands of the

current social and physical environment. When organisms do

not learn how to cope effectively, their maladaptive reactions

can be overcome by therapy based on principles of learning.

The target behavior is not assumed to be a symptom of any

underlying process. The symptom itself is the problem.

Psychodynamic therapists predicted that treating only the

outer behavior without confronting the true, inner problem

would result in symptom substitution,
 the appearance of a new

Why are many therapies for anxiety disorders known as

physical or psychological problem. However, no evidence has

exposure therapies?

emerged to support the claim that when pathological behaviors

are eliminated by behavior therapy, new symptoms are substi-

tuted (Tryon, 2008). “On the contrary, patients whose target

Chapters 6 and 14: Strong emotional reactions that disrupt

symptoms improved often reported improvement in other, less

a person’s life “for no good reason” are often conditioned

important symptoms as well” (Sloane et al., 1975, p. 219).

responses that the person does not recognize as having been

Let’s look at the different forms of behavior therapies that

learned previously. In counterconditioning,
 a new response is

have brought relief to distressed individuals.

conditioned to replace, or “counter,” a maladaptive response.

The earliest recorded use of behavior therapy followed this

logic. Mary Cover Jones
 (1924) showed that a fear could be


Counterconditioning



unlearned
 through conditioning. (Compare with the case of

Why does someone become anxious when faced with a

Little Albert in Chapter 6.)

harmless stimulus, such as a spider, a nonpoisonous snake, or


Her patient was Peter, a 3-year-old boy who, for some


social contact? The behavioral explanation is that the anxiety


unknown reason, was afraid of rabbits. The therapy


arises due to the simple conditioning principles reviewed in


involved feeding Peter at one end of a room while the



rabbit was brought in at the other end. Over a series of



sessions, the rabbit was gradually brought closer until,



finally, all fear disappeared and Peter played freely



Watch
 the Video
 Overcoming Fears and Anxieties: Sue Mineka
 on


MyPsychLab



with the rabbit.



behavior therapy
 See behavior modification.

Following in Cover Jones’s footsteps, behavior therapists now


behavior modification
 The systematic use of principles of learning to

use several counterconditioning techniques, including system-

increase the frequency of desired behaviors and/or decrease the

atic desensitization, implosion, flooding, and aversion therapy.

frequency of problem behaviors.


counterconditioning
 A technique used in therapy to substitute a


Exposure therapies


The central component of exposure


new response for a maladaptive one by means of conditioning

procedures.


therapy
 is that individuals are made to confront the object


exposure therapy
 A behavioral technique in which clients are exposed

or situation that causes anxiety. The therapeutic principle is

to the objects or situations that cause them anxiety.

that exposure permits counterconditioning—people learn to
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Table 15.2t
 Hierarchy of Anxiety-Producing

phobia of balloon pops by having him experience three sessions

Stimuli for a Test-Anxious College Student

in which he endured hundreds of balloons being popped

(in order of increasing anxiety)

(Houlihan et al., 1993). In the third session, the student was

able to pop the last 115 balloons himself. Another form of

1. A month before an examination.

flooding therapy begins with the use of imagination. In this

2. Two weeks before an examination.

procedure, the client may listen to a tape that describes the

3. A week before an examination.

most terrifying version of the phobic fear in great detail for an

4. Five days before an examination.

hour or two. Once the terror subsides, the client is then taken

5. Four days before an examination.

to the feared situation.

6. Three days before an examination.

When exposure techniques were first created, therapists

7. Two days before an examination.

brought about exposure through mental imagery or actual con-

8. One day before an examination.

tact. In recent years, clinicians have turned to virtual reality to

9. The night before an examination.

provide exposure therapy (Powers & Emmelkamp, 2008). For

10. The examination paper face down.

example, people have been able to overcome a fear of flying

11. Awaiting the distribution of examination papers.

through virtual experiences of flight (for example, sitting in an

12. Before the unopened doors of the examination room.

airplane, taking off, and landing) rather than venturing out to

13. In the process of answering an examination paper.

a physical airport (Rothbaum et al., 2006). As a second exam-

14. On the way to the university on the day of an examination.

ple, consider a study that used virtual reality therapy to treat a

group of women with a phobia of cockroaches.


F



A team of researchers developed a virtual reality system
 e


remain relaxed in circumstances that once would have made


atured



that provided patients with the illusion that they were see-


them highly anxious. Individual exposure therapies differ with


ing cockroaches in their surrounding physical environment
 Stud


respect to the time course and circumstances in which people


(Botella et al., 2010). For example, the system made it


are exposed to their sources of anxiety.


y



possible for patients to see cockroaches crawling on their


For example, Joseph Wolpe
 (1958, 1973) observed that


hands. The system also allowed the therapists to manipu-


the nervous system cannot be relaxed and agitated at the same


late features such as the number, size, and movement of


time because incompatible processes cannot be activated


the insects. Thus, it provided the flexibility the therapists


simultaneously. This insight was central to the theory of recipro-



needed to adapt the exposure therapy to suit the needs of



cal inhibition
 that Wolpe applied to the treatment of fears and


each individual patient. The six patients in the study were


phobias. Wolpe taught his patients to relax
 their muscles and


systematically exposed to the virtual cockroaches in a single


then to imagine
 visually their feared situation. They did so in


session that lasted, on average, just under two hours. After


gradual steps that moved from initially remote associations to


that single session of therapy, the patients showed consid-


direct images. Psychologically confronting the feared stimulus


erable improvement in their ability, for example, to approach


while being relaxed and doing so in a graduated
 sequence is the


cockroaches. In follow-up assessments 3, 6, and 12 months


therapeutic technique known as systematic desensitization.



after the original treatment, the patients continued to show


Desensitization therapy involves three major steps. First,


substantial relief from their phobia.


the client identifies the stimuli that provoke anxiety and ar-

ranges them in a hierarchy ranked from weakest to strong-

est. For example, a student suffering from severe test anxiety

Exposure therapies have proved to be highly effective for treat-

constructed the hierarchy in Table 15.2
 . Note that she rated

ing anxiety disorders. Virtual reality techniques hold the prom-

immediate anticipation of an examination (No. 14) as more

ise of providing powerful exposure experiences without the

stressful than taking the exam itself (No. 13). Second, the client

time and expense of venturing out into the real world.

is trained in a system of progressive deep-muscle relaxation.

Exposure therapy has also been used to combat obsessive-

Relaxation training requires several sessions in which the client

compulsive disorders. However, the therapy adds another

learns to distinguish between sensations of tension and relaxa-

component: response prevention.
 Not only are clients exposed

tion and to let go of tension to achieve a state of physical and

to what they fear, but they are also prevented from perform-

mental relaxation. Finally, the actual process of desensitization

ing the compulsive behaviors that ordinarily reduce their anxi-

begins: The relaxed client vividly imagines the weakest anxiety

ety. Consider a study of 20 children and adolescents with OCD

stimulus on the list. If it can be visualized without discomfort,

(Bolton & Perrin, 2008). Because each participant had differ-

the client goes on to the next stronger one. After a number of

ent obsessions and compulsions, the treatment needed to be

sessions, the most distressing situations on the list can be imag-

tailored to each individual. However, the core components

ined without anxiety.

remained the same: Each participant was exposed to the objects

Systematic desensitization represents a gradual course

of his or her obsession while engaging in exercises to prevent

of exposure to stimuli that provoke anxiety. Therapists have

the compulsive behaviors. This program of therapy brought

explored a variety of other techniques, some of which bring

about substantial relief.

about exposure with less delay. For example, in a technique

known as flooding,
 clients agree to be put directly into the

phobic situation. A person with claustrophobia is made to sit


systematic desensitization
 A behavioral therapy technique in which a

in a dark closet, and a child with a fear of water is put into a

client is taught to prevent the arousal of anxiety by confronting the

pool. Researchers successfully treated a 21-year-old student’s

feared stimulus while relaxed.
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How might a behavior therapist use virtual reality exposure therapy to help a client overcome a fear of flying?


Imitation of models


Another form of exposure therapy


Aversion therapy


The forms of exposure therapy we’ve

takes its inspiration from social-learning theory. Recall from

considered so far help clients deal directly with stimuli that are

Chapter 6 that social-learning theory predicts that individu-

not really harmful. What can be done to help those who are

als acquire responses through observation. Thus it should be


attracted
 to stimuli that are
 harmful? Drug addiction, sexual

the case that people with phobias should be able to unlearn

perversions, and uncontrollable violence are human problems

fear reactions through imitation of models. For example, in

in which deviant behavior is elicited by tempting stimuli.

treating a phobia of snakes, a therapist will first demonstrate


Aversion therapy
 uses counterconditioning procedures to

fearless approach behavior at a relatively minor level, perhaps

pair these stimuli with strong noxious stimuli such as electric

approaching a snake’s cage or touching a snake. The client is

shocks or nausea-producing drugs. In time, the same negative

aided, through demonstration and encouragement, to imitate

reactions are elicited by the tempting stimuli, and the person

the modeled behavior. Gradually, the approach behaviors are

develops an aversion that replaces his or her former desire.

shaped so that the client can pick up the snake and let it crawl

For example, aversion therapy has been used with indi-

freely over him or her. At no time is the client forced to perform

viduals who engage in self-injurious behaviors,
 such as hitting

any behavior. Resistance at any level is overcome by having the

their heads or banging their heads against other objects. When

client return to a previously successful, less threatening level of

an individual performs such a behavior, he or she is given a

approach behavior.

mild electric shock. This treatment effectively eliminates self-

The power of this form of participant modeling
 can

injurious behaviors in some, but not all, patients (van Oorsouw

be seen in research comparing this technique with symbolic

et al., 2008). Because aversion therapies may cause physical

modeling, desensitization, and a control condition. In symbolic


harm, ethical considerations require that therapists use them


modeling therapy,
 individuals who had been trained in

only when other therapies have failed (Prangnell, 2010).

relaxation techniques watched a film in which several models

fearlessly handled snakes; they could stop the film and try to

relax whenever a scene made them feel anxious. In the control


Contingency Management


condition, no therapeutic intervention was used. As you can

Counterconditioning procedures are appropriate when

see in Figure 15.1
 , participant modeling was clearly the most

one response can be replaced with another. Other behavior

successful of these techniques. Snake phobia was eliminated

modification procedures rely on the principles of operant

in 11 of the 12 individuals in the participant modeling group

conditioning that arose in the research tradition pioneered by

(Bandura, 1970).

B. F. Skinner. Contingency management
 refers to the general

treatment strategy of changing behavior by modifying its con-

sequences. The two major techniques of contingency manage-


participant modeling
 A therapeutic technique in which a therapist

ment in behavior therapy are positive reinforcement strategies


demonstrates the desired behavior and a client is aided, through

and extinction strategies.


supportive encouragement, to imitate the modeled behavior.


aversion therapy
 A type of behavioral therapy used to treat individuals


Positive Reinforcement Strategies


When a response is

attracted to harmful stimuli; an attractive stimulus is paired with a

followed immediately by a reward, the response tends to be

noxious stimulus in order to elicit a negative reaction to the target

stimulus.

repeated and to increase in frequency over time. This central

principle of operant learning becomes a therapeutic strategy


contingency management
 A general treatment strategy involving

changing behavior by modifying its consequences.

when it is used to modify the frequency of a desirable response
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FIGURE 15.1
 Participant Modeling Therapy

The subject shown in the photo first watched a model make a graduated series of snake-approach responses and then repeated them herself. She eventually was able to pick up the snake and let it crawl about on her. The graph compares the number of approach responses subjects made before and after receiving participant modeling therapy (most effective) with the behavior of those exposed to two other therapeutic techniques and a control group.

Albert Bandura, from “Modeling Therapy.” Reprinted by permission of Albert Bandura.

as it replaces an undesirable one. Dramatic success has been


the prizes, participants pulled slips of paper from a bowl. Half


obtained from the application of positive reinforcement proce-


of the slips (50 percent) read “good job, try again.” However,


dures to behavior problems.


44 percent of the slips provided $1 prizes and 6 percent pro-


You might recall from Chapter 6 a technique called shap-



vided $20 prizes. The bowl also had a single slip that resulted



ing
 in which researchers reinforce successive approximations


in a $100 prize. For the first negative specimen, participants


to a desired behavior. Consider how shaping was used to help


got to pull one slip. For each subsequent negative specimen,


smokers reduce the number of cigarettes they smoked (Lamb


they earned an extra one pull. A positive specimen reduced


et al., 2007). The researchers measured the participants’ breath


participants back to a single pull. Three months after complet-


carbon monoxide (BCO) to determine initial smoking habits.


ing this procedure, 26.9 percent of the participants were still


As the study unfolded, the participants received cash incentives


abstinent from cocaine. Note that the actual amount each


if they were able to get their BCO below particular goal levels


participant won was determined by the luck they had pulling


(which were set for each smoker). Those goals became more


slips from the bowl. The researchers found that the more


demanding over time—shaping participants toward the desired


prize money a participant had won, the more likely he or she


behavior of abstinence from smoking. Chapter 6 described


was to be cocaine-free.



token economies,
 in which desired behaviors (such as practic-

ing personal care or taking medication) are explicitly defined,

This study verifies that contingency management can be used

and token payoffs are given by institutional staff when the be-

successfully to treat drug dependence. Just for the chance to

haviors are performed. These tokens can later be exchanged

win prizes, drug users were able to get clean—and stay clean

for an array of rewards and privileges (Dickerson et al., 2005;

three months later. You might recognize the same philosophy

Matson & Boisjoli, 2009). These systems of reinforcement are

at work here as the one that motivated the counterconditioning

especially effective in modifying patients’ behaviors regarding

procedures described earlier: Basic principles of learning are

self-care, upkeep of their environment, and frequency of their

used to increase the probability of adaptive behaviors.

positive social interactions.

In another approach, therapists differentially reinforce be-


Extinction Strategies


Why do people continue to do some-

haviors that are incompatible with the maladaptive behavior.

thing that causes pain and distress when they are capable of

This technique has been used successfully with individuals in

doing otherwise? The answer is that many forms of behavior

treatment for drug addiction.

have multiple consequences—some are negative, and some are

positive. Often, subtle positive reinforcements keep a behavior


Fea
 Researchers recruited 87 individuals who were seeking treat-


going despite its obvious negative consequences. For example,


tured



ment for cocaine dependence into a 12-week study (Petry &


children who are punished for misbehaving may continue to


Stud



Roll, 2011). All the participants received standard treatment of


misbehave if punishment is the only form of attention they


a series of counseling sessions that imparted strategies and


seem to be able to earn.


y



skills for overcoming dependence. In addition to this stand-


Extinction strategies are useful in therapy when dysfunc-


ard treatment, the participants were given the opportunity


tional behaviors have been maintained by unrecognized re-


to win prizes, contingent on negative urine specimens. To win


inforcing circumstances. Those reinforcers can be identified

Behavior Therapies
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CRITICAL THINKING


through a careful situational analysis, and then a program can

Recall the study that used prizes

be arranged to withhold them in the presence of the undesir-

to treat drug dependence. Why did the number of pulls

able response. When this approach is possible, and everyone

from the prize bowl get set back to one when participants

in the situation who might inadvertently reinforce the person’s

produced positive specimens?

behavior cooperates, extinction procedures work to dimin-


Study
 and Review
 on MyPsychLab


ish the frequency of the behavior and eventually to eliminate

the behavior completely. Consider a classroom example. A

boy with attention-deficit/hyperactivity disorder was causing

problems for his teachers because he frequently engaged in

disruptive off-task behaviors. Researchers discovered that the


COGNITIVE THERAPIES


attention the teachers gave to the student when he engaged in

off-task behaviors was positively reinforcing those behaviors


Cognitive therapy
 attempts to change problem feelings and

(Stahr et al., 2006). When the teachers no longer paid attention

behaviors by changing the way a client thinks about significant

to him when he behaved inappropriately, the student’s behav-

life experiences. The underlying assumption of such therapy is

ior improved.

that abnormal behavior patterns and emotional distress start

with problems in what
 people think (cognitive content) and


how
 they think (cognitive process). Cognitive therapies focus

on changing different types of cognitive processes and provid-


Generalization Techniques


ing different methods of cognitive restructuring. Chapter 12

An ongoing issue of concern for behavior therapists is whether

discussed some of these approaches as ways to cope with stress

new behavior patterns generated in a therapeutic setting will

and improve health. This section describes two major forms of

actually be used in the everyday situations faced by their clients

cognitive therapy: alteration of false belief systems and cogni-

(Kazdin, 1994). This question is important for all therapies,

tive behavioral therapy.

because any measure of treatment effectiveness must include

maintenance of long-term changes that go beyond a therapist’s

couch, clinic, or laboratory.


Changing False Beliefs


When essential aspects of a client’s real-life setting are

Some cognitive behavior therapists have, as their primary

absent from the therapy program, behavioral changes accom-

targets for change, beliefs, attitudes, and habitual thought

plished through therapy may be lost over time after therapy

patterns. These cognitive therapists argue that many

terminates. To prevent this gradual loss, it has become com-

psychological problems arise because of the way people think

mon practice to build generalization techniques into the thera-

about themselves in relation to other people and the events

peutic procedure itself. These techniques attempt to increase


they face. Faulty thinking can be based on (1) unreasonable

the similarity of target behaviors, reinforcers, models, and

attitudes (“Being perfect is the most important trait for a

stimulus demands between therapy and real-life settings. For

student to have”), (2) false premises (“If I do everything they

example, behaviors are taught that are likely to be reinforced

want me to, then I’ll be popular”), and (3) rigid rules that put

naturally in a person’s environment, such as showing courtesy

behavior on automatic pilot so that prior patterns are repeated

or consideration. Rewards are given on a partial reinforcement

even when they have not worked (“I must obey authorities”).

schedule to ensure that their effect will be maintained in the

Emotional distress is caused by cognitive misunderstandings

real world, where rewards are not always forthcoming. Expec-

and by failure to distinguish between current reality and one’s

tation of tangible extrinsic rewards is gradually faded out
 while

imagination (or expectations).

social approval and more naturally occurring consequences,

including reinforcing self-statements, are incorporated.


Cognitive Therapy for Depression


A cognitive therapist

Behavior therapists, for example, used a fading procedure

helps a client to correct faulty patterns of thinking by substituting

with a boy (aged 4 years, 10 months) who refused to drink milk

more effective problem-solving techniques. Aaron Beck (1976)

(Tiger & Hanley, 2006). To get the boy to drink his milk, the

has successfully pioneered cognitive therapy for the problem of

therapists had his teacher mix a small amount of chocolate syrup

depression. He states the formula for treatment in simple form:

into a glass of milk. With the chocolate syrup mixed in, the boy

“The therapist helps the patient to identify his warped thinking

drank the milk. Over the next 48 meals, the teacher slowly de-

and to learn more realistic ways to formulate his experiences”

creased the amount of chocolate until the boy was offered only

(p. 20). For example, depressed individuals may be instructed to

plain milk. At the end of this intervention, the boy consistently

write down negative thoughts about themselves, figure out why

drank plain milk. This was also true at home, demonstrating

these self-criticisms are unjustified, and come up with more re-

generalization from the classroom to an additional setting.

alistic (and less destructive) self-cognitions.

Let’s move now to cognitive therapies.

Beck believes that depression is maintained because

depressed patients are unaware of the negative automatic

thoughts that they habitually formulate, such as “I will never

be as good as my brother”; “Nobody would like me if they re-


Stop
 and
 Review


ally knew me”; and “I’m not smart enough to make it in this

What is the basic principle of counterconditioning?

What learning principle is at work when clinicians allow


cognitive therapy
 A type of psychotherapeutic treatment that attempts

patients to earn prizes?

to change feelings and behaviors by changing the way a client thinks

What is the goal of generalization techniques?

about or perceives significant life experiences.
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competitive school.” A therapist then uses four tactics to

change the cognitive foundation that supports the depression

(Beck & Rush, 1989; Beck et al., 1979):

t Challenging the client’s basic assumptions about his or

her functioning.

t Evaluating the evidence the client has for and against the

accuracy of automatic thoughts.

t Reattributing blame to situational factors rather than to

the patient’s incompetence.

t Discussing alternative solutions to complex tasks that

could lead to failure experiences.

This therapy is similar to behavior therapies in that it centers

on the present state of the client.

One of the worst side effects of being depressed is hav-

ing to live with all the negative feelings and lethargy associ-

Suppose you were learning to knit. Assuming you wanted

ated with depression. Becoming obsessed with thoughts about

to get better at it over time, what would be the best internal

one’s negative mood brings up memories of all the bad times in

message to give yourself about the activity?

life, which worsens the depressive feelings. By filtering all input

through a darkly colored lens of depression, depressed people

see criticism where there is none and hear sarcasm when they

listen to praise—further “reasons” for being depressed. Cog-

nitive therapy has proved successful at arresting depression’s

of cognitive behavioral therapy.
 This therapeutic approach

downward spiral (Hollon et al., 2006).

combines the cognitive emphasis on changing false beliefs

with the behavioral focus on reinforcement contingencies in


Rational-Emotive Therapy


One of the earliest forms of

the modification of performance (Goldfried, 2003). Unaccept-

cognitive therapy was the rational-emotive therapy (RET)


able behavior patterns are modified by cognitive restructuring
 —

developed by Albert Ellis
 (1913–2007). RET is a comprehen-

changing a person’s negative self-statements into constructive

sive system of personality change based on the transforma-

coping statements.

tion of irrational beliefs that cause undesirable, highly charged

A critical part of this therapeutic approach is the discov-

emotional reactions, such as severe anxiety (Ellis, 1962, 1995;

ery by therapist and client of the way the client thinks about

Windy & Ellis, 1997). Clients may have core values demanding


and expresses the problem for which therapy is sought. Once

that they succeed and be approved, insisting
 that they be treated

both therapist and client understand the kind of thinking that

fairly, and dictating
 that the universe be more pleasant.

is leading to unproductive or dysfunctional behaviors, they

Rational-emotive therapists teach clients how to recognize

develop new self-statements that are constructive and minimize

the “shoulds,” “oughts,” and “musts” that are controlling their

the use of self-defeating ones that elicit anxiety or reduce

actions and preventing them from choosing the lives they want.

self-esteem (Meichenbaum, 1977, 1985, 1993). Table 15.3
 on

They attempt to break through a client’s closed-mindedness by

page 432 provides an example of how a session with a cognitive

showing that an emotional reaction that follows some event is

behavioral therapist might unfold. As you can see, the therapist

really the effect of unrecognized beliefs about the event. For ex-

helps the patient to reconsider the evidence that supports her

ample, failure to achieve orgasm during intercourse (event) is fol-

belief that her best friend wants to end their relationship. In ad-

lowed by an emotional reaction of depression and self-derogation.

dition, as a homework assignment, the patient agrees to gather

The belief that is causing the emotional reaction is likely to be “I

more evidence to explore other possibilities for her friend’s

am sexually inadequate and may be impotent because I failed to

behavior.

perform as expected.” In therapy, this belief (and others) is openly

Cognitive behavioral therapy has been used as a successful

disputed through rational confrontation and examination of alter-

treatment for a variety of disorders. Let’s see how it was used to

native reasons for the event, such as fatigue, alcohol, false notions

treat clients with compulsive buying disorder,
 which is defined

of sexual performance, or reluctance to engage in intercourse at

as “excessive and mostly senseless spending or excessive shop-

that time or with that particular partner. This confrontation tech-

ping impulses that cause marked distress, interfere with social

nique is followed by other interventions that replace dogmatic,

or occupational functioning, and often result in financial prob-

irrational thinking with rational, situationally appropriate ideas.

lems” (Mueller et al., 2008, p. 1131).

Rational-emotive therapy aims to increase an individual’s

sense of self-worth and the potential to be self-actualized by

getting rid of the system of faulty beliefs that block personal

growth. As such, it shares much with humanistic therapies,


Watch
 the Video
 Cognitive Behavioral Therapy for Schizophrenia
 on

which we consider later in the chapter.


MyPsychLab



rational-emotive therapy (RET)
 A comprehensive system of personality

change based on changing irrational beliefs that cause undesirable,


Cognitive Behavioral Therapy


highly charged emotional reactions such as severe anxiety.


cognitive behavioral therapy
 A therapeutic approach that combines the

You are what you tell yourself you can be, and you are guided by

cognitive emphasis on thoughts and attitudes with the behavioral

what you believe you ought to do. This is a starting assumption

emphasis on changing performance.

Cognitive Therapies
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Table 15.3t
 A Possible Session with a Cognitive

As you can see from this example, cognitive behavioral

Behavioral Therapist

therapy builds expectations of being effective. Therapists know

that building these expectations increases the likelihood that


Patient:
 I feel like my best friend, Marjorie, is rejecting me.

people will behave effectively. Through setting attainable goals,


Therapist:
 I’m sure that’s an unpleasant feeling. What makes you

developing realistic strategies for attaining them, and evaluat-

think she’s rejecting you?

ing feedback realistically, you develop a sense of mastery and


self-efficacy
 (Bandura, 1992, 1997). As you saw in Chapter 13,


Patient:
 When we ran into each other at the mall yesterday, Marjorie

your sense of self-efficacy influences your perceptions, motiva-

barely said hello. She said, “How are you,” and then raced off as

tion, and performance in many ways. Self-efficacy judgments

fast as possible. It really didn’t seem like she had any interest in

influence how much effort you expend and how long you

talking to me.

persist in the face of difficult life situations (Bandura, 2006).


Therapist:
 Hmm…, you’ve told me that you’ve been friends for a long

Researchers have demonstrated the importance of self-efficacy

time, right?

in recovery from psychological disorders (Benight et al., 2008;

Kadden & Litt, 2011). Consider a study of 108 women with


Patient:
 Yeah, but then why was she so rude to me yesterday? She

binge eating disorder (Cassin et al., 2008). Women in the con-

made me feel awful.

trol group received a handbook that provided information


Therapist:
 I can see why you’d feel upset. Can you think of other

about the disorder. Women in the treatment group received

explanations for her behavior? Let’s give that some thought.

the handbook but also participated in a therapy session de-

signed to raise self-efficacy. For example, each woman was en-


Patient:
 Well, her mother has been sick, and she’s moved back home

couraged to “recall past experiences in which she [had] shown

to take care of her. Maybe she was feeling bad about shopping

mastery in the face of difficulties and challenges” (p. 421).

while her mother was home alone. That could be another reason.

Sixteen weeks after the treatment, 28 percent of women in


Therapist:
 That could make sense. How could you find out if you’re

the treatment group had refrained from binge eating versus

right?

only 11 percent in the control group. Within the treatment

group, the women who abstained from binge eating had re-


Patient:
 I suppose I could call her to ask if she’s doing okay? I could

ported higher levels of self-efficacy. This study provides fur-

say that she looked stressed at the mall last night, and see if there’s

ther evidence that cognitive behavioral approaches to therapy

anything I could do to help her out.

can bring relief.


Therapist:
 That sounds like a great way to get some information

about your assumptions. Why don’t you try that before our next ses-

sion and then we can talk about what you learned?


Stop
 and
 Review


What is the underlying assumption of cognitive therapy?


F


With respect to rational-emotive therapy, what is the


ea



Researchers randomly assigned 60 people with compulsive



tured


origin of highly charged emotional reactions?


buying disorder to cognitive behavioral therapy or to a con-


Why is increased self-efficacy a goal for cognitive


Stud



trol group (Mueller et al., 2008). Participants in the treatment


behavioral therapy?


group had one therapy session a week over the course of



y



12 weeks. The therapy had several components (Burgard &



CRITICAL THINKING


Recall the study that assessed


Mitchell, 2000). One component of the therapy was for par-


cognitive behavioral therapy for compulsive buying disorder.


ticipants to identify the cues (such as social or psychological


Why was it important to identify the cues that triggered


situations) in their lives that triggered buying behavior. Once


buying behavior?


participants identified these cues, the therapists worked



with them to develop cognitive strategies to disrupt or avoid



Study
 and Review
 on MyPsychLab



the cues’ impact. Another component of the therapy was



for participants to gain confidence that they could control



their behavior. The researchers encouraged participants to



undermine negative self-statements (for example, “I can-



not control my urge to shop”) by gathering evidence against



HUMANISTIC THERAPIES



such statements and by generating plans to achieve greater



control. This program of therapy led to improvement both at


Humanistic therapies have at their core the concept of a


the end of treatment and in follow-up assessment six months


whole person in the continual process of changing and of


after treatment ended.


becoming. Although environment and heredity place certain

restrictions, people always remain free to choose what they

Note that the researchers needed the control group to dem-

will become by creating their own values and committing

onstrate the effectiveness of the treatment (that is, members

to them through their own decisions. Along with this free-


of the treatment group showed greater improvement than


dom to choose,
 however, comes the burden of responsibility.

members of the control group). However, members of the

Because you are never fully aware of all the implications of

control group were also offered treatment once the study

your actions, you experience anxiety and despair. You also

came to an end.

suffer from guilt over lost opportunities to achieve your full
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people with psychological disorders was extended to mentally

healthy people who wanted to be more effective, more produc-

tive, and happier human beings.

Let’s examine two types of therapies in the humanistic

tradition: client-centered therapy and Gestalt therapy.


Client-Centered Therapy


As developed by Carl Rogers (1902–1987), client-centered



therapy
 has had a significant impact on the way many different

kinds of therapists define their relationships to their clients

(Rogers, 1951, 1977). The primary goal of client-centered



therapy
 is to promote the healthy psychological growth of the

individual.

The approach begins with the assumption that all people

share the basic tendency to self-actualize—that is, to realize

their potential. Rogers believed that “it is the inherent tendency

of the organism to develop all its capacities in ways which

seem to maintain or enhance the organism” (1959, p. 196).

Healthy development is hindered by faulty learning patterns

in which a person accepts the evaluation of others in place of

those provided by his or her own mind and body. A conflict

How might volunteer work help people to maximize their

between the naturally positive self-image and negative external

human potential?

criticisms creates anxiety and unhappiness. This conflict, or


incongruence,
 may function outside of awareness, so that a

person experiences feelings of unhappiness and low self-worth

potential. Psychotherapies that apply the principles of this

without knowing why.

general theory of human nature attempt to help clients de-

The task of Rogerian therapy is to create a therapeutic

fine their own freedom, value their experiencing selves and

environment that allows a client to learn how to behave to

the richness of the present moment, cultivate their individ-

achieve self-enhancement and self-actualization. Because

uality, and discover ways of realizing their fullest potential

people are assumed to be basically good, the therapist’s task

(self-actualization).

is mainly to help remove barriers that limit the expression of

In some cases, humanistic therapies also absorbed the

this natural positive tendency. The basic therapeutic strategy

lessons of existentialist
 approaches to human experience (May,

is to recognize, accept, and clarify a client’s feelings. This is

1975). This approach emphasizes people’s ability to meet or be

accomplished within an atmosphere of unconditional positive


overwhelmed by the everyday challenges of existence. Existential


regard
 —nonjudgmental acceptance and respect for the client.

theorists suggest that individuals suffer from existential crises:


The therapist allows his or her own feelings and thoughts to

problems in everyday living, a lack of meaningful human rela-

be transparent to the client. In addition to maintaining this

tionships, and an absence of significant goals. A clinical version

genuineness, the therapist tries to experience the client’s

of existential theory, which integrates its various themes and

feelings. Such total empathy requires that the therapist care

approaches, assumes that the bewildering realities of modern

for the client as a worthy, competent individual—not to be

life give rise to two basic kinds of human maladies. Depressive

judged or evaluated but to be assisted in discovering his or her

and obsessive syndromes reflect a retreat from these realities;

individuality (Meador & Rogers, 1979).

sociopathic and narcissistic syndromes reflect an exploitation

The emotional style and attitude of the therapist are

of these realities (Schneider & May, 1995).

instrumental in empowering
 the client to attend once again

The humanistic philosophy also gave rise to the human-


to the true sources of personal conflict and to remove the


potential movement,
 which emerged in the United States

distracting influences that suppress self-actualization. Unlike

in the late 1960s. This movement encompassed methods to

practitioners of other therapies, who interpret, give answers,

enhance the potential of the average human being toward

or instruct, the client-centered therapist is a supportive

greater levels of performance and greater richness of experi-

listener who reflects and, at times, restates the client’s evalu-

ence. Through this movement, therapy originally intended for

ative statements and feelings. Client-centered therapy strives

to be nondirective
 by having the therapist merely facilitate

the client’s search for self-awareness and self-acceptance.


human-potential movement
 The therapy movement that encompasses


Table 15.4
 on page 434 provides an excerpt from a session of

all those practices and methods that release the potential of the

client-centered therapy that captures these features (Rogers,

average human being for greater levels of performance and greater

1951, p. 152).

richness of experience.

Rogers believed that, once people are freed to relate to


client-centered therapy
 A humanistic approach to treatment that

others openly and to accept themselves, individuals have the

emphasizes the healthy psychological growth of the individual

based on the assumption that all people share the basic tendency

potential to lead themselves back to psychological health.

of human nature toward self-actualization.

This optimistic view and the humane relationship between

Humanistic Therapies
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Table 15.4t
 Excerpt from a Session with


Stop
 and
 Review


a Client-Centered Therapist

What is the goal of the human-potential movement?


Alice:
 It seems—I don’t know—It probably goes all the way back into

In client-centered therapy, what is meant by

my childhood. I’ve—for some reason I’ve—my mother told me that

unconditional positive regard?

I was the pet of my father. Although I never realized it—I mean they

In Gestalt therapy, what is the purpose of the empty

never treated me as a pet at all. And other people always seemed

chair technique?

to think I was sort of a privileged one in the family. But I never had

any reason to think so. And as far I can see looking back on it now,


Study
 and Review
 on MyPsychLab


it’s just that the family let the other kids get away with more than

they usually did me. And it seems for some reason to have held me

to a more rigid standard than they did the other children.


Therapist:
 You’re not so sure you were a pet in any sense, but


GROUP THERAPIES


more that the family situation seemed to hold you to pretty high

standards. . . .

All the treatment approaches outlined thus far are primarily


Alice:
 That’s really the idea I’ve had. I think the whole business of

designed as one-to-one relationships between a patient or

my standards, or my values is one that I need to think about rather

client and a therapist. Many people, however, now experience

carefully, since I’ve been doubting for a long time whether I even

therapy as part of a group. There are several reasons why group

have sincere ones.

therapy has flourished. Some advantages are practical. Group

therapy is less expensive to participants and allows small num-


Therapist:
 M-hm. Not sure whether you really have any deep values

bers of mental health personnel to help more clients. Other

which you are sure of.

advantages relate to the power of the group setting. The group

Reprinted by permission of Natalie Rogers, executor of the Estate of

(1) is a less threatening situation for people who have problems

Carl Rogers.

dealing on their own with authority; (2) allows group proc-

esses to be used to influence individual maladaptive behavior;

(3) provides people with opportunities to observe and practice

interpersonal skills within the therapy session; and (4) provides

therapist-as-caring-expert and client-as-person have influenced

an analogue of the primary family group, which enables correc-

many practitioners.

tive emotional experiences to take place.

Group therapy also poses some special problems

(Motherwell & Shay, 2005). For example, some groups establish


Gestalt Therapy


a culture in which little progress can be made—members create


Gestalt therapy
 focuses on ways to unite mind and body to

a norm of passivity and limited self-disclosure. In addition, the

make a person whole (recall the Gestalt school of perception,

effectiveness of groups can change dramatically when members

described in Chapter 4). Its goal of self-awareness is reached

leave or join the groups. Both arrivals and departures can

by helping clients express pent-up feelings and recognize

change the delicate balance that allows groups to function well

unfinished business from past conflicts that is carried into new

as a unit. Therapists who specialize in group therapy must take

relationships and must be completed for growth to proceed.

care to address these group dynamics.


Fritz Perls
 (1893–1970), the originator of Gestalt therapy, asked

Some of the basic premises of group therapies differ from

clients to act out fantasies concerning conflicts and strong feel-

those of individual therapy. The social setting of group thera-

ings and also to recreate their dreams, which he saw as repressed

pies provides an opportunity to learn how one comes across

parts of personality. Perls said, “We have to re-own
 these pro-

to others, how the self-image that is projected differs from the

jected, fragmented parts of our personality, and re-own the

one that is intended or personally experienced. In addition, the

hidden potential that appears in the dream” (1969, p. 67).

In Gestalt therapy workshops, therapists encourage par-

ticipants to regain contact with their “authentic inner voices”

(Hatcher & Himelstein, 1996). Among the best known methods

of Gestalt therapy is the empty chair technique.
 To carry out

this technique, the therapist puts an empty chair near the client.

The client is asked to imagine that a feeling, a person, an object,

or a situation is occupying the chair. The client then “talks” to

the chair’s occupant. For example, clients would be encouraged

to imagine their mother or father in the chair and reveal feel-

ings they might otherwise be unwilling to reveal. The clients can

then imagine those feelings in the chair to “talk” to the feelings

about the impact they have on the clients’ lives. This technique

allows clients to confront and explore strong unexpressed feel-

ings that may interfere with psychological well-being.


gestalt therapy
 Therapy that focuses on ways to unite mind and body

to make a person whole.

What are some strengths of group therapies?
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group provides confirmation that one’s symptoms, problems,

intervention changed environmental factors that may have

and “deviant” reactions are not unique but often are quite

helped maintain the children’s levels of anxiety.

common. Because people tend to conceal from others negative

Family therapy can reduce tensions within a family and

information about themselves, it is possible for many people

improve the functioning of individual members by helping

with the same problem to believe “It’s only me.” The shared

clients recognize the positive as well as the negative aspects in

group experience can help to dispel this pluralistic ignorance

their relationships. Virginia Satir
 (1916–1988), a developer

in which many share the same false belief about their unique

of family therapy approaches, noted that the family therapist

failings. In addition, the group of peers can provide social

plays many roles, acting as an interpreter and clarifier of the

support outside the therapy setting.

interactions that are taking place in the therapy session and as

influence agent, mediator, and referee (Satir, 1967). Most fam-

ily therapists assume that the problems brought into therapy


Couple and Family Therapy


represent situational
 difficulties between people or problems

of social interaction, rather than dispositional
 aspects of indi-

Much group therapy consists of strangers coming together pe-

viduals. These difficulties may develop over time as members

riodically to form temporary associations from which they may

are forced into or accept unsatisfying roles. Nonproductive

benefit. Couple and family therapy brings meaningful, existing

communication patterns may be set up in response to natural

units into a therapy setting.

transitions in a family situation—loss of a job, a child going to


Couple therapy
 for marital problems seeks to clarify the typ-

school, dating, getting married, or having a baby. The job of

ical communication patterns of the partners and then to improve

the family therapist is to understand the structure of the family

the quality of their interaction (Snyder & Balderrama-Durbin,

and the many forces acting on it. Then he or she works with the

2012). By seeing a couple together, and often by videotaping and

family members to dissolve “dysfunctional” structural elements

replaying their interactions, a therapist can help them appreciate

while creating and maintaining new, more effective structures

the verbal and nonverbal styles they use to dominate, control, or

(Fishman & Fishman, 2003).

confuse each other. Each party is taught how to reinforce desir-

able responding in the other and withdraw reinforcement for

undesirable reactions. They are also taught nondirective listen-


Community Support Groups


ing skills to help the other person clarify and express feelings and

ideas. Couple therapy has been shown to reduce marital crises

A dramatic development in therapy has been the surge of

and keep marriages intact (Christensen et al., 2006).

interest and participation in mutual support groups
 and self-


In family therapy,
 the client is a whole nuclear family, and each


help groups.
 There are over 6,000 of these groups in the United

family member is treated as a member of a system
 of relationships

States that focus on mental health issues; self-help groups

(Nutt & Stanton, 2011). A family therapist works with troubled

report over 1 million members (Goldstrom et al., 2006). Also,

family members to help them perceive what is creating problems

5 million people over the age of 12 attend self-help groups

for one or more of them. Consider circumstances in which a child

for alcohol and illicit drugs each year in the United States

has been diagnosed with an anxiety disorder. Research suggests

(Substance Abuse and Mental Health Services Administration,

that certain parenting practices may, unfortunately, maintain the

2008a). These support group sessions are typically free, espe-

child’s anxiety (McLeod et al., 2011). For example, if parents do not

cially when they are not directed by a health-care professional,

allow their children sufficient autonomy, the children may never

and they give people a chance to meet others with the same

gain enough self-efficacy to cope successfully with novel tasks.

problems who are surviving and sometimes thriving. The self-

Under those circumstances, novel tasks will continue to provoke

help concept applied to community group settings was pio-

anxiety. Family therapy can focus on both the child’s anxiety and

neered by Alcoholics Anonymous (AA), which was founded

the parent’s behaviors that may maintain that anxiety.

in 1935. However, it was the women’s consciousness-raising

movement of the 1960s that helped extend self-help beyond the


Fe


arena of alcoholism. Now support groups deal with four basic


a



Researchers recruited 45 children, ages 9 to 13, to partici-



tured


categories of problems: addictive behavior, physical and mental


pate in a treatment study (Podell & Kendall, 2011). All the


disorders, life transition or other crises, and the traumas expe-


Stud



children had been diagnosed with an anxiety disorder (such


rienced by friends or relatives of those with serious problems.


as generalized anxiety disorder or social phobia). The chil-



y


In recent years, people have begun to turn to the Internet as


dren received a program of cognitive behavioral therapy that


another venue for self-help groups (Barak et al., 2008; Finn &


helped them recognize situations that provoked anxiety and


Steele, 2010). In general, Internet self-help groups engage the


develop skills to cope with the anxiety in those situations.


same range of issues as their physical counterparts (Goldstrom


The children’s mothers and fathers also participated in the


et al., 2006). However, the Internet provides a particularly


therapy sessions. The parents learned coping strategies


important meeting place for people who suffer from conditions


alongside their children. In addition, the therapy attempted


that limit mobility, such as chronic fatigue syndrome and mul-


to modify parents’ maladaptive behaviors with respect to the


tiple sclerosis: An inability to attend meetings physically no


children’s experience of anxiety and replace those behaviors


longer denies people the benefits of self-help.


with constructive responses. The researchers’ analyses sug-


Self-help groups appear to serve a number of functions


gested that children whose parents were more engaged in


for their members: For example, they provide people with a


the therapy sessions showed greater improvement.


sense of hope and control over their problems, they engage

social support for people’s suffering, and they provide a fo-

This study illustrates the importance of the family therapy

rum for dispensing and acquiring information about disorders

approach. By engaging the whole family, the therapeutic

and treatments (Groh et al., 2008). Researchers have begun to

Group Therapies
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demonstrate that self-help groups may help bring relief along-

side other forms of therapy. For example, participation in

self-help groups has the potential to reduce symptoms of de-

pression (Pfeiffer et al., 2011).

A valuable development in self-help is the application of

group therapy techniques to the situations of terminally ill pa-

tients. The goals of such therapy are to help patients and their

families live lives as fulfilling as possible during their illnesses,

to cope realistically with impending death, and to adjust to the

terminal illness (Kissane et al., 2004). One general focus of such

support groups for the terminally ill is to help patients learn

how to live fully until they “say goodbye.”

Group therapies are the final examples of types of thera-

pies that are based purely on psychological interventions. Let’s

now analyze how biomedical therapies work to alter the brain

in order to affect the mind.


Stop
 and
 Review


How does group therapy help inform participants about

the uniqueness of their problems?

What is a common goal for couple therapy?

Under what circumstances are Internet self-help groups

particularly valuable?

Why should people be cautious when they undertake

drug therapies?


CRITICAL THINKING


Recall the study that used family

therapy to treat children’s anxiety disorders. Why was it im-

portant to include both parents in the treatment?

patients. This new therapeutic era began in 1953 with the in-

troduction of tranquilizing drugs, notably chlorpromazine,
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into hospital treatment programs. Emerging drug therapies

gained almost instant recognition and status as an effective

way to transform patient behavior. Psychopharmacology
 is the

branch of psychology that investigates the effects of drugs on


BIOMEDICAL THERAPIES


behavior. Researchers in psychopharmacology work to under-

stand the effect drugs have on some biological systems and the

The ecology of the mind is held in delicate balance. When

consequent changes in responding.

something goes wrong with the brain, we see the consequences

The discovery of drug therapies
 had profound effects on the

in abnormal patterns of behavior and peculiar cognitive and

treatment of severely disordered patients. No longer did mental

emotional reactions. Similarly, environmental, social, or be-

hospital staff have to act as guards, putting patients in seclusion

havioral disturbances, such as drugs and violence, can alter

or straitjackets; staff morale improved as rehabilitation replaced

brain chemistry and function. Biomedical therapies most often

mere custodial care of the mentally ill (Swazey, 1974). Moreo-

treat mental disorders as problems in the brain. This section

ver, the drug therapy revolution had a great impact on the U.S.

describes four biomedical approaches: drug therapies, psycho-

mental hospital population. Over half a million people were

surgery, electroconvulsive therapy (ECT), and repetitive tran-

living in mental institutions in 1955, staying an average of several

scranial magnetic stimulation (rTMS).

years. The introduction of chlorpromazine and other drugs re-

versed the steadily increasing numbers of patients. By the early

1970s, it was estimated that fewer than half the country’s mental


Drug Therapy


patients actually resided in mental hospitals; those who did were

institutionalized for an average of only a few months.

In the history of the treatment of mental disorders, nothing

The drugs that alleviate symptoms of various mental dis-

has rivaled the revolution created by the discovery of drugs

orders are widely prescribed. As mental health care comes

that can calm anxious patients, restore contact with reality in

increasingly under the direction of health maintenance organi-

withdrawn patients, and suppress hallucinations in psychotic

zations (HMOs), cost-cutting practices are limiting the number

of patients’ visits to therapists for psychological therapies

while substituting cheaper drug therapies. Researchers have


Watch
 the Video
 In the Real World: Self-Therapy
 on MyPsychLab


documented great increases in prescriptions for drug therapies

(Stagnitti, 2007). For that reason, it is important to understand


Watch
 the Video
 Drugs Commonly Used to Treat Psychiatric Disorders


on MyPsychLab


the positive and negative features of drug therapies.


psychopharmacology
 The branch of psychology that investigates the

Three major categories of drugs are used today in therapy pro-

effects of drugs on behavior.

grams: antipsychotic, antidepressant,
 and antianxiety
 medications
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Table 15.5t
 Drug Therapies for Mental Illness

in relieving the symptoms of schizophrenia—but each also has

the potential for side effects. For example, people who take these


Type of


drugs are at risk for weight gain and diabetes (Rummel-Kluge


Disorder



Therapy



Examples


et al., 2010; Smith et al., 2008). Unfortunately, the side effects

Schizophrenia

Antipsychotic drug

chlorpromazine (Thorazine)

often prompt patients to discontinue the drug therapy. The rate

haloperidol (Haldol)

of relapse when patients go off the drugs is quite high—even by

clozapine (Clozaril)

taking lower than recommended doses of the drugs, patients

substantially increase the risk of increased symptoms (Subotnik

Depression

Tricyclic

imipramine (Tofranil)

et al., 2011). Patients who remain on the newer drugs such as

antidepressant

amitriptyline (Elavil)

clozapine still have about a 15 to 20 percent chance of relapse

Selective serotonin

fluoxetine (Prozac)

(Leucht et al., 2003). Thus antipsychotic drugs do not cure

reuptake inhibitor

paroxetine (Paxil)

schizophrenia—they do not eliminate the underlying psycho-

sertraline (Zoloft)

pathology. Fortunately, they are reasonably effective at control-

Serotonin and

milnacipran (Dalcipran)

ling the disorder’s most disruptive symptoms.

norepinephrine

venlafaxine (Effexor)

reuptake inhibitor

phenelzine (Nardil)


Antidepressant Drugs


Antidepressant drugs work by

MAO inhibitor

isocarboxazid (Marplan)

increasing the activity of the neurotransmitters norepinephrine

Bipolar disorder

Mood stabilizer

lithium (Eshalith)

and serotonin (Thase & Denko, 2008). Recall from Chapter 3

that nerve cells communicate by releasing neurotransmitters

Anxiety

Benzodiazepines

diazepam (Valium)

into synaptic clefts (the small gaps between neurons). Tricyclics,


disorders

Antidepressant

alprazolam (Xanax)

such as Tofranil
 and Elavil,
 reduce the reuptake (removal) of

drug

fluoxetine (Prozac)

the neurotransmitters from the synaptic cleft (see Figure 15.2
 ).

Drugs such as Prozac
 are known as selective serotonin reuptake



inhibitors
 (SSRIs) because they specifically reduce the reuptake

(see Table 15.5
 ). As their names suggest, these drugs chemically

of serotonin. The monoamine oxidase
 (MAO) inhibitors
 limit

alter specific brain functions that are responsible for psychotic

the action of the enzyme monoamine oxidase, which is respon-

symptoms, depression, and extreme anxiety.

sible for breaking down (metabolizing) norepinephrine. When

MAO is inhibited, more of the neurotransmitter is left avail-


Antipsychotic Drugs


Antipsychotic drugs alter symptoms

able. Thus each type of drug leaves more neurotransmitters

of schizophrenia such as delusions, hallucinations, social with-

available to bring about neural signals.

drawal, and occasional agitation. Antipsychotic drugs work by

Antidepressant drugs can be successful at relieving the

reducing the activity of the neurotransmitter dopamine in the

symptoms of depression, although as many as 50 percent of

brain (Keshavan et al., 2011). The earliest drugs researchers

patients will not show improvement (Hollon et al., 2002). In

developed, like chlorpromazine
 (marketed under the U.S. brand

fact, for people with mild or moderate symptoms of depres-

name Thorazine
 ) and haloperidol
 (marketed as Haldol
 ) blocked

sion, antidepressant drugs show little impact beyond placebos

or reduced the sensitivity of dopamine receptors. Although

(pills contining no active medication); they provide more sub-

those drugs functioned by decreasing the overall level of brain

stantial benefits for people with severe depression (Fournier

activity, they were not just tranquilizers. For many patients,

et al., 2010). Because antidepressant drugs affect important

they did much more than merely eliminate agitation. They also

neurotransmitter systems in the brain, they have the potential

relieved or reduced the positive symptoms of schizophrenia,

including delusions and hallucinations.

There were, unfortunately, negative side effects of these

Tricyclic AD

Synaptic

Receptor sites

early antipsychotic drugs. Because dopamine plays a role in

blocking reuptake cleft

motor control, muscle disturbances frequently accompany


Presynaptic



Postsynaptic


a course of drug treatment. Tardive dyskinesia
 is a particular


neuron



neuron


disturbance of motor control, especially of the facial muscles,

caused by antipsychotic drugs. Patients who develop this side

effect experience involuntary jaw, lip, and tongue movements.

Over time, researchers created a new category of drugs,

which are called atypical
 antipsychotic drugs, that create fewer

motor side effects. The first member of this category, clozap-



ine
 (marketed as Clozaril
 ), was approved in the United States

Synaptic vesicles

in 1989. Clozapine both directly decreases dopamine activity

(packets of

Reuptake

Neurotransmitter

neurotransmitters)

and increases the level of serotonin activity, which inhibits the

dopamine system. This pattern of activity blocks dopamine


FIGURE 15.2
 The Brain Mechanisms of Tricyclic

receptors more selectively, resulting in a lower probability of

Antidepressants

motor disturbance. Unfortunately, agranulocytosis,
 a rare dis-

Tricyclic antidepressants block the reuptake of norepinephrine

ease in which the bone marrow stops making white blood cells,

and serotonin so that the neurotransmitters remain in the

develops in 1 to 2 percent of patients treated with clozapine.

synaptic cleft.

Researchers have created a range of atypical antipsychotic

From Butcher, James N.; Mineka, Susan; Hooley, Jill M., Abnormal Psychology,


drugs that act in the brain in a fashion similar to clozapine.

13th Ed., © 2007. Reprinted and electronically reproduced by permission of

Large-scale studies suggest that each of these drugs is effective

Pearson Education, Inc., Upper Saddle River, New Jersey.
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for serious side effects. For example, people taking SSRIs such

relevant to generalized anxiety responses. Panic disorders, as

as Prozac may experience symptoms such as nausea, insomnia,

well as agoraphobia and other phobias, can be treated with anti-

nervousness, and sexual dysfunction. Tricyclics and MAO

depressant drugs, although researchers do not yet understand

inhibitors may cause dry mouth, difficulty sleeping, and mem-

the biological mechanism involved. Obsessive-compulsive dis-

ory impairment. Research suggests that most of the major anti-

order, which may arise from low levels of serotonin, responds

depressant drugs are roughly equal, across individuals, in their

particularly well to drugs, like Prozac, that specifically affect

ability to bring relief (Hollon et al., 2002). For that reason, it is

serotonin function.

important for each individual to find the drug that yields the

As with drugs that treat schizophrenia and mood disorders,

fewest side effects for him or her personally.

benzodiazepines affect a major neurotransmitter system and

Researchers also continue to search for drugs that will help

therefore have a range of potential side effects (Macaluso et al.,

alleviate the symptoms of depression with fewer side effects.

2010). People who begin a course of therapy may experience

The newest class of drugs is called serotonin and norepine-


daytime drowsiness, slurred speech, and problems with


phrine reuptake inhibitors,
 or SNRIs.
 As that name suggests,

coordination. The drugs may also impair cognitive processes

these drugs, such as Effexor
 and Dalcipran,
 block the reuptake

such as attention and memory (Stewart, 2005). Furthermore,

of both serotonin and norepinephrine. Clinical trials using

people who begin treatment with benzodiazepines often

these drugs have not found major differences in effectiveness

experience drug tolerance—they must increase their dosage

with respect to SSRIs (Machado & Einarson, 2010). However,

to maintain a stable effect (see Chapter 5). Discontinuation of

researchers still must determine which SNRIs function without

treatment might also lead to withdrawal symptoms (Tan et al.,

serious side effects (Perahia et al., 2008).

2011). Because of the potential for psychological and physical

In recent years, researchers have examined the important

dependence, people should undertake treatment with antianxi-

question of whether individuals—and, in particular, children

ety drugs in careful consultation with a health-care provider.

and adolescents—who take antidepressant drugs are at greater

risk for suicide. Although conclusions remain controversial,

the majority of evidence supports the claim that drug treatment


Psychosurgery


for depression does, in fact, yield a small increase in suicide

When other therapies have failed to bring about relief, doctors

risk (Möller et al., 2008). The important question is why this is

have sometimes considered direct interventions in the brain.

the case. Some researchers believe that the drugs—in particu-


Psychosurgery
 is the general term for surgical procedures

lar SSRIs—act in the brain to increase suicidal thoughts. Other

performed on brain tissue to alleviate psychological disorders.

researchers suggest that the small increase in suicide risk is an

Such intervention involves lesioning (severing) connections

unfortunate consequence of the relief the drugs bring: Because

between parts of the brain or removing small sections of the

major depressive order impairs motivation, people may be able

brain. The best known form of psychosurgery is the prefrontal


to carry out suicidal behaviors only once their mental health


lobotomy,
 an operation that severs the nerve fibers connecting

starts to improve. For that reason, people who start drug treat-

the frontal lobes of the brain with the diencephalon, especially

ment for major depressive disorder should receive consistent

those fibers of the thalamic and hypothalamic areas. The pro-

clinical attention to monitor for possible suicidal thoughts or

cedure was developed by neurologist Egas Moniz
 (1874–1955),

intentions. Note also that many researchers have argued that,

who, in 1949, won a Nobel Prize for this treatment.

because antidepressant drugs bring relief from depression, they

The original candidates for lobotomy were agitated patients

prevent many more suicides than they cause; their benefits

with schizophrenia and patients who were compulsive and

outweigh their risks (Bridge et al., 2007).

anxiety ridden. The effects of this psychosurgery were dramatic:


Lithium salts
 have proven effective in the treatment

A new personality emerged without intense emotional arousal

of bipolar disorders (Thase & Denko, 2008). People who

and, thus, without overwhelming anxiety, guilt, or anger.

experience uncontrollable periods of hyperexcitement, when

However, the operation permanently destroyed basic aspects of

their energy seems limitless and their behavior extravagant

human nature. The lobotomy resulted in inability to plan ahead,

and flamboyant, are brought down from their state of manic

indifference to the opinions of others, childlike actions, and the

excess by doses of lithium. In addition, if people continue to

intellectual and emotional flatness of a person without a coher-

take lithium when their symptoms are in remission, they are

ent sense of self. (One of Moniz’s own patients was so distressed

less likely to have recurrences of the disorder (Biel et al., 2007).

by these unexpected consequences that she shot Moniz, partially

However, for those people suffering from bipolar disorders

paralyzing him.)

who cycle frequently between manic episodes and depression,

Because the effects of psychosurgery are permanent, its

lithium appears to be less effective than other treatments such

continued use is very limited. Clinicians consider psychosur-

as the drug valproate,
 which was originally developed as a drug

gery only when other treatments have repeatedly failed. For

to prevent seizures (Cousins & Young, 2007).

example, one study evaluated the effectiveness of a procedure

called a cingulotomy,
 in which surgeons create lesions in the


Antianxiety Drugs


Like antipsychotic and antidepressant

drugs, antianxiety drugs generally have their effect by adjusting

the levels of neurotransmitter activity in the brain. Different

drugs are most effective at relieving different types of anxiety

disorders (Hoffman & Mathew, 2008). Generalized anxiety


psychosurgery
 A surgical procedure performed on brain tissue to

alleviate a psychological disorder.

disorder is best treated with a benzodiazepine,
 such as Valium



prefrontal lobotomy
 An operation that severs the nerve fibers

or Xanax,
 which increases the activity of the neurotransmitter

connecting the frontal lobes of the brain with the diencephalon,

GABA. Because GABA regulates inhibitory neurons, increases

especially those fibers in the thalamic and hypothalamic areas;

in GABA activity decrease brain activity in areas of the brain

best known form of psychosurgery.
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Electroconvulsive therapy has been very effective in cases of severe depression. Why does it remain controversial as a treatment?

limbic system structure called the cingulate gyrus (Shields

ethically conduct experiments on human participants to pro-

et al., 2008). The 33 patients in the study had intractable major

vide definitive answers.

depression—they had failed to respond to four or more courses

Critics have also worried about potential side effects of

of drug treatment as well as other standard treatments. After

ECT. ECT produces temporary disorientation and a variety of

the surgeries, 75 percent of the patients showed some relief

cognitive deficits. For example, patients often suffer amnesia

from their symptoms. The cingulotomy procedure has also

for events in the period of time preceding the treatment as well

relieved the symptoms of patients with obsessive-compulsive

as difficulty forming new memories (Ingram et al., 2008). How-

disorder who were similarly unresponsive to drug treatments

ever, most patients recover from these deficits in the first few

(Kim et al., 2003).

weeks after treatment. As a way of minimizing even short-term

deficits, ECT is now often administered to only one side of the

brain so as to reduce the possibility of speech impairment. Such


ECT and rTMS


unilateral ECT alleviates some of the cognitive consequences

of the treatment and also remains an effective antidepressant


Electroconvulsive therapy (ECT)
 is the use of electric shock

(Fraser et al., 2008).

applied to the brain to treat psychiatric disorders such as schiz-

In recent years, researchers have explored an alternative to

ophrenia, mania, and, most often, depression. The technique

ECT called repetitive transcranial magnetic stimulation (rTMS).


consists of applying weak electric current to a patient’s scalp

As you might recall from Chapter 3, people who undergo rTMS

until a seizure occurs. The strength of the current is adjusted

receive repeated pulses of magnetic stimulation to the brain. As

to reflect seizure thresholds for particular patients (Kellner

with ECT, researchers have not yet determined why rTMS can

et al., 2010). The convulsion usually runs its course in 45 to

bring relief for major depressive disorder and other forms of

60 seconds. Patients are prepared for this traumatic interven-

psychopathology. However, evidence is mounting that rTMS

tion by sedation with a short-acting barbiturate and muscle

can be just as effective as some antidepressant drugs (Schutter,

relaxant, which renders the patient unconscious and minimizes

2008). Researchers are working to determine how variables

the violent physical reactions.

such as the intensity of the magnetic stimulation affect rTMS’s

Electroconvulsive therapy has proven quite successful at

ability to bring relief (Daskalakis et al., 2008).

alleviating the symptoms of serious depression (Lisanby, 2007).

ECT is particularly important because it works quickly. Typi-

cally, the symptoms of depression are alleviated in a three- or

four-day course of treatment, as compared with the one- to two-


Stop
 and
 Review


week time window for drug therapies. Even so, most therapists

hold ECT as a treatment of last resort. ECT is often reserved

What advantages do atypical antipsychotic drugs have

for emergency treatment for suicidal or severely malnourished,

over early drug therapies for schizophrenia?

depressed patients and for patients who do not respond to

What do SNRIs do in the brain?

antidepressant drugs or can’t tolerate their side effects.

What are some effects of prefrontal lobotomies?

Although ECT is effective, it still remains controversial as

What is the rTMS procedure?

a treatment. Scientific unease with ECT centers largely on the

lack of understanding of how it works. Researchers have specu-


Study
 and Review
 on MyPsychLab


lated that the treatment might rebalance neurotransmitters or

hormones; they have also suggested that the repeated seizures

might actually strengthen the brain (Keltner & Boschini, 2009).


electroconvulsive therapy (ECT)
 The use of electroconvulsive shock as

Much of the uncertainty remains because researchers cannot

an effective treatment for severe depression.

Biomedical Therapies
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Suppose you have come to perceive a problem in your life

that you believe could be alleviated by interaction with a

trained clinician. This chapter has mentioned a great variety
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of types of therapies. How can you know which one of them
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will work best to relieve your distress? How can you be sure
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that any
 of them will work? This section examines the projects
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researchers undertake to test the effectiveness of particular
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therapies and make comparisons between different therapies.
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The general goal is to discover the most efficient way to help
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people overcome distress. As you will see, this research has

0%

Psychotherapy

Pharmacotherapy

also identified some factors that are common to all successful

therapy. We also consider briefly the topic of prevention:
 How


FIGURE 15.3
 Treatment Evaluation for Depression

can psychologists intervene in people’s lives to prevent mental

The figure displays the results from meta-analyses of

illness before it occurs?

treatments for depression. For each treatment, the figure

presents the percentage of patients who typically respond to

each category of treatment. For example, about 50 percent


Evaluating Therapeutic Effectiveness


of patients taking antidepressant medication experience

recognizable symptom relief, whereas 50 percent do not.

British psychologist Hans Eysenck (1952) created a furor some

years ago by declaring that psychotherapy does not work at all! He

reviewed available publications that reported the effects of vari-

ous therapies and found that patients who received no therapy

part of the therapeutic intervention, researchers typically wish

had just as high a recovery rate as those who received psychoa-

to demonstrate that their specific form of therapy is more effec-

nalysis or other forms of insight therapy. He claimed that roughly

tive than a placebo therapy
 (a neutral therapy that just creates

two-thirds of all people with neurotic problems would recover

expectations of healing) (Hyland et al., 2007).

spontaneously within two years of the onset of the problem.

In recent years, researchers have evaluated therapeutic

Researchers met Eysenck’s challenge by devising more

effectiveness using a statistical technique called meta-analysis.

accurate methodologies to evaluate the effectiveness of therapy.


Meta-analysis
 provides a formal mechanism for detecting the

What Eysenck’s criticism made clear was that researchers

general conclusions to be found in data from many different ex-

needed to have appropriate control groups. For a variety of

periments. In many psychological experiments, the researcher

reasons, some
 percentage of individuals in psychotherapy

asks, “Did most of my participants show the effect I predicted?”


does
 improve without any professional intervention. This

Meta-analysis treats experiments like participants. With respect


spontaneous-remission effect
 is one baseline
 criterion against

to the effectiveness of therapy, the researcher asks, “Did most

which the effectiveness of therapies must be assessed. Simply

of the outcome studies show positive changes?”

put, doing something must be shown to lead to a greater

Consider Figure 15.3
 , which presents the results of

percentage of improved cases than doing nothing.

meta-analyses of the research literature on treatments for

Similarly, researchers generally try to demonstrate that

depression (Hollon et al., 2002). The figure compares results

their treatment does more than just take advantage of clients’

for three types of psychotherapies and medications (averaged

own expectations of healing. You may recall the earlier discus-

across different types of antidepressant drugs) to placebo

sions of placebo
 effects: In many cases, people’s mental or phys-

treatments. The chapter earlier described psychodynamic and

ical health will improve because they expect that it will improve.

cognitive behavioral therapies. Interpersonal therapy focuses

The therapeutic situation helps bolster this belief by putting the

on a patient’s current life and interpersonal relationships. As

therapist in the specific social role of healer
 (Frank & Frank,

you can see, across all the studies reviewed in the meta-analyses

1991). Although the placebo effects of therapy are an important

that contributed to this figure, interpersonal therapy, cognitive

behavioral therapy, and drug therapies had a consistently larger

impact than did placebos. At least for treatment of depression,


Watch
 the Video
 Thinking Like a Psychologist: Assessing the


classic psychodynamic therapy did not fare well.


Effectiveness of Treatments
 on MyPsychLab


Note that these data reflect the impact of each type of


spontaneous-remission effect
 The improvement of some mental

treatment alone. Researchers have assessed the effectiveness

patients and clients in psychotherapy without any professional

of psychotherapy alone versus psychotherapy combined with

intervention; a baseline criterion against which the effectiveness of

drug therapy. One study found that combination therapy was

therapies must be assessed.

most able to bring about full remission from chronic depression


placebo therapy
 A therapy interdependent of any specific clinical

(Manber et al., 2008). Of participants who completed a course

procedures that results in client improvement.

of treatment, 14 percent of the participants who received only


meta-analysis
 A statistical technique for evaluating hypotheses by

providing a formal mechanism for detecting the general conclusions

drug therapy met the study’s criterion for full remission, as did

found in data from many different experiments.

14 percent of the participants who received only psychotherapy.
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For participants who received both drug therapy and psycho-

therapy, 29 percent showed the same level of improvement.

Because of such findings, contemporary researchers are

less concerned about asking whether
 psychotherapy works

and more concerned about asking why it works and whether

any one treatment is most effective for any particular problem

and for certain types of patients (Goodheart et al., 2006). For

example, much treatment evaluation has been carried out in

research settings that afford reasonable control over patients

(often, the studies exclude individuals who have more than

one disorder) and procedures (therapists are rigorously trained

to minimize differences in treatment). Researchers need to

ensure that therapies that work in research settings also work in

community settings in which patients and therapists have more

diversity of symptoms and experience (Kazdin, 2008). Another

important issue for evaluation research is to assess the likeli-

How can prevention strategies encourage people to build

hood that individuals will complete a course of treatment. In

habits to minimize the need for treatment?

almost all circumstances, some people choose to discontinue

treatments (Barrett et al., 2008). Researchers seek to under-

outcomes. For example, clients experience more improvement

stand who leaves treatment and why—with the ultimate hope

from psychotherapy when they and the therapist share the same

of creating treatments to which most everyone can adhere.

perspective on the goals for the therapy and agree on the proc-

Let’s turn now from comparisons of individual therapies

esses that will achieve those goals (Tryon & Winograd, 2011). If

to an analysis of the common factors that underlie successful

you enter into therapy, you should believe that you can estab-

therapies.

lish a strong therapeutic alliance with the therapist.

The final section of this chapter reflects on an important

principle of life: Whatever the effectiveness of treatment, it is


Common Factors


often better to prevent a disorder than to heal it once it arises.

The last section described how researchers evaluate the effec-

tiveness of specific therapies for particular disorders. However,

other researchers have looked across the range of psychothera-


Prevention Strategies


pies with the goal of identifying common factors
 —shared

The traditional therapies this chapter has examined share

components that contribute to therapeutic effectiveness

the focus of changing a person who is already distressed or

(Wampold, 2001). For successful therapies, these factors are

disabled. This focus is necessary because, much of the time,

most often present:

people are unaware that they are at risk for psychological

t The client has positive expectations and hope for

disorders. They present themselves for treatment only once

improvement.

they have begun to experience symptoms. However, as we saw

t The therapist is able to reinforce those expectations

in Chapter 14, researchers have identified a number of biologi-

and cultivate hope.

cal and psychological factors that put people at risk. The goal of

t The therapy provides an explanation for how the client


prevention
 is to apply knowledge of those risk factors to reduce

will change and allows the client to practice behaviors

the likelihood and severity of distress.

that will achieve that change.

Prevention can be realized at several different levels. Primary


t The therapy provides a clear plan for treatment.

prevention seeks to prevent a condition before it begins. Steps

t The client and therapist form a relationship that is

might be taken, for example, to provide individuals with cop-

characterized by trust, warmth, and acceptance.

ing skills so they can be more resilient or to change negative as-

pects of an environment that might lead to anxiety or depression

As you consider this list of common factors, take a moment to

(Boyd et al., 2006; Hudson et al., 2004). Secondary
 prevention at-

see how they apply to each of the types of psychotherapy the

tempts to limit the duration and severity of a disorder once it has

chapter has reviewed.

begun. This goal is realized by means of programs that allow for

Among these common factors, researchers have focused

early identification and prompt treatment. For example, based

particular attention on the relationship between the therapist

on assessments of therapeutic effectiveness, a mental health prac-

and the client. Whatever the form of the treatment, it’s

titioner might recommend a combination of psychotherapy and

important that the individual seeking help enter into an effective

drug therapy to optimize secondary prevention (Manber et al.,

therapeutic alliance. A therapeutic alliance
 is a mutual relation-

2008). Tertiary
 prevention limits the long-term impact of a

ship that a client establishes with a therapist: The individual and

the therapist collaborate to bring about relief. Research suggests

that the quality of the therapeutic alliance has an impact on

psychotherapy’s ability to bring about improved mental health


Simulate
 the Experiment
 Ineffective Therapies
 on MyPsychLab


(Goldfried & Davila, 2005). In general, the more positive the


Watch
 the Video
 What’s In It For Me?: Finding a Therapist if You Need


therapeutic alliance, the more relief the client obtains (Horvath


One
 on MyPsychLab


et al., 2011). The concept of the therapeutic alliance has


common factors
 The components that psychotherapies share that

several components, each of which also contributes to positive

contribute to therapeutic effectiveness.

Treatment Evaluation and Prevention Strategies
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CAN INTERNET-BASED THERAPY BE EFFECTIVE?


The therapies described in this chapter all share the common

face-to-face Furthermore, consumers are rarely able to verify

assumption that the therapist and client will meet face-to-face.

the credentials of online therapists; in cyberspace anyone can

However, as the Internet has become a standard element of

claim to be an expert. Finally, therapists who use the Internet

most people’s lives, psychotherapists have begun to explore

are unable to assure their clients of confidentiality. There’s a

possibilities of providing mental health care without traditional

real danger that private information could be “hacked” and

personal contact.

dragged into the public domain.

Let’s consider an example of a successful program of

This concern about confidentiality may be particularly urgent

Internet-based treatment for social phobia. Recall that people

because research evidence suggests that online therapy leads

with social phobia experience anxiety when they anticipate

to disinhibition: The relative anonymity of this form of therapy

public interactions. For that reason, the Internet holds the

allows clients to reveal their most pressing problems and

promise of providing treatment without requiring people

concerns more quickly and with less embarrassment (Richards,

with the disorder to enter the social sphere. In one study,

2009). Individuals may be more honest when they don’t have

people with social phobia completed a 10-week program

to worry about their therapist’s overt reactions to their difficult

of Internet modules that guided them through a course of

confessions.

cognitive behavioral therapy (Berger et al., 2009). Therapists

But consider that rush of information in the context of the

were involved in the process via e-mail. They addressed the

therapeutic alliance. Recall that the quality of the therapeutic

patients’ questions and delivered motivating messages. At

alliance has a strong impact on psychotherapy’s ability to bring

the end of the treatment, the patients’ level of distress was

about improved mental health (Goldfried & Davila, 2005; Horvath

compared to that of a control group of individuals who also

et al., 2011). Some therapists worry that the therapeutic alliance

had been diagnosed with social phobia. The patients who had

will necessarily be impaired if they are never face-to-face with

completed the Internet-based treatment showed considerable

their clients (Ross, 2011). Still, other therapists have suggested

improvement with respect to that control group.

that Internet-based therapy has the capacity to bring relief

Successes of this sort encourage therapists to pioneer

because it activates the common factors that underlie the

innovative therapies delivered via the Internet. However,

effectiveness of traditional therapies (Peck, 2010).

therapists have also taken a step back to consider some

t In addition to social phobia, for what other psychological

of the particular ethical issues that may arise when

disorders might Internet-based therapy be particularly

therapists and clients remain at a distance (Fitzgerald et al.,

appropriate?

2010; Ross, 2011). For example, therapists worry that

patients may be misdiagnosed if they present limited or

t What might therapists do to cope with confidentiality issues

distorted information without the extra scrutiny that is possible

on the Internet?

psychological disorder by seeking to prevent a relapse. For exam-

factors, but overcoming individual, institutional, and govern-

ple, this chapter noted earlier that individuals with schizophrenia

mental resistance to change. A major research effort will be

who discontinue drug therapy have a very high rate of relapse

needed to demonstrate the long-range utility of prevention and

(Fournier et al., 2010). To engage in tertiary prevention, mental

the public health approach to psychopathology. The ultimate

health practitioners would recommend that their patients with

goal of prevention programs is to safeguard the mental health

schizophrenia continue their courses of antipsychotic drugs.

of all members of our society.

Within psychology, the field of community psychology


plays a particular role in efforts to prevent psychological illness

and promote wellness (Schueller, 2009). Community psychol-


Stop


ogists often design interventions that address the features of


and
 Review


communities that put people at risk. For example, researchers

What conclusions can be drawn from meta-analyses

have developed community-wide strategies to reduce substance

of treatments for depression?

abuse among urban adolescents (Diamond et al., 2009). These

What has research demonstrated about the importance

programs attempt to change community values with respect to

of the therapeutic alliance?

drugs and alcohol and they also provide adolescents with drug-

and-alcohol–free social activities.

What is the goal of primary prevention?

Preventing mental disorders is a complex and difficult


Study
 and Review
 on MyPsychLab


task. It involves not only understanding the relevant causal
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Recapping Main Points




The Therapeutic Context


t Cognitive behavioral therapy calls for the client to learn

more constructive thought patterns in reference to

t Therapy requires that a diagnosis be made and a course

a problem and to apply the new technique to other

of treatment be established.

situations.

t Therapy may be medically or psychologically oriented.

t The four major types of psychotherapies are


Humanistic Therapies


psychodynamic, behavior, cognitive, and humanistic.

t Humanistic therapies work to help individuals become

t A variety of professionals practice therapy.

more fully self-actualized.

t Researchers must assess the effectiveness of

t Therapists strive to be nondirective in helping their clients

psychotherapies across diverse groups.

establish a positive self-image that can deal with external

t Harsh early treatment of those with mental illnesses led

criticisms.

to a modern movement for deinstitutionalization.

t Gestalt therapy focuses on the whole person—body, mind,

t Unfortunately, many people do not have adequate

and life setting.

resources outside the institution, so they may become

homeless or quickly are readmitted to institutions.


Group Therapies



Psychodynamic Therapies


t Group therapy allows people to observe and engage in

social interactions as a means to reduce psychological

t Psychodynamic therapies grew out of Sigmund Freud’s

distress.

psychoanalytic theory.

t Family and marital therapy concentrates on situational

t Freud emphasized the role of unconscious conflicts in the

difficulties and interpersonal dynamics of the couple or

etiology of psychopathology.

family group as a system in need of improvement.

t Psychodynamic therapy seeks to reconcile these conflicts.

t Community and Internet self-help groups allow

t Free association, attention to resistance, dream analysis,

individuals to obtain information and feelings of control

transference, and countertransference are all important

in circumstances of social support.

components of this therapy.

t Other psychodynamic theorists place more emphasis on


Biomedical Therapies


the patient’s current social situation and interpersonal

t Biomedical therapies concentrate on changing physiological

relationships.

aspects of mental illness.


Behavior Therapies


t Drug therapies include antipsychotic medications for

treating schizophrenia as well as antidepressants and

t Behavior therapies use the principles of learning and

antianxiety drugs.

reinforcement to modify or eliminate problem behaviors.

t Psychosurgery is rarely used because of its radical,

t Counterconditioning techniques replace negative behaviors,

irreversible effects.

like phobic responses, with more adaptive behaviors.

t Electroconvulsive therapy and repetitive transcranial

t Exposure is the common element in phobia-modification

magnetic stimulation (rTMS) can be effective with

therapies.

depressed patients.

t Contingency management uses operant conditioning to

modify behavior, primarily through positive reinforcement


Treatment Evaluation and Prevention Strategies


and extinction.

t Research shows that many therapies work better

than the mere passage of time or nonspecific placebo


Cognitive Therapies


treatment.

t Cognitive therapy concentrates on changing negative

t Evaluation projects are helping to answer the question of

or irrational thought patterns about the self and social

what makes therapy effective.

relationships.

t Common factors, including the quality of the therapeutic

t Cognitive therapy has been used successfully to treat

alliance, underlie the effectiveness of therapies.

depression.

t Prevention strategies are necessary to stop psychological

t Rational-emotive therapy helps clients recognize that their

disorders from occurring and minimize their effects once

irrational beliefs about themselves interfere with successful

they have occurred.

life outcomes.

Recapping Main Points
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counterconditioning (p. 426)
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444



Chapter 15
 Therapies for Psychological Disorders



Chapter 15 t
 Practice Test



Study
 and Review
 on MyPsychLab



1.
 When Sonja begins treatment, her therapist focuses on


9.
 In your introductory psychology class, you watch a movie

her inner conflicts, which he believes remain unresolved. It

clip of an individual in therapy addressing an empty chair as

seems that Sonja’s therapist takes a _______ approach.

if it were his abusive boss. This clip demonstrates _______

a. psychodynamic

c. biological

therapy.

b. cognitive

d. humanist

a. Gestalt

c. aversion

b. client-centered

d. psychodynamic


2.
 Which of these topics would you be least
 likely to hear

about in a lecture on deinstitutionalization?


10.
 The particular focus of _______ therapy will often be on

a. homelessness

c. readmission rates

poor patterns of communication.

b. meta-analysis

d. violent crime

a. Gestalt

c. couple

b. client-centered

d. psychodynamic


3.
 In psychodynamic therapy, _______ refers to a patient’s

inability or unwillingness to discuss certain topics.


11.
 _______ drugs largely have their impact in the brain by

a. catharsis

c. countertransference

changing the function of the neurotransmitters serotonin

b. transference

d. resistance

and norepinephrine.

a. Antidepressant

c. Antipsychotic


4.
 Research on repressed memories suggests that

b. Antianxiety

d. Antimania

a. recovered memories are never accurate.

b. people’s memories are not subject to therapists’


12.
 In clinical research, _______ proven effective at relieving

influence.

the symptoms of depression.

c. some memories of abuse are implanted by therapists.

a. only ECT has

d. most memories are subject to repression.

b. only rTMS has

c. neither ECT nor rTMS have


5.
 If Roland undergoes _______, he should expect to have a

d. both ECT and rTMS have

strong noxious stimulus paired with stimuli to which he is

attracted.


13.
 _______ therapy is the type of treatment least
 likely to

a. systematic desensitization

provide relief from major depressive disorder.

b. behavioral rehearsal

a. Placebo

c. Cognitive behavioral

c. participant modeling

b. Interpersonal

d. Drug

d. aversion therapy


14.
 When prevention efforts are intended to prevent relapse,


6.
 Every time Janice provides a urine sample that is drug free,

it is called _______ prevention.

she gets vouchers with which she can purchase items she

a. primary

c. tertiary

enjoys. This treatment is a form of

b. regulatory

d. secondary

a. systematic desensitization.


15.
 Because of the relative anonymity of interactions over

b. contingency management.

the Internet, clients’ interactions with therapists may

c. participant modeling.

show _______.

d. generalization.

a. countertransference

c. confidentiality


7.
 People can learn the process of _______ to change negative

b. greater embarrassment

d. disinhibition

self-statements into positive coping statements.

a. social learning

b. self-efficacy


ESSAY QUESTIONS


c. cognitive restructuring


1.
 Why do behavior therapies target adaptive and

d. catharsis

maladaptive behaviors?


8.
 You hear a therapist talking about how hard he works to


2.
 What features of self-help groups make them beneficial

communicate unconditional regard. You suspect that he is

to mental health?

a _______ therapist.

a. Gestalt

c. behavioral


3.
 Why are therapies compared to placebos to evaluate

b. client-centered

d. psychodynamic

their effectiveness?

Chapter 15 Practice Test
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Imagine circumstances in which you’ve done everything

to get to a job interview on time, but nothing has gone

your way. The electricity went off during the night, so

your alarm didn’t wake you. The friend who was sup-

posed to give you a ride had a flat tire. You tried to get money

for a taxi, but the ATM ate your card. When you finally get to

the office, you can guess what the manager is thinking: “Why

would I give a job to someone this unreliable?” You want to

protest, “It’s not me, it’s the circumstances!” As you have con-

templated this scenario, you have begun to enter the world of


social psychology
 —that area of psychology that investigates the

ways in which individuals create and interpret social situations.


Social psychology
 is the study of the ways in which

thoughts, feelings, perceptions, motives, and behavior are

influenced by interactions and transactions between people.

Social psychologists try to understand behavior within its social

context. This social context is the vibrant canvas on which are

Why are fans who watch their favorite team play likely to

painted the movements, strengths, and vulnerabilities of the

perceive more instances of unfair play on the part of the

social animal. Defined broadly, the social context includes

opposing team?

the real, imagined, or symbolic presence of other people; the

activities and interactions that take place between people;

the features of the settings in which behavior occurs; and the

a particularly rough game. You won’t be surprised that sport-

expectations and norms that govern behavior in a given setting

ing events continue to provide circumstances for the construc-

(Sherif, 1981).

tion of different social realities.

This chapter explores several major themes of social psy-

chological research. The first part focuses on social cognition
 ,


F



At the Winter Olympics in Salt Lake City, Utah, a pair of
 ea


which is the processes by which people select, interpret, and


tured



Russian figure skaters was initially awarded a gold medal,


remember social information. We then consider the ways in


narrowly beating a Canadian pair. However, four days later,
 Stud


which situations affect people’s behavior and the processes


after accusations of dishonest behavior by one judge, the


by which attitudes and prejudices are formed and changed.


y



Canadian pair was awarded another set of gold medals.


We then turn to the social relationships you form with other


The controversy aside, an important question remained:


people. Finally, the chapter examines aggression and prosocial


Which team had actually skated better? To determine how


behaviors. This chapter will also illustrate how research in


the “reality” of the events was constructed from opposing


social psychology has immediate applications to your life and


perspectives, a team of researchers gathered 169 articles


the society you live in.


from Russian newspapers and 256 articles from American



newspapers that discussed the performances (Stepanova



et al., 2009). Analyses of the articles’ content revealed con-



sistent differences. For example, the American articles pro-



vided more arguments for the superiority of the Canadian



CONSTRUCTING SOCIAL



pair’s performance. Meanwhile, the Russian articles suggested



REALITY



that the performances were more closely matched in quality



than did the American articles.


To open the chapter, I asked you to imagine everything that

could go wrong in advance of a job interview. When you finally

This study makes clear that a complex social occurrence, such

arrive at the manager’s office, you and the manager have very

as a skating competition, cannot be observed in an objective,

different interpretations of the same event. You know you’ve

unbiased fashion. Social situations obtain significance when

been a victim of circumstances. However, at least in the short

observers selectively encode
 what is happening in terms of what

run, the manager judges you only by what is readily apparent:

they expect to see and want to see. In the case of the skating

You are late, and you are disheveled. That’s what is meant by

performances, people looked
 at the same activity, but they saw



constructing social reality.
 The manager considers the evidence

different performances.

you present and makes an interpretation of the situation. If you

To explain how the American and Russian newspapers

still wish to get the job, you’ll have to get the manager to con-

came to such different interpretations of the pairs’ competi-

struct a new interpretation.

tion returns us to the realm of perception.
 Recall from Chapter 4

Social psychologists have provided abundant examples of

that you often must put prior knowledge to work to interpret

circumstances in which people’s beliefs lead them to view the

same situation from different vantage points and make con-

trary conclusions about what “really happened.” One classic


social psychology
 The branch of psychology that studies the effect

study from the 1950s focused on distinctly different percep-

of social variables on individual behavior, attitudes, perceptions,

tions of a highly contentious football game (Hastorf & Cantril,

and motives; also studies group and intergroup phenomena.

1954). Students from each school judged the other team to have


social cognition
 The process by which people select, interpret, and

been responsible for most of the bad behavior that occurred in

remember social information.
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ambiguous perceptual objects. The principle is the same for

Thousands of studies have been conducted to refine and

the competition—people bring past knowledge to bear on the

extend attribution theory beyond the solid foundation pro-

interpretation of current events—but the objects for perceptual

vided by Heider and Kelley (Försterling, 2001; Moskowitz,

processing are people and situations. Social perception
 is the

2004). Many of those studies have concerned themselves with

process by which people come to understand and categorize the

conditions in which attributions depart from a systematic

behaviors of others. This section focuses largely on two issues of

search of available information. Let’s consider circumstances in

social perception. First, we consider how people make judgments

which bias may creep into your attributions.

about the forces that influence other people’s behavior, their


causal attributions.
 Next, we see how processes of social percep-

tion can sometimes bring the world in line with expectations.


The Fundamental Attribution Error


Suppose you have made an arrangement to meet a friend at

7 o’clock. It’s now 7:30, and the friend still hasn’t arrived. How


The Origins of Attribution Theory


might you be explaining this event to yourself?

One of the most important inferential tasks facing all social

t I’m sure something really important happened that made

perceivers is to determine the causes of events. You want to

it impossible for her to be here on time.

know the whys of life. Why did my girlfriend break off the

t What a jerk! Couldn’t she try a little harder?

relationship? Why did he, and not I, get the job? Why did my

parents divorce after so many years of marriage? All such whys

Again, your choice here is between a situational and a dispo-

lead to an analysis of possible causal determinants for some

sitional attribution. Research has shown that people are more

action, event, or outcome. Attribution theory
 is a general

likely, on average, to choose the second type, the dispositional

approach to describing the ways the social perceiver uses infor-

explanation (Ross & Nisbett, 1991). This tendency is so strong,

mation to generate causal explanations.

in fact, that social psychologist Lee Ross
 (1977) labeled it the

Attribution theory originated in the writings of Fritz

fundamental attribution error. The fundamental attribution


Heider (1958). Heider argued that people continually make


error (FAE)
 represents the dual tendency for people to over-

causal analyses as part of their attempts at general comprehen-

estimate dispositional factors (blame or credit people) and to

sion of the social world. People, he suggested, are all intuitive


underestimate situational factors (blame or credit the envi-


psychologists
 who try to figure out what people are like and

ronment) when searching for the cause of some behavior or

what causes their behavior, just as professional psychologists

outcome.

do. Heider believed that the questions that dominate most attri-

Let’s look at a laboratory example of the FAE. Ross and

butional analyses are whether the cause of a behavior is found

his colleagues (1977) created an experimental version of a

in the person (internal or dispositional
 causality) or in the situ-

“College Bowl” type of quiz game in which participants became

ation (external or situational
 causality) and who is responsible

questioners or contestants by the flip of a coin. After the coin

for the outcomes. How do people make those judgments?

flip, both the questioners- and contestants-to-be listened to


Harold Kelley
 (1967) formalized Heider’s line of think-

the instructions: The experimenters asked the questioners

ing by specifying the variables that people use to make their

to invent challenging questions based on their own personal

attributions. Kelly’s covariation model
 suggested that people

knowledge. When the questioners were done, they posed those

attribute a behavior to a causal factor if that factor was present

questions to the contestants. The contestant tried, often in

whenever the behavior occurred but was absent whenever it

vain, to answer the questions. At the end of the session, the

didn’t occur. Suppose, for example, you are walking down a

questioner, the contestant, and observers (other participants

street and you see a friend pointing at a horse and screaming.

who had watched the game) rated the general knowledge of

What evidence would you gather to decide whether your friend

both questioner and contestant. The results are shown in

is crazy (a dispositional attribution) or danger is afoot (a situ-


Figure 16.1
 . As you can see, questioners seem to believe that

ational attribution)?

both they and the contestants are average. Both contestants and

Kelley suggested that people make this judgment by

observers, however, rate the questioner as much more knowl-

assessing covariation with respect to three dimensions of

edgeable than the contestant—and contestants even rate them-

information relevant to the person whose acts they are trying to

selves to be a bit below average! Is this fair? It should be clear

explain: distinctiveness, consistency, and consensus:

t Distinctiveness
 refers to whether the behavior is specific

to a particular situation—does your friend scream in


Explore
 the Concept
 Internal and External Attributions
 on MyPsychLab


response to all horses?


Explore
 the Concept
 Fundamental Attribution Error
 on MyPsychLab


t Consistency
 refers to whether the behavior occurs


social perception
 The process by which a person comes to know or

repeatedly in response to this situation—has this horse

perceive the personal attributes.

made your friend scream in the past?


attribution theory
 A social–cognitive approach to describing the

t Consensus
 refers to whether other people also produce

ways the social perceiver uses information to generate causal

the same behavior in the same situation—is everyone

explanations.

pointing and screaming?


covariation model
 A theory that suggests that people attribute a

behavior to a causal factor if that factor was present whenever the

Each of these three dimensions plays a role in the conclusions

behavior occurred but was absent whenever it didn’t occur.

you draw. Suppose, for example, that your friend was the only


fundamental attribution error (FAE)
 The dual tendency of observers to

one screaming. Would that make you more likely to make a

underestimate the impact of situational factors and to overestimate

dispositional or a situational attribution?

the influence of dispositional factors on a person’s behavior.
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F



The researchers compiled television and newspaper reports
 e


Questioner


atured



from the United States and Japan that focused on athletes


Contestant


at the 2000 Summer Olympics and the 2002 Winter Olympics
 Stud


100


(Markus et al., 2006). Research assistants who were blind
 y



to the study’s purpose analyzed each media report to deter-


80


mine what categories of explanations were used to discuss



athletes’ performance: For example, did the articles mention


70


the athletes’ strengths or weaknesses, their level of moti-



wledge



vation, or the quality of the other competitors? The results


60


al kno



showed that U.S. media coverage focused rather tightly on


Average


the personal characteristics of the athletes. The Japanese


50

student


media considered a broader range of factors. The reports


40


didn’t ignore the athletes’ characteristics, but they also dis-



cussed other background factors, including the extent to



rating of gener
 30


which the athletes met others’ expectations. In addition,



Mean



U.S. media reports focused almost entirely on athletes’ positive


20


characteristics whereas Japanese reports mentioned both



positive and negative.


0

Questioners’

Contestants’

Observers’

ratings

ratings

ratings

An impressive feature of this study is that it captures cultural

attributional styles as they are represented on TV and in news-


FIGURE 16.1
 Ratings of Questioners’

papers. The study makes clear one way in which a cultural style

and Contestants’ General Knowledge

of attribution is transmitted and maintained for all those who

After the quiz game, questioners, contestants, and observers

are exposed to the media in a particular culture (Morling &

rated each of the participant’s general knowledge with respect

Lamoreaux, 2008).

to a rating of 50 for the average student. Questioners believed

that both they and the contestants were average. However,

both contestants and observers rated the questioner as much


Self-Serving Biases


more knowledgeable than the contestant. Furthermore,

One of the most startling findings in the College Bowl study

contestants rated themselves to be a bit below average.

was the contestants’ negative evaluation of their own abilities.

This suggests that people will make the FAE even at their own

expense. (In fact, you should recall from Chapter 14 that one

that the situation confers a great advantage on the questioner.

theory of the origins of depression suggests that depressed peo-

(Wouldn’t you prefer to be the one who gets to ask the ques-

ple make too many negative attributions to themselves rather

tions?) The contestants’ and observers’ ratings ignore the way

than to situational causes.) In many circumstances, however,

in which the situation allowed one person to look bright and

people do just the opposite—their attributions err in the direc-

the other to look dull. That’s the fundamental attribution error.

tion of being self-serving. A self-serving bias
 leads people to

You should be on a constant lookout for instances of the

take credit for their successes while denying or explaining away

FAE. However, this may not always be easy: It often takes a bit

responsibility for their failures. In many situations, people tend

of “research” to discover the situational roots of behavior. Situ-

to make dispositional attributions for success and situational

ational forces are generally invisible. You can’t, for example,

attributions for failure (Gilovich, 1991): “I got the prize because


see
 the biased perspectives that drive the construction of social

of my ability”; “I lost the competition because it was rigged.”

reality; you can see only the behaviors they give rise to. What

These patterns of attribution may be good for short-term

can you do to avoid the FAE? Particularly in circumstances in

self-esteem. However, it may often be more important to have

which you are making a dispositional attribution that is nega-

an accurate sense of what causal forces are at work in your life

tive (“What a jerk!”), you should take a step back and ask your-

outcomes. Consider how you do in your classes. If you get an

self, “Could it be something about the situation that is bringing


A,
 what attributions do you make? How about if you get a C
 ?

about this behavior?” You might think of such an exercise as

Research has demonstrated that students tend to attribute high

“attributional charity.” Do you see why?

grades to their own efforts and low grades to factors external

This advice may be particularly important to those of us

to themselves (McAllister, 1996). In fact, professors show the

who live in Western society because evidence suggests that the

same pattern—they make attributions to themselves for stu-

FAE is due, in part, to cultural sources (Miller, 1984). Recall the

dents’ successes but not their failures. Once again, can you see

discussion in Chapter 13 of cultural differences in construals

what impact this pattern of attributions might have on your

of the self. As that chapter explained, most Western cultures

GPA? If you don’t think about the external causes for your suc-

embody independent construals of self,
 whereas most Eastern

cesses (for example, “That first exam was easy”), you might

cultures embody interdependent construals of self
 (Markus &

fail to study enough the next time; if you don’t think about the

Kitayama, 1991). Research demonstrates that, as a function of

the culture of interdependence, members of non-Western cul-

tures are less likely to focus on individual actors in situations.

We can see this cultural difference in another analysis of media


self-serving bias
 An attributional bias in which people tend to take

coverage of Olympic athletes.

credit for their successes and deny responsibility for their failures.
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dispositional causes for failures (for example, “I shouldn’t have

stayed so long at that party”), you also might never get around

to studying hard enough.

The last section suggested that people from cultures that

have interdependent senses of self are less likely to succumb

to the fundamental attribution error. Because they think more

about the situation than individuals (even when they are the

individuals), members of Eastern cultures are also less likely

to demonstrate self-serving biases. Consider a study in which

students from the United States and Japan recalled instances

of successes and failures, such as a time when they received a

grade that was better than usual (Imada & Ellsworth, 2011).

The researchers asked the students to make attributions about

the causes of the events they had recalled. U.S. students showed

a self-serving bias by, for example, focusing more on self

attributions for successes and situation attributions for failures.

Japanese students did not show that same strong pattern. The

students also reported the emotions they had experienced. For

circumstances in which U.S. students recalled feelings proud,

Japanese students recalled feeling lucky.

Why does it matter so much what attributions you make?

Recall the example of your tardy friend. Suppose that, because

you don’t seek information about the situation, you decide

that she isn’t actually interested in being your friend. Can

that incorrect belief actually cause the person to be unfriendly

toward you in the future? To address that question, we turn

now to the power of beliefs and expectations in constructing

How do self-fulfilling prophecies affect the likelihood that

social reality.

children will engage in underage drinking?


Expectations


greater than that of their control-group classmates who had


and Self-Fulfilling Prophecies


started out with the same average IQ (Rosenthal & Jacobson,

1968). The teachers’ false expectations prompted them to

Can beliefs and expectations go beyond coloring the way you

behave quite differently toward the “bloomers” (Rosenthal,

interpret experiences to actually shape social reality? Much

1974). For example, the teachers created more opportunities for

research suggests that the very nature of some situations can

the special students to respond in class and be reinforced, thus

be modified significantly by the beliefs and expectations people

giving them hard evidence that they were indeed as good as the

have about them. Self-fulfilling prophecies
 (Merton, 1957)

teachers believed they were.

are predictions made about some future behavior or event

What is unusual, of course, about the situation in the Bos-

that modify behavioral interactions so as to produce what is

ton classrooms is that the teachers were purposefully given false

expected. Suppose, for example, you go to a party expecting

expectations. In most real-world situations, however, expecta-

to have a great time. Suppose a friend goes expecting it to be

tions are based on fairly accurate social perceptions (Jussim &

boring. Can you imagine the different ways in which the two of

Harber, 2005). Teachers, for example, expect certain students

you might behave, given these expectations? These alternative

to do well because those students arrive in the classroom with

ways of behaving may, in turn, alter how others at the party

better qualifications; and those students, typically, do show the

behave toward you. In that case, which of you is actually more

best performance. However, research suggests that some of the

likely to have a good time at the party?

most potent self-fulfilling prophecies come from parents.

One of the most powerful demonstrations of social

expectancy unfolded in elementary school classrooms in Boston.


F


Researchers informed elementary school teachers that test-


A team of researchers followed the academic performance
 eat


ing had revealed that some of their students were “intellectual


ured



of 332 adolescents for six years, starting when they were


bloomers who will show unusual gains during the academic


12 years old. At the start of the study, their mothers indi-



Stud


year.” In fact, the names of these bloomers were chosen


cated their expectations about their children’s academic per-



y


randomly. However, by the end of that school year, 30 percent


formance by responding to statements such as “How far do


of the children arbitrarily named as bloomers had gained an


you expect this child to go in school?” (Scherr et al., 2011,


average of 22 IQ points! Their gain in intellectual performance,


p. 591). The researchers also obtained a range of background


as measured by a standard test of intelligence, was significantly


indicators (for example, standardized test scores) that were



related to the children’s likely academic performance. At



age 18, the children’s academic outcomes demonstrated



the impact of their mother’s beliefs: They performed bet-



self-fulfilling prophecy
 A prediction made about some future behavior


ter or worse than expected (with predictions based on the


or event that modifies interactions so as to produce what is

expected.


background indicators) as a function of how their mothers
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thought they would do. The data suggested that the ado-



lescents constructed a self-image based on their mothers’



expectations and matched their school performance to that



self-image.


Much research on self-fulfilling prophecies has focused on

school success. However, researchers have found evidence in

other domains that people’s mistaken beliefs and expectations

can have an influence on what actually happens. For example,

research suggests that when mothers overestimate the amount

of alcohol their adolescents will consume, those expectations

can become self-fulfilling prophecies (Madon et al., 2008).

The research described in this section focused on how

people explain behaviors with respect to dispositions and

situations. The next section provides evidence that people

often underestimate the extent to which situations constrain

people’s actions.


Stop
 and
 Review


What three dimensions did Harold Kelley suggest affect

the attribution process?

Why might self-serving biases have a negative impact

To open or not to open? How do people learn the etiquette for

on a student’s GPA?

giving and receiving gifts in different cultures?

What limits do ordinary classroom practices place

on self-fulfilling prophecies?

social situations make different roles available. When you are


CRITICAL THINKING


Recall the study that examined

at home, you may accept the role of “child” or “sibling.” When

cross-cultural differences in media reports. Why might the

you are in the classroom, you accept the role of “student.” At

researchers have focused on Olympic athletes?

other times still, you are a “best friend” or “lover.” Can you see

how these different roles immediately make different types of


Study
 and Review
 on MyPsychLab


behaviors more or less appropriate and also available to you?

Situations are also characterized by the operation of rules
 ,

behavioral guidelines for specific settings. Some rules are


explicitly
 stated in signs (DON’T SMOKE; NO EATING IN

CLASS) or are explicitly taught to children (Respect the elderly;


THE POWER


Never take candy from a stranger). Other rules are implicit
 —

they are learned through transactions with others in particular


OF THE SITUATION


settings. How loud you can play your music, how close you can

stand to another person, when you can call your teacher or boss

Throughout Psychology and Life,
 you have seen that

by a first name, and what is the suitable way to react to a compli-

psychologists who strive to understand the causes of behavior

ment or a gift—all of these actions depend on the situation. For

look in many different places for their answers. Some look to

example, the Japanese do not open a gift in the presence of the

genetic factors and others to biochemical and brain processes;

giver, for fear of not showing sufficient appreciation; foreigners

still others focus on the causal influence of the environment.

not aware of this unwritten rule will misinterpret the behavior

Social psychologists believe that the primary determinant

as rude instead of sensitive. Next time you get in an elevator, try

of behavior is the nature of the social situation in which that

to determine what rules you have learned about that situation.

behavior occurs. They argue that social situations exert

Why do people usually speak in hushed tones or not at all?

significant control over individual behavior, often dominating

Ordinarily, you might not be particularly aware of the

personality and a person’s past history of learning, values, and

effects of roles and rules, but one classic social psychological

beliefs. This section reviews both classic research and recent

experiment, the Stanford Prison Experiment,
 put these forces

experiments that together explore the effect of subtle but pow-

erful situational variables on people’s behavior.


Watch
 the Video
 The Power of the Situation: Phil Zimbardo
 on


Roles and Rules



MyPsychLab



social role
 A socially defined pattern of behavior that is expected of a

What social roles
 are available to you? A social role
 is a so-

person who is functioning in a given setting or group.

cially defined pattern of behavior that is expected of a per-


rule
 Behavioral guideline for acting in a certain way in a certain

son when functioning in a given setting or group. Different

situation.

The Power of the Situation


451















a–d The Stanford Prison Experiment

created a new “social reality” in which

the norms of good behavior were

overwhelmed by the dynamics of the

situation. Why did the student guards and

inmates adopt their roles so powerfully?

to work with startling results (Zimbardo, 2007; replicated in


the loss of the “privileges” of eating, sleeping, and washing.


Australia by Lovibond et al., 1979).


Failure to obey rules also resulted in menial, mindless work



such as cleaning toilets with bare hands, doing push-ups



F



while a guard stepped on the prisoner’s back, and spending



ea



On a summer Sunday in California, a siren shattered the



tured



hours in solitary confinement. The guards were always de-



serenity of college student Tommy Whitlow’s morning. A



vising new strategies to make the prisoners feel worthless.



Stud



police car screeched to a halt in front of his home. Within



As prisoners, psychologically stable students soon



minutes, Tommy was charged with a felony, informed of



y



behaved pathologically, passively resigning themselves to



his constitutional rights, frisked, and handcuffed. After he



their unexpected fate. Less than 36 hours after the mass



was booked and fingerprinted, Tommy was blindfolded and



arrest, Prisoner 8412, one of the ringleaders of an aborted



transported to the Stanford County Prison, where he was



prisoner rebellion that morning, began to cry uncontrollably.



stripped, sprayed with disinfectant, and issued a smock-type



He experienced fits of rage, disorganized thinking, and severe



uniform with an ID number on the front and back. Tommy



depression. On successive days, three more prisoners devel-



became prisoner 647. Eight other college students were



oped similar stress-related symptoms. A fifth prisoner devel-



also arrested and assigned numbers.



oped a psychosomatic rash all over his body when the Parole



Tommy and his cellmates were all volunteers who had



Board rejected his appeal.



answered a newspaper ad and agreed to be participants in



a two-week experiment on prison life. By random flips of a



coin, some of the volunteers had been assigned to the role


By the conclusion of the Stanford Prison Experiment, guards’


of prisoners; the rest became guards. All had been selected


and prisoners’ behavior differed from each other in virtually


from a large pool of student volunteers who, on the basis


every observable way (see Figure 16.2
 ). However, the figure


of extensive psychological tests and interviews, had been


doesn’t completely reveal the extremes of the guards’ behavior.


judged as law-abiding, emotionally stable, physically healthy,


On many occasions, the guards stripped their prisoners naked.


and “normal-average.” The prisoners lived in the jail around


The guards hooded and chained their prisoners. They denied


the clock; the guards worked standard eight-hour shifts.


them food and bedding. Does this list of behaviors sound


What happened once these students had assumed


familiar? They are among the abuses the guards committed in


their randomly assigned roles? In guard roles, college


2003 at the Abu Ghraib prison in Iraq. The Stanford Prison


students who had been pacifists and “nice guys” behaved


Experiment helps shed light on this scandal: Situational forces


aggressively—sometimes even sadistically. The guards


can lead ordinary people to exhibit horrendous behaviors


insisted that prisoners obey all rules without question or


(Fiske et al., 2004; Zimbardo, 2007).


hesitation. Failure to do so led to the loss of a privilege. At


Before the Stanford Prison Experiment began, it un-


first, privileges included opportunities to read, write, or talk


derwent a thorough human subjects review of the type de-


to other inmates. Later on, the slightest protest resulted in


scribed in Chapter 2. No one anticipated the risks that lay

ahead. Even though the researchers believed in the power of

the situation, they were nonetheless caught by surprise by the

extreme intensity of the situation and the rapidity of the nega-


Watch
 the Video
 Nature vs. Nurture and the Stanford Prison



Experiment: Phil Zimbardo
 on MyPsychLab


tive psychological processes that emerged. They terminated
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their two-week study after only six days. They acknowledge,

in retrospect, that they should have ended the experiment even

sooner: Ethical concerns should have outweighed their scien-

tific agenda. The researchers provided extensive debriefing for

the participants. There was a three-hour session directly after

the experiment was halted. Data collected after those debrief-

ing sessions suggested that both prisoners and guards were in

an emotional state comparable to the positive ones in which

they had begun the study. Most participants returned for

additional debriefing weeks later, to review and discuss vide-

otapes from the study. Follow-ups over many years revealed

no lasting negative effects. Fortunately, the students were basi-

cally healthy, and they readily bounced back from this highly

charged situation.

As we evaluate the ethical balance of the costs to the

participants versus the gains to science and society, we

must also consider gains to the participants. Several of the

participants have reflected on the long-term consequences of

their participation. For example, the student-prisoner who was

How does social psychological research explain some aspects

first to be released with extreme emotional distress became

of the guards’ behaviors at Abu Ghraib?

a forensic clinical psychologist and has worked in the San

Francisco correctional system. His explicit goal has been to use

his experience in the Stanford Prison Experiment to improve

prisoner–guard relationships. Similalry, Tommy Whitlow has

learned so much about himself and about human nature. (For

said that, although he wouldn’t want to go through the ex-

an extended discussion of the ethical issues raised by this and

periment again, he valued the personal experience because he

related research, I recommend reviewing the material in Zim-

bardo, 2007.)

A critical feature of the Stanford Prison Experiment is

Guards

that only chance, in the form of random assignment, decided

the participants’ roles as guards or prisoners. Those roles cre-

Prisoners

ated status and power differences that were validated in the

prison situation. No one taught the participants to play their

Commands

roles. The student participants had already experienced such

power differences in many of their previous social interactions:

Insults

parent–child, teacher–student, doctor–patient, boss–worker,

Deindividuating

male–female. They merely refined and intensified their prior

reference

patterns of behavior for this particular setting. Each student

could have played either role. Many students in the guard role

Aggression

reported being surprised at how easily they enjoyed controlling

other people. Just putting on the uniform was enough to trans-

Threats

form them from passive college students into aggressive prison

Questions

guards. What sort of person do you
 become when you slip in

and out of different roles? Where does your sense of personal

Information

self end and your social identity begin?

Use of

instruments


Social Norms


Individuating

reference

In addition to the expectations regarding role behaviors,

Helping

groups develop many expectations for the ways their members


should
 act. The specific expectations for socially appropriate

Resistance

attitudes and behaviors that are embodied in the stated or

implicit rules of a group are called social norms.
 Social norms
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can be broad guidelines; if you are a member of Democrats


Frequency


for Social Action, you may be expected to hold liberal politi-

cal beliefs, whereas members of the Young Republicans will


FIGURE 16.2
 Guard and Prisoner Behavior

advocate more conservative views. Social norms can also em-

During the Stanford Prison Experiment, the randomly assigned

body specific standards of conduct. For example, if you are em-

roles of prisoners and guards drastically affected participants’

ployed as a server in a restaurant, you will be expected to treat

behavior. The observations recorded in the six-day interaction

profile show that across 25 observation periods, the prisoners

engaged in more passive resistance, while the guards became


social norm
 The expectation a group has for its members regarding

more dominating, controlling, and hostile.

acceptable and appropriate attitudes and behaviors.
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What impact does normative influence

have on people’s everyday behaviors?

your customers courteously no matter how unpleasant and de-


Conformity


manding they are to you.

When you adopt a social role or bend to a social norm, you are,

Belonging to a group typically involves discovering the set

to some extent, conforming
 to social expectations. Conformity


of social norms that regulates desired behavior in the group

is the tendency for people to adopt the behavior and opinions

setting. This adjustment occurs in two ways: You notice the

presented by other group members. Why do you conform? Are


uniformities
 in certain behaviors of all or most members, and

there circumstances under which you ignore social constraints

you observe the negative consequences
 when someone violates

and act independently? Social psychologists have studied two

a social norm.

types of forces that may lead to conformity:

Norms serve several important functions. Awareness of

the norms operating in a given group situation helps orient

t Informational influence
 processes—wanting to be

members and regulate their social interaction. Each participant

correct and to understand the right way to act in a given

can anticipate how others will enter the situation, how they will

situation.

dress, and what they are likely to say and do, as well as what

t Normative influence
 processes—wanting to be liked,

type of behavior will be expected of them to gain approval. You

accepted, and approved of by others.

often feel awkward in new situations precisely because you

Let’s consider classic experiments that illustrate each type of

may be unaware of the norms that govern the way you ought

influence.

to act. Some tolerance for deviating from the standard is also

part of the norm—wide in some cases, narrow in others. For


Informational Influence: Sherif’s Autokinetic Effect


Many

example, shorts and a T-shirt might be marginally acceptable

life situations in which you must make decisions about behaviors

attire for a religious ceremony; a bathing suit would almost

are quite ambiguous. Suppose, for example, you are dining at an

certainly deviate too far from the norm. Group members are

elegant restaurant with a large group of people. Each place at the

usually able to estimate how far they can go before experienc-

table is set with a dazzling array of silverware. How do you know

ing the coercive power of the group in the form of ridicule,

which fork to use when the first course arrives? Typically, you

reeducation, and rejection.

would look to other members of the party to help you make an

appropriate choice. This is informational influence.


A classic experiment, conducted by Muzafer Sherif (1935),

demonstrated how informational influence can lead to norm



Watch
 the Video
 Conformity and Influence in Groups
 on MyPsychLab



crystallization
 —norm formation and solidification.


conformity
 The tendency for people to adopt the behaviors, attitudes,

and values of other members of a reference group.


F



informational influence
 Group effects that arise from individuals’ desire


Participants were asked to judge the amount of move-



ea


to be correct and right and to understand how best to act in a given


tured



ment of a spot of light, which was actually stationary but


situation.


that appeared to move when viewed in total darkness with
 Stud



normative influence
 Group effects that arise from individuals’ desire to


no reference points. This is a perceptual illusion known as


be liked, accepted, and approved of by others.


y



the
 autokinetic effect. Originally, individual judgments varied



norm crystallization
 The convergence of the expectations of a group


widely. However, when the participants were brought


of individuals into a common perspective as they talk and carry out

activities together.


together in a group consisting of strangers and stated their
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FIGURE 16.3
 Conformity in the Asch Experiments

In this photo from Asch’s study, it is evident that the naive participant, Number 6, is distressed by the unanimous majority’s erroneous judgment. The typical stimulus array is shown at the top left. At top right, the graph illustrates conformity across 12 critical trials when solitary participants were grouped with a unanimous majority, as well as their greater independence when paired with a dissenting partner. A lower percentage of correct estimates indicates the greater degree of an individual’s conformity to the group’s false estimate.


judgments aloud, their estimates began to converge. They


remained true to the one handed down to them across several


began to see the light move in the same direction and in


successive generations (Jacobs & Campbell, 1961). Do you see


similar amounts. Even more interesting was the final part


how this experiment captures the processes that allow real-life


of Sherif’s study—when alone in the same darkened room


norms to be passed down across generations?


after the group viewing, these participants continued to



follow the group norm that had emerged when they were



Normative Influence: the Asch Effect


What is the


together.


best way to demonstrate that people will sometimes con-

form because of normative influence
 —their desire to be

Once norms are established in a group, they tend to perpetuate

liked, accepted, and approved of by others? One of the most

themselves. In later research, these autokinetic group norms

important early social psychologists, Solomon Asch
 (1940,

persisted even when tested a year later and without former

1956), created circumstances in which participants made judg-

group members witnessing the judgments (Rohrer et al., 1954).

ments under conditions in which the physical reality was abso-

Norms can be transmitted from one generation of group mem-

lutely clear—but the rest of a group reported that they saw that

bers to the next and can continue to influence people’s behavior

reality differently. Male college students were led to believe they

long after the original group that created the norm no longer

were in a study of simple visual perception. They were shown

exists (Insko et al., 1980). How do we know that norms can

cards with three lines of differing lengths and asked to indicate

have transgenerational influence? In autokinetic effect studies,

which of the three lines was the same length as the standard

researchers replaced one group member with a new one af-

line (see Figure 16.3
 ). The lines were different enough so that

ter each set of autokinetic trials until all the members of the

mistakes were rare, and their relative sizes changed on each

group were new to the situation. The group’s autokinetic norm

series of trials.
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F



Conformity in Everyday Life


Although you’ve almost cer-


ea



The participants were seated next to last in semicircles of



tured


tainly never faced the exact circumstances of the Asch experi-


six to eight other students. Unknown to the participants, the


ment, you can no doubt recognize conformity situations in


Stud



others were all experimental confederates—accomplices of


your everyday life. Many of these situations are easy to spot.


the experimenter—who were following a prearranged script.



y


You might notice, for example, that you are wearing clothes


On the first three trials, everyone agreed on the correct com-


that you find rather silly because someone has declared them


parison. However, the first confederate to respond on the


to be fashionable. (Certainly that’s true of other
 people.) Also,


fourth trial matched two lines that were obviously different.


as you saw in Chapter 10, adolescents often conform with their


So did all members of the group up to the participant. That


peer groups with respect to risky behaviors such as drug use.


student had to decide if he should go along with everyone


When people learn about the Asch experiment, they


else’s view of the situation and conform or remain independ-


often wonder to what extent the results apply to the behav-


ent, standing by what he clearly saw. That dilemma was


ior of jurors: The study’s procedure calls to mind a picture of


repeated for the naive participant on 12 of the 18 trials. The


jurors around a table, asserting “guilty” or “not guilty” at the


participants showed signs of disbelief and obvious discom-


start of deliberations. To examine conformity in jury descions,


fort when faced with a majority who saw the world so differ-


researchers compiled data from nearly 3,500 jurors who had


ently. What did they do?


participated in felony trials (Waters & Hans, 2009). The jurors


Roughly one-fourth of the participants remained


indicated the verdicts at which they would have arrived had


completely independent—they never conformed. However,


they been a “one-person jury.” The researchers looked at cases


between 50 and 80 percent of the participants (in different


in which juries were able to reach a majority decision (which


studies in the research program) conformed with the false


indicated that all jurors had ultimately voted for the same ver-


majority estimate at least once, and a third of the participants


dict). They found that 38 percent of the juries included people


yielded to the majority’s wrong judgments on half or more of


whose private verdict was different from the one with which


the critical trials.


they publicly agreed! Note that real-life trials often have con-

siderable ambiguity. For that reason, we cannot attribute the

private dissenters’ public conformity only to normative influ-

Asch describes some participants who yielded to the major-

ence. Some of the conformity no doubt arises from informa-

ity most of the time as “disoriented” and “doubt-ridden”; he

tional influence. For example, the dissenters may have looked

states that they “experienced a powerful impulse not to appear

to their peers to clarify ambiguity in the evidence.

different from the majority” (1952, p. 396). Those who yielded

This study of juror behavior suggests why you need to be

underestimated the influence of the social pressure and the

alert for conformity in everyday behavior. In fact, the strong

frequency of their conformity; some even claimed that they

tendency to succumb to normative influence holds out the

really had seen the lines as the same length, despite their

possibility of considerably more negative consequences. For

obvious discrepancy.

example, history has provided several instances of suicide cults
 —

In other studies, Asch varied three factors: the size of

circumstances in which people have internalized group norms

the unanimous majority, the presence of a partner who

that have led them to take their own lives. Consider events that

dissented from the majority, and the size of the discrepancy

took place in San Diego, California, in March 1997. The mem-

between the correct physical stimulus comparison and the

bers of a group called “Heaven’s Gate” committed mass suicide:

majority’s position. He found that strong conformity effects

The police found 39 bodies wearing identical black uniforms

were elicited with a unanimous majority of only three or four

and accompanied by travel bags packed for a journey (Balch &

people. However, giving the naive participant a single ally who

Taylor, 2002). Before their suicides, the cult members had ac-

dissented from the majority opinion had the effect of sharply

cepted a belief system that required them to shed their earthly

reducing conformity, as can be seen in Figure 16.3. With a

bodies so they could board a UFO that would take them to the

partner, the participant was usually able to resist the pressures

Kingdom of Heaven. The group had posted much of its belief

to conform to the majority (Asch, 1955, 1956).

system to its official website. Researchers worry that the Internet

How should we interpret these results? Asch himself

will provide a particularly effective means to recruit people into

was struck by the rate at which participants did not
 conform

cults and other alternative belief systems (Dawson & Hennebry,

(Friend et al., 1990). He reported this research as studies in

2003). Does this strike you as a legitimate concern? You should

“independence.” In fact, two-thirds of the time, participants

consider that question in the context of the Asch experiment and

gave the correct, nonconforming answer. However, most

other demonstrations of the ease with which conformity arises.

descriptions of Asch’s experiment have emphasized the one-

third conformity rate. Accounts of this experiment also often

fail to note that not all participants were alike: The number


Minority Influence and Nonconformity


Given the power

of individuals who never conformed, about 25 percent, was

of the majority to control resources and information, it is not

roughly equal to the number who always or almost always

surprising that people regularly conform to groups. Yet you

conformed. Thus Asch’s experiment teaches two comple-

know that sometimes individuals persevere in their personal

mentary lessons. On the one hand, we find that people are

views. How can this happen? How do people escape group

not entirely swayed by normative influence—they assert

domination, and how can anything new (counternormative)

their independence on a majority of occasions (and some

ever come about? Are there any conditions under which a small

people always do). On the other hand, we find that people

minority can turn the majority around and create new norms?

will sometimes conform, even in the most unambiguous situ-

To address such questions, Serge Moscovici
 and his col-

ations. That potential to conform is an important element of

leagues conducted a series of studies on minority influence. In

human nature.

one study where participants were given color-naming tasks,
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When individuals become dependent on a

group—such as a religious cult—for basic

feelings of self-worth, they are prone to

extremes of conformity. Twenty thousand

identically dressed couples were married

in this service conducted by the Reverend

Sun Myung Moon. More recently, in

August 1995, Moon simultaneously

married 360,000 “Moonie” couples who

were linked by satellite in 500 worldwide

locations. Why do people find comfort in

such large-scale conformity?

the majority correctly identified the color patches, but two of

are more extreme than the decisions that would be made by

the experimenter’s confederates consistently identified a green

the members acting alone. Suppose, for example, you asked

color as blue. Their consistent minority opposition had no im-

each member of the movie group to provide an attitude rating

mediate effect on the majority, but, when later tested alone,

toward the movie; subsequently, as a group you agree on a

some of the participants shifted their judgments by moving the

single value to reflect your group attitude. If the group’s rating

boundary between blue and green toward the blue side of the

is more extreme than the average of the individuals’ ratings,

color continuum (Moscovici, 1976; Moscovici & Faucheux,

that would be an instance of polarization. Depending on the

1972). Eventually, the power of the many may be undercut by

initial group tendency—toward caution or risk—group polari-

the conviction of the dedicated few (Moscovici, 1980, 1985).

zation will tend to make a group more cautious or more risky.

You can conceptualize these effects with respect to the

Researchers have suggested that two types of processes un-

distinction introduced earlier between normative influence

derlie group polarization: the information-influence
 model and

and informational influence (Crano & Prislin, 2006; Wood

the social comparison
 model (Liu & Latané, 1998). The infor-

et al., 1994). Minority groups have relatively little normative

mation-influence model suggests that group members contrib-

influence: Members of the majority are typically not particularly

ute different information to a decision. If you and your friends

concerned about being liked or accepted by the minority.

each have a different reason for disliking a movie a little bit,

Conversely, minority groups do have informational influ-

all that information taken together would provide the evidence

ence: Minorities can encourage group members to understand

that you should actually dislike the movie a lot. The social com-

issues from multiple perspectives (Sinaceur et al., 2010).

parison model suggests that group members strive to capture

Unfortunately, this potential for informational influence may

their peers’ regard by representing a group ideal that is a bit

only infrequently allow minorities to overcome majority mem-

more extreme than the group’s true norm. Thus, if you come

bers’ normative desire to distance themselves from deviant or

to decide that everyone was unhappy with a movie, you could

low-consensus views (Wood, 2000).

try to present yourself as particularly astute by stating a more

extreme opinion. If everyone in a group tries to capture the

group’s esteem in that same fashion, polarization will result.


Decision Making in Groups


Group polarization is one consequence of a general pat-

tern of thought called groupthink.
 Irving Janis
 (1982) coined

If you’ve ever tried to make a decision as part of a group, you

the term groupthink
 for the tendency of a decision-making

know that it can be quite torturous. Imagine, for example, that

group to filter out undesirable input so that a consensus may

you have just seen a movie with a bunch of friends. Although

be reached, especially if it is in line with the leader’s viewpoint.

you thought the movie was “OK,” by the end of a postmovie

Janis’s theory of groupthink emerged from his historical analy-

discussion you find yourself agreeing that it was “an incredible

sis of the Bay of Pigs invasion of Cuba in 1960. This disastrous

piece of trash.” Is this change after group discussion typical?

Are the judgments groups make consistently different from

individuals’ judgments? Researchers in social psychology have

documented specific forces that operate when groups make


group polarization
 The tendency for groups to make decisions that

are more extreme than the decisions that would be made by the

decisions (Kerr & Tindale, 2004). This section will focus on

members acting alone.


group polarization
 and groupthink.



groupthink
 The tendency of a decision-making group to filter out

Your postmovie experience is an example of group


undesirable input so that a consensus may be reached, especially if


polarization:
 Groups show a tendency to make decisions that

it is in line with the leader’s viewpoint.
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invasion was approved by President Kennedy after cabinet

participation. In later variations, Milgram took his obedience

meetings in which contrary information was minimized or

laboratory away from the university. He set up a storefront

suppressed by those advisers to the president who were eager

research unit in Bridgeport, Connecticut, recruiting through

to undertake the invasion. From his analysis of this event, Janis

newspaper ads a broad cross-section of the population, varying

outlined a series of features that he believed would predispose

widely in age, occupation, and education and including mem-

groups to fall prey to groupthink: He suggested, for example,

bers of both sexes.

that groups that were highly cohesive and insulated from

Milgram’s basic experimental paradigm involved individ-

experts and that operated under directed leadership would

ual participants delivering a series of what they thought were

make groupthink decisions.

extremely painful electric shocks to another person. These

To test Janis’s ideas, researchers have turned both to further

volunteers thought they were participating in a scientific study

historical analyses and laboratory experiments (Henningsen

of memory and learning. They were led to believe that the edu-

et al., 2006). This body of research suggests that groups are

cational purpose of the study was to discover how punishment

particularly vulnerable to groupthink when they embody a

affects memory, so that learning could be improved through

collective desire to maintain a shared positive view of a group

the proper balance of reward and punishment. In their social


(Turner & Pratkanis, 1998). Group members must understand


roles
 as teachers,
 the participants were to punish each error

that dissent often improves the quality of a group decision even

made by someone playing the role of learner.
 The major rule

if it may detract, on the surface, from the group’s positive feel.

they were told to follow was to increase the level of shock each

You’ve just seen some of the situational forces that have

time the learner made an error until the learning was errorless.

an impact on the decisions that groups make. We next consider

The white-coated experimenter acted as the legitimate author-


one of the most important decisions people make as individu-


ity
 figure—he presented the rules, arranged for the assignment

als: When should they obey authority?

of roles (by a rigged drawing of lots), and ordered the teachers

to do their jobs whenever they hesitated or dissented. The de-

pendent variable was the final level of shock—on a shock ma-

chine that went up to 450 volts in small, 15-volt steps—that a


Obedience to Authority


teacher gave before refusing to continue to obey the authority.

What made thousands of Nazis willing to follow Hitler’s orders

and send millions of Jews to the gas chambers? Why did U.S.


The Test Situation


The study was staged to make a partici-

soldiers follow the orders of their superiors and massacre

pant think that, by following orders, he or she was causing pain

hundreds of innocent citizens of the Vietnamese village of My

and suffering and perhaps even killing an innocent person.

Lai (Hersh, 1971; Opton, 1970, 1973)? Did character defects

Each teacher had been given a sample shock of 45 volts to feel

lead people to carry out orders blindly? Did they have no moral

the amount of pain it caused. The learner was a pleasant, mild-

values? Stanley Milgram (1965, 1974), a student of Solomon

mannered man, about 50 years old, who mentioned something

Asch, conducted a series of studies that showed that blind

about a heart condition but was willing to go along with the

obedience is less a product of dispositional characteristics than

procedure. He was strapped into an “electric chair” in the next

the outcome of situational forces that could engulf anyone.

room and communicated with the teacher via an intercom. His

Milgram’s program of obedience research is one of the most

task was to memorize pairs of words, giving the second word

controversial because of its significant implications for real-

in a pair when he heard the first one. The learner soon began

world phenomena and the ethical issues it raises.

making errors—according to a prearranged schedule—and the

teacher began shocking the learner. The protests of the victim


The Obedience Paradigm


To separate the variables of

rose with the shock level. At 75 volts, he began to moan and

personality and situation, Milgram used a series of 19 separate

grunt; at 150 volts, he demanded to be released from the exper-

controlled laboratory experiments involving more than

iment; at 180 volts, he cried out that he could not stand the pain

1,000 participants. Milgram’s first experiments were conducted

any longer. At 300 volts, he insisted that he would no longer

at Yale University, with male residents of New Haven and

take part in the experiment and must be freed. He yelled out

surrounding communities who received payment for their

about his heart condition and screamed. If a teacher hesitated

a–c Milgram’s obedience experiment: the “teacher” (participant) with experimenter (authority figure), the shock generator, and the

“learner” (the experimenter’s confederate). What aspects of the situation affected the likelihood that the teachers would continue to the maximum shock level?
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or protested delivering the next shock, the experimenter said,

70

“The experiment requires that you continue” or “You have no

other choice, you must
 go on.”

60

As you might imagine, the situation was stressful for the

50

participants. Most participants complained and protested,

repeatedly insisting they could not continue. However, even in

40

the face of their visible conflict, many of the participants con-

30

tinued to shock the learner up to the button that was marked

“Danger: Severe Shock XXX (450 volts).” To achieve obedi-

20

ence, the experimenter only needed to remind the participants

10

that the experiment required them to continue.

0


Percentage administering 450-volt shocks



Why Do People Obey Authority?


When 40 psychiatrists

Remote

Voice

Proximity

Touch

were asked by Milgram to predict the performance of

feedback

feedback

proximity

participants in this experiment, they estimated that most would


FIGURE 16.4
 Obedience in Milgram’s Experiments

not go beyond 150 volts (based on a description of the experi-

The graph shows the impact of the situational variable of

ment). In their professional opinions, fewer than 4 percent of


proximity
 on participants’ obedience to authority. In the remote

the participants would still be obedient at 300 volts, and only

feedback condition, participants only heard the learner’s

about 0.1 percent would continue all the way to 450 volts. The

pounding on the wall from the next room. In the voice

psychiatrists presumed that only those few individuals who

feedback condition, the participants also heard the learner’s

were abnormal
 in some way, sadists who enjoyed inflicting

verbal protests through the wall. In the proximity condition, the

pain on others, would blindly obey orders to continue up to the

learner was in the same room as the participants. In the touch

maximum shock.

proximity condition, participants had to hold the learner’s hand

The psychiatrists based their evaluations on presumed

on the shock plate.


dispositional
 qualities of people who would engage in such

abnormal behavior; they were, however, overlooking the power

Data from Obedience to Authority
 by S. Milgram, copyright © 1974

Harper & Row.

of this special situation to influence the thinking and actions

of most people caught up in its social context. The remark-

able and disturbing conclusion is just how wrong these experts

released from the experiment. Based on Milgram’s original

were: The majority of participants obeyed the authority fully.
 No

data, Burger reasoned that participants who continued after

participant quit below 300 volts. Sixty-five percent delivered

150 volts would have been quite likely to continue beyond

the maximum 450 volts to the learner. Note that most people

that point. In Milgram’s original experiment, 82.5 percent


dissented
 verbally, but the majority did not disobey
 behavio-

of the participants continued beyond 150 volts; in Burger’s

rally. From the point of view of the victim, that’s a critical dif-

replication, 70.0 percent did so. Thus, in the replication, a

ference. If you were the victim, would it matter much that the

large majority of participants continued to obey the experi-

participants said they didn’t want to continue hurting you (they

menter. Burger concluded that “the same situational factors

dissented) if they then shocked you repeatedly (they obeyed)?

that affected obedience in Milgram’s participants still operate

Milgram’s research suggests that, to understand why people

today” (p. 9).

obey authority, you need to look closely at the psychological

Two reasons people obey authority in these situations can

forces at work in the situation. We saw earlier how often situa-

be traced to the effects of normative
 and informational
 sources

tional factors constrain behaviors; in Milgram’s research, we see

of influence: People want to be liked (normative influence),

an especially vivid instance of that general principle. Milgram

and they want to be right (informational influence). They

and other researchers manipulated a number of aspects of the

tend to do what others are doing or requesting to be socially

experimental circumstances to demonstrate that the obedi-

acceptable and approved. In addition, when in an ambiguous,

ence effect is overwhelmingly due to situational variables and

novel situation—like the experimental situation—people rely

not personality variables. For example, Figure 16.4
 shows how

on others for cues as to what is the appropriate and correct

the proximity of the learner changed the probability that the

way to behave. They are more likely to do so when experts or

participant would administer shocks all the way to the 450-volt

credible communicators tell them what to do. A third factor in

limit. As the distance was reduced, obedience was also reduced.

the Milgram paradigm is that participants were probably con-

These findings all point to the idea that the situation,
 and not

fused about how
 to disobey;
 nothing they said in dissent satis-

differences among individual participants, largely controlled

fied the authority. If they had a simple, direct way out of the

behavior.

situation—for example, by pressing a “quit” button—it is likely

When contemporary students learn about Milgram’s re-

more would have disobeyed (Ross, 1988). Finally, obedience to

search, they often express the strong conviction that, because of

authority in this experimental situation is part of an ingrained


cultural changes since the early 1960s, people would no longer


habit
 that is learned by children in many different settings—

obey. To answer this claim, social psychologist Jerry Burger


obey authority without question (Brown, 1986). This heuris-

(2009) completed a partial replication of one of Milgram’s ex-

tic usually serves society well when authorities are legitimate

periments. Burger modified the experiment to address ethical

and deserving of obedience. The problem is that the rule gets

concerns present in Milgram’s original procedure. Specifically,

overapplied. Blind obedience to authority means obeying any

Burger halted participants if they continued to obey after they

and all authority figures simply because of their ascribed status,

believed they had delivered a 150-volt shock. As noted earlier,

regardless of whether they are unjust or just in their requests

150 volts was the point at which the learner demanded to be

and commands.

The Power of the Situation
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What is the personal significance to you of this obedience

research? What choices will you make when faced with moral

dilemmas throughout your life? Take a moment to reflect on

the types of obedience to authority situations that might arise

in your day-to-day experience. Suppose you were a salesclerk.

Would you cheat customers if your boss encouraged such be-

havior? Suppose you were a member of Congress. Would you

vote along party lines, rather than vote your conscience?

Milgram’s obedience research challenges the myth that

evil lurks in the minds of evil people—the bad “they” who are

different from the good “us” or “you,” who would never do

such things. The purpose in recounting these findings is not to

debase human nature but to make clear that even normal, well-

meaning individuals are subject to the potential for frailty in

the face of strong situational and social forces.

This section has argued that people are interconnected by

the rules, norms, and situations they share. We next consider

how people gather and apply information from their day-to-

day experiences. We examine the question of how attitudes are

formed and changed—and we explore the links among beliefs,

attitudes, and actions.


Stop
 and
 Review


What did the Stanford Prison Experiment demonstrate

about social roles?

Why are groups able to have normative influence?

How does your attitude toward Angelina Jolie affect your

What type of influence are minorities able to exert in

willingness to watch her movies?

a group?

How can you recognize circumstances of group

polarization?

Recall the Olympic skating completion. Those people who

How did psychiatrists’ predictions compare to

favored one pair “saw” a different performance than those

participants’ actual behavior in Milgram’s experiments?

people who favored the other; attributions about events were

made in line with their attitudes. What are the sources of your


CRITICAL THINKING


Consider the study that looked at

attitudes, and how do they affect your behaviors?

conformity in line-length judgments. Why was it important

that the group members all gave the correct answer on the

first few trials?


Attitudes and Behaviors



Study
 and Review
 on MyPsychLab


You already saw that attitudes are positive or negative evalu-

ations. As you start this section, take a moment to make an

evaluation. To what extent do you agree with this statement?

(Circle a number.)


ATTITUDES, ATTITUDE


I enjoy movies that star Angelina Jolie.


CHANGE, AND ACTION


Strongly

Neutral

Strongly

Have you already had a chance today to express an attitude?


disagree

agree

Has someone asked you, “What do you think of my shirt?”

Let’s say that you gave a rating of 3—you disagree somewhat.

or “Was the chicken any good?” An attitude
 is a positive or

What is the origin of that judgment? There are three types of

negative evaluation of people, objects, and ideas. This definition

information that give rise to your attitude:

of attitude allows for the fact that many of the attitudes you

hold are not overt; you may not be consciously aware that you

t Cognitive.
 What thoughts do you have in response to

harbor certain attitudes. Attitudes are important because they

“Angelina Jolie”?

influence your behavior and how you construct social reality.

t Affective.
 What feelings does the mention of “Angelina

Jolie” evoke?

t Behavioral.
 How do you behave when, for example,


attitude
 The learned, relatively stable tendency to respond to people,

you have the opportunity to see one of Angelina Jolie’s

concepts, and events in an evaluative way.

movies?
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Some combination of these types of information most likely

There is a whole variety of reasons people might or might not

guided your hand when you circled “3” (or some other

donate blood in six months or a year. However, the very act of

number). Your attitudes also generate responses in the same

rehearsing and reporting their attitudes on a simple question-

three categories. If you believe yourself to have a somewhat

naire had a major impact on people’s subsequent behavior.

negative attitude toward Angelina Jolie, you might say, “She

Attitudes also are better predictors of behavior when the

isn’t a serious actor” (cognitive), “She looked better when she

attitudes remain stable over time. Suppose, for example, you

first started out” (affective), or “After The Tourist,
 I’m going to

had to agree or disagree with the statement “I trust politi-

wait to read her reviews” (behavioral).

cians.” Your judgment would depend on which politician or

It isn’t too hard to measure an attitude, but is that atti-

politicians came to mind: Was it George Washington, Winston

tude always an accurate indication of how people will actually

Churchill, George W. Bush, or Barack Obama? Now, suppose

behave? You know from your own life experiences that the

you addressed the same question a week from now. If you called

answer is “no”: People will say they dislike Angelina Jolie but

different politicians to mind, your overall attitude toward poli-

spend good money to see her anyway. At the same time, some-

ticians would likely change (Lord et al., 2004; Sia et al., 1997).

times people’s behaviors do
 follow their attitudes: They say

Only when the “evidence” for your attitude remains stable over

they won’t pay to see Angelina Jolie, and they don’t. How can

time can we expect to find a strong relationship between your

you determine when attitudes will or will not predict behavior?

evaluation (thoughts) and what you do (actions).

Researchers have worked hard to answer that question—

Another way to improve the match between attitudes and

to identify the circumstances in which the link is strongest

behaviors would be to improve attitude measures. In recent

between people’s attitudes and how they act (Bohner & Dickel,

years, researchers have created a number of new attitude

2011; Glasman & Albarracín, 2006).

measures that attempt to capture people’s automatic
 or implicit


One property of attitudes that predicts behavior is

attitudes—the attitudes they hold toward people, objects, or


accessibility
 —the strength of the association between an

ideas that often remain outside conscious awareness (Bohner &

attitude object and a person’s evaluation of that object (Fazio &

Dickel, 2011; Stanley et al., 2008). The claim is that these

Roskos-Ewoldsen, 2005). When I asked you about Angelina

implicit attitudes may sometimes allow for better predictions

Jolie, did an answer rush to mind or did you have to consider

of behavior. Much research on implicit attidues has focused on

the question for a while? The more quickly an answer rushed in,

circumstances in which peole are not conscisouly aware that

the more likely it is that your behavior will be consistent with

they harbor prejudice. When we arrive at the topic of implicit

that attitude. But how do attitudes become more accessible?

prejudice, you will see that implicit attitudes often predict

Research suggests that attitudes are more accessible when they

people’s behavior.

are based on direct experience:
 You will have a more accessible

attitude about Angelina Jolie movies if you’ve experienced

several of them yourself rather than hearing or reading about


Processes of Persuasion


them indirectly.

You’ve just seen that, under appropriate circumstances,

Attitudes are also more accessible when they have

attitudes can predict behavior. That’s good news for all the

been rehearsed more often: Just as you might expect, the

people who spend time and money to affect your attitudes. But

more often you’ve formulated an attitude about something

quite often others can’t
 affect your attitudes when they want

(consider “chocolate” versus “kiwi”), the more accessible is the

to do so. You don’t change brands of toothpaste each time

attitude. Let’s consider a study that illustrates the behavioral

you see a peppy new commercial with scads of pearly-toothed

consequences of attitude rehearsal.

actors; you don’t change your political affiliation each time a

candidate looks into the camera and declares sincerely that he


Fea
 The researchers were interested in understanding the fac-


or she deserves your vote. Many people in your life indulge


tured



tors that lead people to make repeated blood donations


in persuasion
 —deliberate efforts to change your attitudes. For


Stud



(Godin et al., 2008). The study focused on 4,672 people who


persuasion to take place, certain conditions must be met. Let’s


had previously donated blood. Prior donors are quite likely


explore some of those conditions.


y



to have positive attitudes about the importance of donating


To begin, let’s review the elaboration likelihood model
 ,


blood. The researchers reasoned that they could increase the


a theory of persuasion that defines how likely it is that people


likelihood that people would donate again if they made those


will focus their cognitive processes to elaborate on a persuasive


attitudes more accessible. To increase attitude accessibility,


message (Petty & Briñol, 2008; Petty et al., 2005). This model


the researchers randomly selected 2,900 people for the


makes a critical distinction between central
 and peripheral



experimental group and mailed a questionnaire that asked



routes
 to persuasion. The central route represents circum-


them to report their attitudes toward blood donations. Of


stances in which people think carefully about a persuasive com-


this group, 2,389 people completed the questionnaire. The


munication so that attitude change depends on the strength of


1,772 people randomly assigned to the control group did


the arguments. This careful thought is called high
 elaboration.


not receive the questionnaire. Six months and 12 months


When someone is trying to convince you that gasoline should


after the time the questionnaires went out, the researchers



checked to see how many people had made blood donations.



The impact of the questionnaire was clear: Members of the



persuasion
 Deliberate efforts to change attitudes.


experimental group donated more blood. For example, after



elaboration likelihood model
 A theory of persuasion that defines


six months, 8.6 percent more people in the experimental


how likely it is that people will focus their cognitive processes to


group had registered to give blood.


elaborate upon a message and therefore follow the central and

peripheral routes to persuasion.

Attitudes, Attitude Change, and Action
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ACCOUNT NOW” (Vishwanath et al., 2011). The research-



ers asked the undergraduates a series of questions to de-



termine what factors prompted the students to engage in



more elaboration with respect to the message. The analyses



found, for example, that students who perceived the mes-



sage as having more personal relevance were likely to have



engaged in greater elaboration. On the other hand, people



who focused on superficial cues (like the capital letters con-



veying urgency) were more likely to have been persuaded by



the phishing messages.


These results remind you why phishing can be successful:

When people focus on superficial features—this message is

URGENT—rather than engaging critical thought about a

request, they may unwittingly abet the theft of their personal

information. Next time you get phished, analyze the message

to see what its authors have done to keep your attention tightly

focused on superficial cues.

There are many circumstances in life in which you prob-

ably want to resist having your attitudes changed. The elabora-

tion likelihood model suggests that you’ll often need to expend

some effort to avoid being persuaded. Consider a study in

Why do advertisers pay celebrities to endorse their products?

which a researcher asked students to read an essay that argued

that college vacations should be shortened to just one month

(Burkley, 2008). The essay suggested, for example, that such a

cost $8 a gallon, you are likely to process the information in this

change would allow students to graduate more rapidly. Before

careful fashion. The peripheral route represents circumstances

reading the essay, some participants engaged in a separate task

in which people do not focus critically on the message but

in which they spent five minutes listing thoughts that came to

respond to superficial cues in the situation. When an attractive

mind—but they were under explicit instructions not
 to think

model is placed in front of the product someone wishes you

about a white bear. After doing that task, the participants gave

to buy, the seller is hoping you’ll avoid critical thought. That

attitude ratings that were more favorable toward the idea of

absence of critical thought is called low
 elaboration. The central

one-month vacations than did control participants. It seemed

or peripheral route that people take depends in large part on

that the effort they expended trying not to think about white

their motivation
 with respect to the message: Are they willing

bears had depleted the mental resources they needed to resist

and able to think carefully about the persuasive content; will

the essay’s arguments. In your own life, when you know that

they engage in high or low elaboration?

you’re going to face a persuasive appeal, you should try to

If you take a close look at the messages that surround you,

ensure that you are ready to engage your full mental effort.

you will quickly come to the conclusion that advertisers, for

example, often count on you to take the peripheral route. Why

do advertisers pay celebrities to sell their products? Do you


Persuasion by Your Own Actions


really believe that Hollywood actors worry enormously about

The last section described factors that influence people’s abil-

which long-distance phone service will produce bigger savings?

ity to change others’ attitudes. However, there are forces at

Presumably, the advertisers hope that you won’t evaluate the

work in a number of circumstances that cause people to bring

arguments too closely—instead, they hope you’ll let yourself be

about their own
 attitude change. Imagine a situation in which

persuaded by your general feelings of warmth toward the actor

you’ve vowed not to eat any extra calories. You arrive at work,

hawking the product.

and there’s a cake for your boss’s birthday. You consume a

Now ask yourself this question: Under what circumstances

piece. Did you break your vow? That is, should you have a

are you likely to feel sufficiently motivated to take the central

negative attitude about your own behavior? Aren’t you likely

route to persuasion? Researchers have undertaken an enor-

to think what you did was OK? Why? Let’s consider two anal-

mous amount of research to address that question (Petty et al.,

yses of self-persuasion, cognitive dissonance theory
 and self-


2005). Let’s consider a study that looked at the likelihood of


perception theory.


elaboration in the context of phishing.


Cognitive Dissonance Theory


One of the most common


Fea
 If you have an e-mail account, you almost certainly have


assumptions in the study of attitudes is that people like to


tured



been phished: You have received messages that have de-


believe that their attitudes remain consistent over time. This


Stud



ceptively attempted to obtain personal information from you.


striving for consistency was explored within the field of social


Phishing is an exercise in persuasion. The phishers want to


psychology in the theory of cognitive dissonance
 , as developed


y



get you to believe that the request for information is genu-


by Leon Festinger
 (1957). Cognitive dissonance
 is the state of


ine. A team of researchers collected data from undergradu-


conflict someone experiences after
 making a decision, taking


ates whose whole campus had received phishing e-mails


an action, or being exposed to information that is contrary


with alarmist prose like “VERIFY YOUR UNIVERSITY EMAIL


to prior beliefs, feelings, or values. Suppose, for example, you
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Hundreds of experiments and field studies have shown the

power of cognitive dissonance to change attitudes and behav-

ior (Cooper, 2007). Recently, however, researchers have begun

to question whether dissonance effects generalize to other cul-

tures. Consider again the way the concept of self
 changes from

culture to culture. As noted earlier, North Americans typically

view themselves as independent,
 distinct from others in the

environment; members of Asian cultures typically view them-

selves as interdependent,
 fundamentally interconnected with

others. Does the cultural concept of the self affect the experi-

ence of cognitive dissonance?


F



Groups of Canadian and Japanese participants examined a
 eatured



list of entrées for a Chinese restaurant (Hoshino-Browne et



al., 2005). Out of a list of 25 dishes, they chose the 10 that
 Stud



they most liked (in one condition) or that they thought a


What messages might you give yourself to reduce cognitive


y



friend would most like (in a second condition). Next, they


dissonance if you were aware of the adverse effects of


rank-ordered those 10 dishes from most to least desirable—


smoking but continued to smoke?


again, with respect either to their own or to a friend’s pref-



erences. The experimenters then asked the participants to



choose between two coupons for free food. The coupons


chose to buy a car against a friend’s advice. Why might you be overly


named the participants’ fifth- and sixth-ranked choices (for


defensive about the car? It is assumed that when a person’s


them or their friend). Finally, participants were asked to go


cognitions about his or her behavior and relevant attitudes are


through and rate their top 10 choices once again. How might


dissonant—they do not follow one to the next—an aversive


those ratings change from the first to the second time?


state arises that the person is motivated to reduce. Dissonance-


According to dissonance theory, when you make a tough


reducing activities modify this unpleasant state. In the case of


choice—like the one between your fifth- and sixth-ranked


your car, being defensive—overstating its value—makes you


alternatives—you should adjust your attitudes to feel bet-


feel better about going against your friend’s advice. (Disso-


ter about the outcome of the choice: “If I chose kung pao


nance also might lead you to think less well of your friend.)


chicken [originally no. 5], it really must be a better choice


Dissonance has motivational force—it impels you to take


than mu shu pork [originally no. 6].” However, cross-cultural


action to reduce the unpleasant feeling (Wood, 2000). The mo-


research on the self suggests that Canadian participants


tivation to reduce dissonance increases with the magnitude of


should experience more dissonance with respect to their


the dissonance created by a cognitive inconsistency. In other


own choices (because of their independent senses of self),


words, the stronger the dissonance, the greater the motivation


whereas Japanese participants should experience more


to reduce it. In a classic dissonance experiment, college stu-


dissonance with respect to their choices for their friends


dents told a lie to other students and came to believe in their lie


(because of their interdependent senses of self). The data


when they got a small, rather than a large, reward for doing so.


confirmed those expectations: Canadian participants’ atti-



F



tudes changed considerably more for self-judgments; Japa-



ea



Stanford students participated in a very dull task and were



nese participants’ attitudes changed considerably more for



tured



then asked (as a favor to the experimenter because his



friend judgments.



Stud



assistant hadn’t shown up) to lie to another participant by



saying that the task had been fun and interesting. Half the



y


This research suggests that people experience cognitive


participants were paid $20 to tell the lie; the others were


dissonance—they seek to maintain consistency within their


paid only $1. The $20 payment was sufficient external jus-


self-concept—in ways that are specific to their particular senses


tification for lying, but the $1 payment was an inadequate


of self. If you are ever in circumstances in which you must


justification. The people who were paid $1 were left with


make decisions jointly with members of other cultures, you will


dissonant cognitions: “The task was dull” and “I chose to lie


want to reflect on the culture’s impact on the way you all think


by telling another student it was fun and interesting without


and act after the decision has been made.


a good reason for doing so.”



To reduce their dissonance, these $1 participants



Self-Perception Theory


Dissonance theory describes one


changed their evaluations of the task. They later expressed


way in which people, at least in Western cultures, allow their


the belief that they found “it really was fun and interesting—I


behaviors (“I chose that CD”) to have an impact on their


might like to do it again.” In comparison, the participants


attitudes (“I must like it much better than my other option”).


who lied for $20 did not change their evaluations—the task was



still a bore; they had only lied “for the money” (Festinger &



Carlsmith, 1959).



Watch
 the Video
 Cognitive Dissonance: Need to Justify Our Actions
 on

As this experiment shows, under conditions of high disso-


MyPsychLab


nance, an individual acts to justify his or her behavior after the


cognitive dissonance
 The theory that the tension-producing effects of

fact and engages in self-persuasion.

incongruous cognitions motivate individuals to reduce such tension.

Attitudes, Attitude Change, and Action
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Self-perception theory,
 developed by Daryl Bem (1972), identi-

studied the way in which individuals bring about compliance

fies other circumstances in which behaviors inform attitudes.

with their requests (Cialdini, 2009; Cialdini & Goldstein, 2004).

According to self-perception theory
 , you infer what your

This section will describe some of those techniques and note

internal states (beliefs, attitudes, motives, and feelings) are or

how wily salespeople often use them to get you to do things you

should be by perceiving how you are acting now and recalling

might not otherwise have done.

how you have acted in the past in a given situation. You use that

self-knowledge to reason backward to the most likely causes or


Reciprocity


One of the rules that dominates human experi-

determinants of your behavior. For example, the self-perceiver

ence is that when someone does something for you, you should

responds to the question, “Do you like psychology?” by saying,

do something for that person as well—this is called the reci-


“Sure, I’m taking the basic course and it’s not required, I do all


procity norm
 . Laboratory research has shown that even very

the readings, I pay attention during lectures, and I’m getting a

small favors can lead participants to do much larger favors in

good grade in the course.” In other words, you answer a ques-

return (Regan, 1971). Salespeople use reciprocity against you

tion about personal preferences by a behavioral description of

by appearing to do you a favor: “I’ll tell you what, I’ll take $5 off

relevant actions and situational factors—rather than undertak-

the price” or “Here’s a free sample just for agreeing to talk to

ing an intense search of thoughts and feelings.

me today.” This strategy puts you in a position of psychological

One flaw in the process of gaining self-knowledge through

distress if you don’t return the favor and buy the product.

self-perception is that people can be insensitive about the ex-

Another compliance technique that arises from the

tent to which their behavior is influenced by situational forces.

reciprocity norm has often been called the door-in-the-face


You can see this if we return a final time to the College Bowl


technique:
 When people say “no” to a large request, they will

experiment. Recall that the participants who labored unsuc-

often say “yes” to a more moderate request. For example, in

cessfully as contestants rated their own general knowledge

one experiment, students were asked to spend two hours every

relatively low. Imagine what it must have been like to be in

week for two years as counselors for juvenile delinquents. They

their position. Over and over you would hear yourself saying,

all said “no.” Next, they were asked if they would serve as chap-

“I don’t know the answer to that question.” Can you see how

erones for some of the delinquents on a trip to the zoo. When

observation of this behavior—the process of self-perception—

they had previously said “no” to the large request, 50 percent

could give rise to a negative self-evaluation?

of the students agreed to this smaller request. When a differ-

Let’s return to the attitudes you might express toward

ent group of students was approached, who had never been

yourself if you eat a slice of cake at your boss’s birthday party.

asked the large request, only 17 percent of them agreed to serve

According to dissonance theory, you need to resolve the

as chaperones (Cialdini et al., 1975). How does this technique

inconsistency between your vow (“I won’t consume any extra

invoke the reciprocity norm? When people making requests go

calories”) and your behavior (eating a piece of cake). There are

from the large to the moderate request, they have done some-

many things you can do to avoid feeling bad: Perhaps you’d rea-

thing for you: Now you must do something for them—or risk

son, “I can’t afford to have my boss be angry at me by declining

violating the norm. You agree to the smaller request!

a piece of cake.” Similarly, according to self-perception theory,

you look at your behavior to calculate your attitude. If you


Consistency and Commitment


The door-in-the-face tech-

think, “Because I ate cake, my boss’s birthday must have been

nique moves you from a large to a moderate request. Sales-

very important,” you’ll also escape any negative impact on your

people also know that people like to appear consistent
 in their

self-esteem. Self-persuasion can sometimes be useful!

behavior: So, if they can get you to commit
 yourself to some

small concession, they can probably also get you to commit to

something larger. In experiments, people who agreed to small

requests (for example, signing petitions) were more likely sub-


Compliance


sequently to agree to a bigger request (for example, putting

So far, this section has discussed what attitudes are and how

large signs on their lawn) (Freedman & Fraser, 1966). This is

they might be changed. It should be clear to you, however, that

often called the foot-in-the-door technique:
 Once people get a

most often what people want you to do is change your behav-


foot in the door, they can use your sense of commitment to


ior:
 People wish to bring about compliance
 —a change in be-

increase your later compliance. This strategy works because

havior consistent with their direct requests. When advertisers

your original behavior makes you think about yourself in a par-

spend a lot of money for TV commercials, they don’t want you

ticular way. You want your subsequent behavior to be consist-

just to feel good about their products—they want you to march

ent with that self-image.

into a store and buy them. Similarly, doctors want you to fol-

Let’s consider another compliance technique that also

low their medical advice. Social psychologists have extensively

takes advantage of people’s need to feel consistent. The tech-

nique has been called foot-in-the-mouth
 : By getting people to

answer a simple initial question, you can raise the probability


self-perception theory
 The idea that people observe themselves to

that they’ll comply with a subsequent request.

figure out the reasons they act as they do; people infer what their

internal states are by perceiving how they are acting in a given

situation.


F



At some point, you have probably answered your phone and
 ea



compliance
 A change in behavior consistent with a communication


tured



discovered that the caller wanted you to answer a few sur-


source’s direct requests.


vey questions. Did you comply with the request? A pair of
 Stud



reciprocity norm
 Expectation that favors will be returned—if someone

does something for another person, that person should do


researchers studied the impact of foot-in-the-mouth in this
 y


something in return.


situation (Meineri & Guéguen, 2011). They placed telephone
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calls to about 1,800 participants. In one condition, the call



began with an initial question, “Hello, I’m a student at the



technical college in Vannes. I hope I’m not disturbing you,



am I?” The caller waited for a “yes” or “no” response, and



then asked the participants whether they would complete



the survey. In this condition, 25.2 percent of the participants



agreed to do so. In another condition, the caller asked par-



ticipants to complete the survey without the initial question.



Under those circumstances, the rate of compliance was



17.3 percent.


If you are in the business of getting people to complete surveys,

you’d probably be happy to improve your compliance rate

8 percent just by adding an initial question!

In explaining these compliance techniques, this section

has provided a couple of examples of things you might want


What can you do if you want to increase the probability that

to do: You might want to volunteer your time or sign petitions

your neighbors will recycle?

for good causes. However, you can see that much of the time

people use these techniques to get you to do things you prob-

ably wouldn’t
 want to do. How can you defend yourself against

is a learned attitude toward a target object, involving nega-

wily salespeople and their kin? Try to catch them using these

tive feelings (dislike or fear), negative beliefs (stereotypes)

strategies—and resist their efforts. Your knowledge of social

that justify the attitude, and a behavioral intention to avoid,

psychology can make you an all-around wiser consumer.

control, dominate, or eliminate those in the target group. Nazi

This section has described attitudes and behaviors and the

leaders, for example, passed laws to enforce their prejudiced

relationships between them. However, we have not yet touched

beliefs that Jews were subhuman and trying to bring about

on circumstances in which attitudes in the form of prejudice


the downfall of Aryan culture. A false belief qualifies as prej-

may lead to destructive behaviors. We turn now to the topic of

udice when it resists change even in the face of appropriate

prejudice and document both how it comes about and proce-

evidence of its falseness. People display prejudice, for example,

dures that may be effective to reduce or eliminate it.

when they assert that African Americans are all lazy despite

their hardworking African American colleagues. Prejudiced

attitudes serve as biasing filters that influence the way indi-

viduals are perceived and treated once they are categorized as


Stop
 and
 Review


members of a target group.

Social psychology has always put the study of prejudice

What three components define attitudes?

high on its agenda in an effort to understand its complex-

What cognitive process discriminates the central

ity and persistence and to develop strategies to change preju-

and peripheral routes to persuasion?

diced attitudes and discriminatory behavior (Allport, 1954;

Why does culture have an impact on processes

Nelson, 2006). In fact, the Supreme Court’s 1954 decision

of cognitive dissonance?

to outlaw segregated public education was, in part, based on

Why does the door-in-the-face technique engage the

research, presented in federal court by social psychologist


Kenneth Clark
 , that showed the negative impact on Black

reciprocity norm?

children of their separate and unequal education (Clark &


CRITICAL THINKING


Recall the study in which

Clark, 1947). This section will describe the progress social

psychologists have made in their efforts to understand the

experimental participants filled out a questionnaire about

origins and effects of prejudice, as well as their efforts to help

their attitudes toward blood donation. Why was it important

reverse its effects.

that people were randomly assigned to the experimental

and control groups?


Origins of Prejudice



Study
 and Review
 on MyPsychLab


One of the sad truths from the study of prejudice is that it is

easy to get people to show negative attitudes toward people


PREJUDICE


Of all human weaknesses, none is more destructive to the


Watch
 the Video
 Classic Footage of Gordon Allport on Personality Traits


on MyPsychLab


dignity of the individual and the social bonds of humanity


prejudice
 A learned attitude toward a target object, involving negative

than prejudice. Prejudice is the prime example of social

affect (dislike or fear), negative beliefs (stereotypes) that justify the

reality gone awry—a situation created in the minds of people

attitude, and a behavioral intention to avoid, control, dominate, or

that can demean and destroy the lives of others. Prejudice


eliminate the target object.

Prejudice
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who do not belong to the same “group.” Social categorization


is the process by which people organize their social environ-

ment by categorizing themselves and others into groups. The

simplest and most pervasive form of categorizing consists of

an individual determining whether people are like him or her.

This categorization develops from a “me versus not me” ori-

entation to an “us versus them” orientation: People divide the

world into in-groups
 —the groups with which they identify as

members—and out-groups
 —the groups with which they do

not identify.

The most minimal of distinctive cues is sufficient to give

people strong feelings of in-groups and out-groups. Henry



Tajfel
 and his colleagues (Tajfel et al., 1971) invented a para-

digm that demonstrated the impact of what they called mini-



mal groups.
 In one study, students provided estimates of the

number of dots in a series of patterns projected on a movie

screen. The students were told that, based on their perform-

ance, they were “dot overestimators” or “dot underestimators.”

In reality, the researchers randomly assigned the students to

those two groups. Next, each student had the opportunity to

allocate monetary rewards to the members of the two groups.

The students consistently gave greater rewards to the people

who they believed shared their dot-estimating tendencies.

How does prejudice arise, and why is it so difficult to

Studies of this type illustrate how very easy it is to generate

eradicate?

an in-group bias:
 With only a minimal cue to group identity,

people begin to favor the members of their own group over the

members of other groups (Nelson, 2006). Many experiments

too much from the rest of society” and “Over the past few

have examined the consequences of in-group versus out-group

years, Blacks have gotten more economically than they deserve”

status (Brewer, 2007; Hewstone et al., 2002). This research points

(Henry & Sears, 2002).

to the conclusion that, for the most part, people show favorit-

You have seen so far that people’s categorization of the

ism toward those people who are members of their own group

world into “us” and “them” can swiftly lead to prejudice. Let’s

rather than bias against members of the other group. For exam-

look at the way in which prejudice functions through applica-

ple, people typically rate members of their in-group more highly

tions of stereotypes.

(on pleasantness, diligence, and so on) than they do members of

the out-group. However, that’s because they have positive feel-

ings toward the in-group and neutral feelings toward the out-


Effects of Stereotypes


group. Thus, one can have an in-group bias without also having

the negative feelings that constitute prejudice.

We can use the power of social categorization to explain the

Unfortunately, in some circumstances people’s feelings

origins of many types of prejudice. To explain how prejudice

about out-groups are guided by learned prejudices. In those

affects day-to-day interactions, we must explore the memory

cases, in-group bias may become more purposeful. Prejudice

structures that provide important support for prejudice,

easily leads to racism
 —discrimination against people based on

stereotypes. Stereotypes
 are generalizations about a group of

their skin color or ethnic heritage—and sexism
 —discrimination

people in which the same characteristics are assigned to all

against people based on their sex. In contemporary times, peo-

members of a group. You are no doubt familiar with a wide

ple are often reluctant to admit to having racist or sexist at-

range of stereotypes. What beliefs do you have about men

titudes. Instead people may express what have been called

and women? Jews, Muslims, and Christians? Asians, African


modern racism
 and modern sexism.
 Measures of modern racism,

Americans, Native Americans, Hispanics, and Whites? How

for example, include statements such as “Blacks are demanding

do those beliefs affect your day-to-day interactions with mem-

bers of those groups? Do you avoid members of some of these

groups based on your beliefs?

Because stereotypes so powerfully encode expectations,



social categorization
 The process by which people organize the social

they frequently contribute to the types of situations described

environment by categorizing themselves and others into groups.

earlier in this chapter, in which people construct their own so-


in-group
 A group with which people identify as members.

cial reality. Consider the potential role stereotypes play to gen-


out-group
 A group with which people do not identify.

erate judgments about what “exists” in the environment. People

are prone to fill in “missing data” with information from their


in-group bias
 People’s tendency to favor members of their own group

over members of other groups.

stereotypes: “I’m not going to get in a car with Hiroshi—all


racism
 Discrimination against people based on their skin color or ethnic

Asians are terrible drivers.” Those same powerful expectations

heritage.

may cause people to engage in a process called behavioral con-



sexism
 Discrimination against people because of their sex.


firmation:
 Their own actions toward an out-group individual


stereotype
 Generalization about a group of people in which the same

create a context in which the individual will produce behav-

characteristics are assigned to all members of a group.

iors consistent with the stereotype (Klein & Snyder, 2003). If,
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for example, someone were noticeably anxious when driv-

pleasant and unpleasant words. On one trial, you are asked to

ing with an Asian friend, that friend might drive less well as a

press one key if you see a thin person or a pleasant word and a

consequence. In addition, to maintain consistency, people are

different key if you see an obese person or an unpleasant word.

likely to discount information that is inconsistent with their

On a second trial, you are asked to press one key if you see an

stereotyped beliefs. For example, in one study students read

obese person or a pleasant word and a different key if you see a

an excerpt from an introductory psychology text that talked

thin person or an unpleasant word. Suppose that you respond

about the biological origins of sexual orientation (Boysen &

more quickly when the task unites obese photos and unpleas-

Vogel, 2007). Participants with negative initial attitudes toward

ant words. That pattern would suggest that you have implicit

homosexuality did not find the text persuasive with respect to

prejudice toward obese people (because you find it relatively

the legitimacy of homosexuality. This experiment suggests why

easy to associate them with negative concepts). Researchers

information alone can typically not reduce prejudice: People

have used the IAT in a number of domains, including race,

tend to devalue information that is inconsistent with their prior

sexuality, and religion. The IAT often reveals prejudice that

stereotype. (A later section will discuss more successful meth-

would not be socially acceptable. For example, students who

ods for overcoming prejudice.)

took an IAT concerning disability displayed implicit prejudice

You might also recall another effect of stereotypes that

toward people with four different categories of disability—

you met in the context of intelligence testing. Recall that

people with alcoholism, mental illness, cancer, and paraplegia

Chapter 9 discussed racial differences among IQ scores.

(Vaughn et al., 2011).

That section reviewed evidence that members of stereotyped

Research with the IAT regularly identifies people whose

groups experience stereotype threat
 when they are placed in

explicit attitudes do not show prejudice, but whose automatic

situations to which negative aspects of stereotypes are relevant.

responses suggest that they hold negative attitudes toward

Stereotype threat produces a context in which people are not

an out-group (Greenwald et al., 2002). Often the implicit

able to make efficient use of their mental resources (Schmader

attitudes allow better predictions of people’s behavior than

et al., 2008). Although researchers first explored this concept

explicit measures (Greenwald et al., 2009). Let’s look at a study

in circumstances of intellectual performance, they have now

in which managers’ implicit prejudice had an impact on their

demonstrated that there is potential for negative effects wher-

interview decisions.

ever stereotypes apply. For example, one study examined how

a group of women who rated themselves as above-average ath-


F



The study focused on 153 managers who were involved in
 ea


letes performed on a golf task (Stone & McWhinnie, 2008).


tured



assessing job applications to invite candidates for interviews


Some of the women were told only that the task was a test of


(Agerström & Rooth, 2011). The managers were unaware
 Stud


“natural ability.” Others were told, in addition, that the task


that they were part of a study. As they reviewed applicants


had previously yielded differences between men and women.


y



as part of their normal responsibilities, they saw two applica-


The instructions continued, “So even though there may be gen-


tions that presented candidates who were equally qualified.


der differences on this test, we ask that you give 100 percent


However, one application included a photograph of an obese


effort on the task so we can accurately measure your natural


individual whereas the other application showed a normal-


skills” (p. 448). Despite this request for 100 percent effort, the


weight individual. The managers all completed measures of


women who were reminded about gender differences needed


their explicit attitudes toward hiring obese people as well as


more strokes to complete the eight holes of the golf course.


an IAT measure in the same domain. Overall, the managers


This result illustrates how stereotype threat can impair people’s


invited 7 percent fewer of the obese applicants for inter-


performance across several life domains.


views. In addition, the managers with greater prejudice as


This discussion has focused on circumstances in which


revealed by the IAT were the least likely to invite obese ap-


people are likely to be aware that they harbor prejudice or


plications for interviews. Explicit measures of prejudice were


endorse stereotypes. We turn now to demonstrations that


not correlated with the managers’ behavior.


people may often have prejudice of which they are unaware.

As a second example, let’s consider a study that used the

IAT to measure racial bias (Stanley et al., 2011). Participants


Implicit Prejudice


played a game that allowed them to express their trust toward

Take a moment to examine your feelings toward members of

partners. Participants who showed the most pro-White bias in

groups that you consider as “out-groups” for you. How would

their IAT demonstrated the least trust toward Black partners.

we determine if you have prejudice toward those groups?

Participants’ explicit attitudes did not predict their patterns

Explicit measures of prejudice directly ask, “How do you feel

of trust.

about this group?” However, social psychologists have argued

These examples suggest that people whose explicit beliefs

that negative attitudes often exist as implicit prejudice
 , outside

are not prejudiced may nonetheless produce automatic acts of

of conscious awareness. Researchers have developed methods

prejudice by virtue of implicit attitudes. The evidence confirms

to measure implicit prejudice and have demonstrated how it

that prejudice is easy to create and has broad consequences.

functions to change people’s behavior.

The implicit association test
 (IAT) was introduced 25 years

ago and remains a prominent measure of implicit prejudice

(Greenwald et al., 1998). The IAT determines how quickly


Watch
 the Video
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 on MyPsychLab


people put different concepts into the same categories. Imag-


Simulate
 the Experiment
 Black
 on MyPsychLab


ine, for example, you are asked to sit in front of a computer


implicit prejudice
 Prejudice that exists outside an individual’s conscious

and view photographs of thin or overweight people as well as

awareness.

Prejudice
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a & b In the intergroup competition phase of the Robbers Cave experiment, the “Eagles” and “Rattlers” pulled apart—but in the end, they pulled together. What general conclusions about contact and prejudice can be drawn from this study?

Even so, from the earliest days of social psychology, research-

Both groups of boys were needed to pull it back up a steep

ers have attempted to reverse the march of prejudice. Let’s now

hill. In the face of mutual dependence, hostility faded away.

sample some of those efforts.

In fact, the boys started to make “best friends” across group

boundaries.

The Robbers Cave experiment disproved the idea that


Reversing Prejudice


simple contact between hostile groups alone will reduce

prejudice (Allport, 1954). The boys did not like each other

One of the classic studies in social psychology was also the

any better just by being in each others’ company. Instead, the

first demonstration that arbitrary “us” versus “them” divisions

experiment provided evidence for the contact hypothesis
 —a

could lead to great hostility. In the summer of 1954, Muzafer


program combating prejudice must foster personal interaction


Sherif
 and his colleagues (1961/1988) brought two groups of

(Pettigrew, 2008).

boys to a summer camp at Robbers Cave State Park in Okla-

Researchers have carried out studies around the world to

homa. The two groups were dubbed the “Eagles” and the

determine what types of contact between people lead to reduced

“Rattlers.” Each group forged its own camp bonds—for exam-

prejudice. A review of 515 studies on the contact hypothesis

ple, the boys hiked, swam, and prepared meals together—in

strongly supported the conclusion that contact with out-group

ignorance of the other group for about a week. The groups’

members lowers prejudice (Pettigrew et al., 2011). Recent re-

introduction to each other consisted of a series of competi-

search has tried to determine whether contact has an impact

tive activities like baseball, football, and a tug-of-war. From

among people whose personalities particulary predispose them

this beginning, the rivalry between the groups grew violent.

to express prejudice (Hodson, 2011). Let’s consider a study that

Group flags were burned, cabins were ransacked, and a near-

provides cause for optimism.

riotlike food fight broke out. What could be done to reduce

this animosity?


F


The experimenters tried a propaganda approach, by com-


People who are highly authoritarian tend to be uncritical of
 eat


plimenting each group to the other. That did not work. The


ured



authority and feel aggression toward people who violate


experimenters tried bringing the groups together in noncom-


norms. They also tend to express high levels of prejudice.
 Stud


petitive circumstances. That did not work either. Hostility


Researchers wished to determine whether intergroup con-



y


seethed even when the groups were just watching a movie in


tact could, even so, reduce prejudice among authoritar-


the same place. Finally, the experimenters hit on a solution.


ians (Dhont & Van Hiel, 2009). In the study, 215 Belgian


What they did was to introduce problems that could be solved


adults provided self-ratings of their authoritarianism as


only through cooperative action
 on shared goals.
 For example,


well as the amount of contact they had had with immi-


the experimenters arranged for the camp truck to break down.


grants and their level of racism. The researchers’ analy-



ses demonstrated an overall positive correlation between



authoritarianism and racism: The higher the level of au-



thoritarianism, the greater the racism. However, even in



contact hypothesis
 The prediction that contact between groups will


that context, the contact hypothesis was supported. Spe-


reduce prejudice only if the contact includes features such as

cooperation toward shared goals.


cifically, among people who were high in authoritarianism,
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those with the most intergroup contact expressed lower



SOCIAL RELATIONSHIPS



levels of racism.


How do you choose the people with whom you share your

This study shows that intergroup contact can benefit even indi-

life? Why do you seek the company of your friends? Why

viduals who are inclined to be intolerant.

are there some people for whom your feelings move beyond

Research on the contact hypothesis emphasizes the par-

friendship to feelings of romantic love? Social psychologists

ticular importance for intergroup friendships for prejudice

have developed a variety of answers to these questions of inter-


reduction (Davies et al., 2011). In fact, people’s prejudice is re-


personal attraction.
 (But don’t worry, no one yet has taken all

duced even when the contact is indirect
 —when it’s just the case

the mystery out of love!)

that they have in-group friends who have out-group friends

(Pettigrew et al., 2007). Why are both direct and indirect

friendships so effective? Friendships allow people to learn to


Liking


take the perspective of out-group members and empathize with

them. Friendships also reduce the anxiety associated with out-

Have you ever stopped to examine how and why you acquired

group contacts and make the out-group seem less threatening

each of your friends? The first part of this answer is straight-

(Pettigrew, 2008).

forward: People tend to become attracted to others with whom

Let’s take a moment to consider an application of this

they are in close proximity
 —you see and meet them because

research in an academic setting. Social psychologist Elliot


they live or work near you. This factor probably requires


Aronson
 and his colleagues (1978) developed a program

little explanation, but it might be worth noting that there is

anchored in the contact philosophy to tackle prejudice in

a general tendency for people to like objects and people just

newly desegregated classrooms in Texas and California. The

by virtue of mere exposure:
 As Chapter 12 explained, the

research team created conditions in which fifth-grade students

more you are exposed to something or someone, the more

had to depend on one another rather than compete against

you like it (Zajonc, 1968). This mere exposure effect means

one another to learn required material. In a strategy known

that, on the whole, you will come to like more and more the

as the jigsaw technique,
 each pupil is given part of the total

people who are nearby. Many people now maintain relation-

material to master and then share with other group members.

ships over networks of computers. Although a friend may be

Performance is evaluated on the basis of the overall group

geographically quite distant, daily messages appearing on a

presentation. Thus every member’s contribution is essential

computer screen can make the person seem psychologically

and valued. Aronson and his colleagues found that interra-

very close. Let’s look now at other factors that can lead to

cial conflict decreased in classrooms in which jigsawing united

attraction and liking.

formerly hostile White, Latino, and African American stu-

dents into common-fate teams (Aronson, 2002; Aronson &


Physical Attractiveness


For better or worse, physical


Gonzalez, 1988).


attractiveness
 often plays a role in the kindling of friend-

Social psychology has no great solution to end prejudice

ship. Let’s consider a laboratory demonstration of that force

all at once. It does, however, provide a set of ideas to eliminate

at work.

prejudice’s worst effects slowly but surely, in each small local-

ity. It is worth taking a moment to contemplate the prejudices


F


you have enforced or endured—to see how you might begin to


Participants viewed a series of 60 photographs of attractive



eatured


make adjustments in your own small locality.


and unattractive individuals with whom they were unac-


We have just considered circumstances in which psycho-


quainted (Lemay et al., 2010). For each photograph, the
 Stud


logical forces drive individuals apart. We now examine the


participants made judgments of the pictured individual’s
 y


opposite situations in which people are drawn together in rela-


personality traits on dimensions such as kindness, gener-


tionships of liking and loving.


osity, and warmth. The participants also indicated how



much they were motivated to get to know each individual



by responding to statements such as, “Based on your first



impression, to what extent would you like or dislike this



Stop



person?” (p. 342). With only the photographs as the basis



and
 Review



of their judgments, the participants credited the attractive


How does in-group bias affect ratings of in- and


individuals with more positive personality traits. They also


out-group members?


indicated greater motivation to become socially engaged



with the attractive individuals.


How does the process of behavioral confirmation

support stereotypes?

What has research demonstrated about the impact

There is a strong stereotype in Western culture that physically

of contact between members of different groups?

attractive people are also good in other ways. A review of a

large number of studies documented the impact of physical


CRITICAL THINKING


Recall the study that looked

attractiveness on a whole range of judgments (Langlois et al.,

at implicit prejudice toward obese individuals. Why was

2000). For example, people rate both children and adults as

it important that the participants were unaware that they

more socially competent when they are attractive. In addition,

were part of a study?

attractive children receive higher competence ratings in school,

and attractive adults receive higher competence ratings in their


Study
 and Review
 on MyPsychLab


occupations.

Social Relationships
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Why does physical attractiveness lead to liking? Evolu-

Unattractive

tionary theorists have suggested that attractiveness judgments

Attractive

arise from the psychological mechanisms humans have evolved

to choose a mate (Gallup & Frederick, 2010). On this view, a

5

“judgment of attractiveness is the response in a receiver to a

variety of traits reliably associated with fitness, such as helath,

reproductive value, and, possibly, heritable genetic quality”

(Penton-Voak, 2011, p. 177). Research from the evolutionary

4.75

perspective has often focused on facial attractiveness (Little

et al., 2011). Consider Figure 16.5
 . Which face do you find

more attractive? Most people prefer the symmetrical face.

4.5

Evolutionary psychologists argue that symmetry is a product of

successful development; departures from symmetry suggest dif-

ficulties over the course of development. For that reason, asym-

4.25

metry suggests a lack of genetic fitness. People also typically

find average faces (that is, faces that represent the mathematical

average for a population) more attractive than faces that depart

4

Ghana

U.S.

from the average (Rhodes, 2006). On the evolutionary perspec-


FIGURE 16.6
 Cross-Cultural Trait Judgments

tive, unusual features may signal a history of difficulty over de-

for Attractive and Unattractive Individuals

velopment and, therefore, again, a lack of genetic fitness. This

analysis suggests that some judgments of liking are a product of

Participants in Ghana and the United States made trait

the evolutionary imperative toward successful mating.

judgments based on photographs of attractive and unattractive

Even if evolution explains responses to physical attractive-

individuals. Participants from Ghana made nearly the same

ness, cultures still differ in the extent to which attractiveness af-

attributions to attractive and unattractive photographs. U.S.

fects everyday judgments. For example, students at universities

participants made less positive attributions to the unattractive

in Ghana and the United States viewed the same photographs of

photographs.

attractive and unattractive people (Anderson et al., 2008). They

From Anderson, S. L., Adams, G., & Plaut, V. C., Journal of Personality and


provided ratings of each photograph for several personality traits


Social Psychology,
 95, 2008. Copyright © 2008 American Psychological

Association. Reprinted with permission.

(such as trustworthy, stable, sensitive, and strong). As you can see

in Figure 16.6
 , participants from Ghana made nearly the same

attributions to attractive and unattractive photographs. Partici-

pants from the United States made less positive attributions to

suggests that, under many circumstances, the answer is yes.

the unattractive photographs. This finding echoes other results

Similarity on dimensions such as beliefs, attitudes, and values

you’ve seen in which people with different cultural construals of

fosters friendship. Why might that be so? People who are simi-

the self—independent for the United States and interdependent

lar to you can provide a sense of personal validation because

for Ghana—provide different interpersonal judgments.

a similar person makes you feel that the attitudes, for exam-

ple, you hold dear are, in fact, the right ones (Byrne & Clore,


Similarity


A famous adage on similarity
 suggests that “birds

1970). Furthermore, dissimilarity often leads to strong repul-

of a feather flock together.” Is this correct? Research evidence

sion (Chen & Kenrick, 2002). When you discover that someone

holds opinions that are different from yours, you may evoke

from memory past instances of interpersonal friction. That

will motivate you to stay away—and if you stay away from dis-

similar people, only the similar ones will be left in your pool of

friends. Even 3-year-old children show an impact of similar-

ity on liking, suggesting that we start to recognize “birds of a

feather” at a very young age (Fawcett & Markson, 2010).

Similarity appears to play a role in allowing friendships to

endure over time. Consider a study that began in 1983, when

researchers assessed similarity between 45 pairs of friends

(Ledbetter et al., 2007). In 2002, 58 of the 90 original partici-

pants provided information about the state of their friendships

after the passage of 19 years. The participants indicated, for

example, how much contact they still had with each other. The

results suggested that those pairs that had been more similar in

1983 were also more likely to remain in contact in 2002. It’s also

important to note that, just as similarity may lead to attraction,

attraction can lead to perceptions of similarity: People tend to


FIGURE 16.5
 Which Face Is More Attractive?

believe that the people they like are more similar than they re-

ally are. In one study, students rated themselves and cross-sex

Face (a) is symmetrical; face (b) is asymmetrical.

friends on the same set of personality traits (Morry, 2007). The

Little, A. C., Jones, B. C., & DeBruine, L. M. (2011). Facial attractiveness:

Evolutionary based research. Philosohical Transactions of the Royal Society


students rated their friends as being more similar to them than


B, 366
 , 1638–1659

their friends’ self-reports indicated they actually were.
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Reciprocity


Finally, you tend to like people whom you

believe like you. Do you recall the discussion of salespeople’s

use of reciprocity
 ? The rule that you should give back what

you receive applies to friendship as well. People give back

“liking” to people whom they believe have given “liking” to

them (Whitchurch et al., 2011). People assume that those who

express liking for them are going to act in a trustworthy fashion

in future interactions; these expectations of trust provide the

basis for the reciprocation of liking (Montoya & Insko, 2008).

Furthermore, because of the way your beliefs can affect your

behaviors, believing that someone likes or dislikes you can

help bring that relationship about (Curtis & Miller, 1986). Can

you predict how you would act toward someone you believe

likes you? Toward someone you believe dislikes you? Suppose

you act with hostility toward someone you think doesn’t like

you. Do you see how your belief could become a self-fulfilling

prophecy?

The evidence this section has reviewed suggests that most

of your friends will be people you encounter frequently, and

people with whom you share the bonds of similarity and reci-

procity. But what have researchers found about more intense

relationships people call “loving”?


Loving


Companionate feelings for someone you were once passionate

Many of the same forces that lead to liking also get people

about do not signal “falling out of love”: On the contrary, they

started on the road to love—in most cases, you will first like

are a natural outgrowth of romance and a vital ingredient to

the people you end up loving. (However, some people report

most long-term partnerships.

loving certain relatives that they don’t particularly like as indi-

viduals.) What special factors have social psychologists learned

about loving relationships?

Walster, 1978). When you find yourself in a loving relationship,

you may do well to anticipate that transition—so that you don’t


The Experience of Love


What does it mean to experience

misinterpret a natural change as a process of falling “out of


love?
 Take a moment to think how you would define this

love.” In fact, people who report higher levels of companionate

important concept. Do you think your definition would agree

love also generally experience greater satisfaction with their

with your friends’ definitions? Researchers have tried to answer

lives (Kim & Hatfield, 2004). Even so, the decline of passion-

this question in a variety of ways, and some consistency has

ate love may not be as dramatic as the stereotype of long-

emerged (Reis & Aron, 2008). People’s conceptualizations of

committed couples suggests. Researchers find a reasonable

love cluster into three dimensions (Aron & Westbay, 1996):

level of passionate love as much as 30 years into a relationship

(Aron & Aron, 1994). When you enter a loving relationship,

t Passion
 —sexual passion and desire

you can have high hopes that the passion will endure in some

t Intimacy
 —honesty and understanding

form, even as the relationship grows to encompass other needs.

t Commitment
 —devotion and sacrifice

Note that experiences of romantic relationships are also

Would you characterize all your loving relationships as includ-

influenced by cultural expectations (Wang & Mallinckrodt,

ing all three dimensions? You’re probably thinking, “not all
 of

2006). At various moments, this chapter has alluded to the

them.” In fact, it is important to make a distinction between

cultural dimension of independence versus interdependence:

“loving” someone and being “in love” with someone (Meyers &

Cultures with independent construals of self value the person

Berscheid, 1997). Most people report themselves to “love” a

over the collective; interdependent cultures put greater value on

larger category of people than the group with whom they are

shared cultural goals rather than on individual ones. How does

“in love”—who among us hasn’t been heartbroken to hear the

this apply to your love life? If you choose a life partner based

words, “I love you, but I’m not in
 love with you”? Being “in

on your own feelings of love, you are showing preference for

love” implies something more intense and special—this is the

your personal goals; if you choose a partner with an eye to how

type of experience that includes sexual passion.

that individual will mesh with your family’s structure and con-

Let’s make one more distinction. Many loving relation-

cerns, you are being more attuned to collective goals. In fact,

ships start out with a period of great intensity and absorption,

when asked what factors mattered most to their experiences of

which is called passionate
 love. Over time, there is a tendency

falling in love, people from the United States and China tend

for relationships to migrate toward a state of lesser intensity

to rate different factors as most important (Riela et al., 2010).

but greater intimacy, called companionate love
 (Berscheid &

For example, U.S. citizens were more likely to emphasize ap-

pearance and similarity; Chinese citizens were more likely to

emphasize the responses of family and friends to the poten-


Explore
 the Concept
 Passionate Love Scale
 on MyPsychLab


tial romantic partner. Cross-cultural research also suggests that
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FIGURE 16.7
 The Inclusion

Please circle the picture that best describes your relationship

of Other in the Self (IOS) Scale

If you are in a romantic relationship,

which diagram best captures the

interdependence of you and your

Self

Other

Self

Other

Self

Other

partner? Research with the IOS

scale suggests that people who

most perceive the other as included

with the self are most likely to stay

committed to their relationships.

From Aron, A., Aron, E. N., & Smollan,

D., IOS Scale, Journal of Personality and


Self

Other

Self

Other


Social Psychology
 . Vol 63(4), Oct 1992,

596–612. Copyright © 1992 by the American

Psychological Association. Reproduced with

permission.

Self

Other

Self

Other

members of interdependent cultures put less emphasis on love

relationship, can you say which of the diagrams seems to

as the defining feature of a relationship (Dion & Dion, 1996).

capture most effectively the extent of interdependence between

Consider the question, “If a man (woman) had all the other

you and your partner? Research has shown that people who

qualities you desired, would you marry this person if you were

perceive the most overlap between self and other—those people

not in love with him (her)?” Only 3.5 percent of a sample of

who come to view the other as included within the self—are

male and female undergraduates in the United States answered

most likely to remain committed to their relationships over

yes; 49 percent of a comparable group of students in India

time (Aron et al., 1992; Aron & Fraley, 1999).

answered yes (Levine et al., 1995).

Researchers have also been interested in understanding

individual differences in people’s ability to sustain loving


What Factors Allow Relationships to Last?


It seems likely

relationships over an extended period of time. In recent years,

that everyone reading this text—and certainly everyone writing


attention has often focused on adult attachment style
 (Fraley

this text—has been in a relationship that didn’t last. What hap-

et al., 2005; Fraley & Shaver, 2000). Recall from Chapter 10 the

pened? Or, to put the question in a more positive light, what

importance of the quality of a child’s attachment to his or her

can researchers say about the types of situations, and people in

parents for smooth social development. Researchers began to

those situations, that are more likely to lead to long-term loving

wonder how much impact that early attachment might have

relationships?

later in life, as the children grew up to have committed rela-

One theory conceptualizes people in close relationships

tionships and children of their own.

as having a feeling that the “other” is included in their “self”

What are the types of attachment styles? Table 16.1


(Aron et al., 2004). Consider the series of diagrams given in

provides three statements about close relationships (Hazan &


Figure 16.7
 . Each of the diagrams represents a way you could

Shaver, 1987; Shaver & Hazan, 1994). Please take a moment

conceptualize a close relationship. If you are in a romantic

to note which statement fits you best. When asked which of

these statements best describes them, the majority of people

(55 percent) choose the first statement; this is a secure
 attach-


Table 16.1


ment style. Sizable minorities select the second statement


t
 Styles of Adult Attachment

for Close Relationships

(25 percent, an avoidant
 style) and the third (20 percent, an


anxious-ambivalent
 style). Attachment style has proven to be


Statement 1:


an accurate predictor of relationship quality (Mikulincer et al.,

2002; Nosko et al., 2011). Compared with individuals who

I find it relatively easy to get close to others and am comfortable

chose the other two styles, securely attached individuals had

depending on them. I don’t often worry about being abandoned or about

the most enduring romantic relationships as adults.

someone getting too close to me.

This section has considered some of the factors that influ-


Statement 2:


ence whether people enter into relationships with each other.

Let’s turn now to the types of behaviors that emerge within the

I am somewhat uncomfortable being close to others; I find it difficult to

context of those relationships.

trust them completely, difficult to allow myself to depend on them. I am

nervous when anyone gets too close; and, often, love partners want me

to be more intimate than I feel comfortable being.


Statement 3:



Stop
 and
 Review


I find that others are reluctant to get as close as I would like. I often

What effect does similarity have on liking?

worry that my partner doesn’t really love me or won’t want to stay with

What three dimensions define love?

me. I want to get very close to my partner, and this sometime scares

Which adult attachment style is generally associated

people away.

with the highest-quality relationships?
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Psychology in Your Life



IN WHAT WAYS ARE YOU LIKE A CHAMELEON?


Here’s something you may have noticed: When you interact

gestures were mimicked by a partner would like that partner

with other people, you are quite likely to find yourself

better. To test that hypothesis, Chartrand and Bargh conducted

mimicking them in certain ways. You may, for example,

a second study in which they instructed their confederates

unconsciously match your friends’ speech patterns and

to subtly mimic the actions of the experimental participants.

accents. Social psychologists Tanya Chartrand and John Bargh

Compared to members of the control group, whose gestures

(1999) labeled this type of mimicry the chameleon effect.


were not mimicked, the mimicked participants consistently

Chameleons automatically change their color to blend in

reported liking the confederates better. Importantly, only one of

with their environment. Chartrand and Bargh suggested that

the 37 participants was aware of having been mimicked. This

humans also automatically adjust their behavior to blend with

strongly suggests that the chameleon effect operates outside

the people around them.

of conscious awareness.

In their original demonstration of the chameleon effect,

Even so, these results might lead you to wonder

Chartrand and Bargh had pairs of people interact to describe

whether you could do better in some social circumstances

photographs. However, one member of each pair was

by consciously mimicking others’ behavior. To address this

actually a confederate of the researchers. Chartrand and

question, researchers provided explicit instructions to a

Bargh instructed the confederates to perform one of two

subset of students who were about to carry out a negotiation:

motor gestures while describing the photographs: Either

“Successful negotiators recommend that you should mimic the

they rubbed their faces or they shook one foot. If people act

mannerisms of your negotiation partner to get a better deal.

like chameleons, we would expect that the experimental

For example, when the other person rubs his/her face, you

participants would mimic those motor gestures. That’s exactly

should too. If he/she leans back or leans forward in the chair,

what happened. Participants were considerably more likely

you should too. However, they say it is very important that you

to rub their faces or shake their feet when the confederates

mimic subtly enough that the other person does not notice what

performed those actions.

you are doing, otherwise this technique completely backfires”

Chartrand and Bargh speculated that this form of mimicry

(Maddux et al., 2008, p. 463). The students who received these

functions as a type of “social glue.” By producing identical

instructions consistently scored more points in the negotiation

motor gestures, people make themselves more similar to the

than their peers who were not encouraged to mimic.

other individuals around them. Recall from the discussion of

Now that you know about the chameleon effect, do you

social relationships that similarity increases liking. For that

think you will be more aware of how mimicry affects your

reason, Chartrand and Bargh hypothesized that people whose

social relationships?


CRITICAL THINKING


Recall the study that examined

yield both types of behavior. We begin with acts of aggression:


participants’ judgments of attractive and unattractive indi-

People’s behaviors that cause psychological or physical harm to

viduals. Why was it important that the participants did not

other individuals. Psychologists try to understand the causes of

aggression with the goal of using that knowledge to help reduce

know the individuals in the photographs?

societal levels of aggression. We then turn our attention to the


Study
 and Review
 on MyPsychLab


positive extreme: The prosocial behaviors
 that people carry

out with the goal of helping other people. A particulal focus

will be on altruism
 —the prosocial behaviors people carry out

without considering their own safety or interests. The section

discusses some personal and situational factors that change the


AGGRESSION, ALTRUISM,


likelihood of these helping behaviors.


AND PROSOCIAL BEHAVIOR



aggression
 Behaviors that cause psychological or physical harm to

If you spend a few minutes reviewing the daily news, you’ll

another individual.

almost certainly get reports on the extremes of human


prosocial behavior
 Behavior that is carried out with the goal of helping

behavior: You’ll learn both about situations in which people

other people.

have done each other harm and those in which people have


altruism
 Prosocial behaviors a person carries out without considering

done each other good. This section considers the factors that

his or her own safety or interests.

Aggression, Altruism, and Prosocial Behavior
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Individual Differences in Aggression


One major fact of research on aggression is that some people

are consistently more aggressive than others. Why might that

be so? One type of research has examined genetic contributions

to individual differences in rates of aggression. These studies

typically demonstrate a strong genetic component for aggres-

sive behavior (Yeh et al., 2010). For example, identical twins

consistently show higher correlations for aggressiveness than

do fraternal twins (Haberstick et al., 2006).

Researchers have also focused attention on differences in

brain function that may mark a predisposition toward aggressive

behavior. As you saw in Chapter 12, several brain structures,

such as the amygdala and portions of cortex, play roles in the

expression and regulation of emotion. With respect to aggres-

sion, it is critical that brain pathways function effectively so that

Why do some types of day-to-day experiences make even the

individuals can control the expression of negative emotion. If,

calmest people contemplate aggressive acts?

for example, people experience inappropriate levels of activation

in the amygdala, they may not be able to inhibit the negative

emotions that lead to aggressive behaviors (Siever, 2008).

were likely, in general, to be characterized as high on the factor

Attention has also focused on the neurotransmitter sero-

of emotional responsivity.
 That is, they were likely, in general,

tonin. Research suggests that inappropriate levels of serotonin

to report highly emotional responses to a range of situations.

may impair the brain’s ability to regulate negative emotions

By contrast, individuals who reported a propensity toward

and impulsive behavior (Siever, 2008). For example, one study

instrumental aggression were likely to score high on the factor

demonstrated that men with higher life histories of aggression

of positive evaluation of violence.
 These individuals believed

showed decreased response in the serotonin system to a drug

that many forms of violence are justified, and they also did not

(fenfluramine) that typically has a considerable impact on that

accept moral responsibility for aggressive behaviors. You learn

system (Manuck et al., 2002). Recall from Chapters 3 and 14

from this analysis that not all types of aggression arise from the

that researchers have begun to explore consequences of vari-

same underlying personality factors.

ations in the actual genes that underlie serotonin function. In

Most people are not at the extremes of aggression: They

this study as well, the researchers showed that a particular

do not lose their tempers at the least infraction or purposefully

genetic variation was likely to affect serotonin function in a way

commit acts of violence. Even so, in some situations, even the

that put people at risk for high levels of aggressive behavior.

most mild-mannered individuals will perform aggressive acts.

Personality research on aggression has pointed to

Let’s look now at the types of situations that may often provide

the importance of differentiating categories of aggressive

the triggering conditions for aggression.

behaviors: People with different personality profiles are likely

to engage in different types of aggression. One important

distinction separates impulsive aggression
 from instrumental



Situational Influences on Aggression



aggression
 (Little et al., 2003; Ramírez & Andreu, 2006).


Impulsive aggression
 is produced in reaction to situations

Take a moment now to think back to the last time you engaged

and is emotion driven: People respond with aggressive acts in

in aggressive behavior. It may not have been physical aggres-

the heat of the moment. If you see people get into a fistfight

sion: You may just have been verbally abusive toward some

after a car accident, that is impulsive aggression. Instrumental


other individual, with the intent of causing psychological dis-


aggression
 is goal directed (the aggression serves as the instru-


tress. How would you explain why that particular situation


ment
 for some goal) and cognition based: People carry out acts

gave rise to aggression?

of aggression, with premeditated thought, to achieve specific

Consider a situation in which other people made it

aims. If you see someone knock an elderly woman down to

impossible for you complete some important task. Did you

steal her purse, that is instrumental aggression. Research has

reach a breaking point? This general relationship is captured by

confirmed that those individuals with high propensities toward

the frustration-aggression hypothesis
 (Dollard et al., 1939).

one or the other of these types of violence have distinct sets

According to this hypothesis, frustration
 occurs in situations

of personality traits (Caprara et al., 1996). For example, indi-

in which people are prevented or blocked from attaining their

viduals who reported a propensity toward impulsive aggression

goals; a rise in frustration then leads to a greater probability

of aggression. The link between frustration and aggression has

obtained a high level of empirical support (Berkowitz, 1993,

1998). For example, children who are frustrated in their expec-


impulsive aggression
 Cognition-based and goal-directed aggression

tation that they will be allowed to play with highly attractive

carried out with premeditated thought, to achieve specific aims.

toys act aggressively toward those toys when they finally have


instrumental aggression
 Cognition-based and goal-directed aggression

an opportunity to play (Barker et al., 1941).

carried out with premeditated thought, to achieve specific aims.

Researchers have used this relationship to explain ag-


frustration-aggression hypothesis
 According to this hypothesis,

gression at both the personal and societal levels. Consider an

frustration occurs in situations in which people are prevented or

blocked from attaining their goals; a rise in frustration then leads

analysis that examined the relationship between San Francis-

to a greater probability of aggression.

co’s unemployment rate and the rate at which people in that
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city were committed for being “dangerous to others” (Catalano

(DeWall et al., 2011). This model suggests that people acquire a

et al., 1997, 2002). The researchers found that violence

general set of aggression-related knowledge structures through

increased as unemployment increased, but only to a certain

their experiences of media violence: On this view, “each violent

point. When unemployment got too high, violence began to

media episode is essentially one more trial to learn that the

fall again. Why might that be? The researchers speculated that

world is a dangerous place, that aggression is an appropriate

people’s fears that they too might lose their jobs helped inhibit

way to deal with conflict and anger, and that aggression works”

frustration-driven tendencies toward violence. This study sug-

(Bushman & Anderson, 2002, p. 1680). Consider a study that

gests how individual and societal forces interact to produce a

examined the short-term impact of violent video games.

net level of violence. We can predict a certain level of aggres-

sion based on the frustration each individual experiences in


F



Researchers recruited college undergraduates who had lim-



ea


an economy with rising unemployment. However, as people


tured



ited prior experience with violent video games (Engelhardt


realize that expressions of aggression may imperil their own


et al., 2011). In the first phase of the study, participants were
 Stud


employment, violence is inhibited. You can probably recognize


randomly assigned to play either violent video games (for


these forces in your day-to-day experiences: There are many


y



example, Grand Theft Auto: Vice City) or nonviolent video


situations in which you might feel sufficiently frustrated to


games (for example, MVP Baseball 2004) for 25 minutes. In


express aggression, but you also understand that an expression


the second phase, participants viewed neutral photographs


of aggression will work against your long-term best interest.


(for example, a man on a bicycle) and violent photographs (for


It’s not going to surprise you that direct provocation
 will


example, a man holding a gun in another man’s mouth) while


also give rise to aggression. That is, when someone behaves in a


the researchers recorded their brain activity. Ordinarily, peo-


way that makes you angry or upset—and you think that behav-


ple produce a particular brain response known as a P3 when


ior was intentional—you are more likely to respond with some


they view violent images. However, the participants who


form of physical or verbal aggression (Johnson & Rule, 1986).


had played violent video games showed a relatively small P3


The effects of direct provocation are consistent with the gen-


resopnse, suggesting that the violent game play had desensi-


eral idea that situations that produce negative affect will lead


tized them to violent images. In the study’s third phase, the


to aggression. The intentionality of the act matters because you


participants had the opportunity to express aggression against


are less likely to interpret an unintentional act in a negative


an opponent by setting the loudness and length of blasts of


way. Consider a study that focused on fourth-grade children


noise. Participants whose brain activity showed the greatest


(Nelson et al., 2008). The researchers asked the children to read


desensitization to violent images also expressed the most ag-


scenarios and make judgments about the actors’ intentions.


gression by choosing louder and longer blasts of noise.


For example, in one scenario the children were meant to im-

agine that a peer’s basketball rolled under their feet and caused

them to fall during a race. The children indicated whether they

This study illustrates how quickly violent video games can change

believed the peer’s actions were intentional or accidental. The

people’s tendency toward aggressive behavior. A large-scale

researchers also gathered information about the extent of the

analysis that examined data from a large number of experiments

children’s actual physical aggression in the classroom. The two

involving 130,296 participants reached the strong conclusion

types of data revealed interesting relationships. For example,

that playing violent video games puts people at risk for aggressive

the boys who perceived the most hostile intent in scenarios like

behavior (Anderson et al., 2010). As the researchers noted, “It is

the basketball example were also the most physically aggressive.

not surpising that when the game involves rehearsing aggressive

These data remind you why it matters how people construct

and violent thoughts and actions, such deep game involvement

social reality: When people interpret ambiguous situations as

results in antisocial effects on the player” (p. 171).

provocations, they are more likely to respond with aggression.

You can choose whether you wish to play violent video

Our focus has been on aspects of particular situations

games. However, for many people, exposure to violence is

that bring about aggression. In addition, broader social norms

also affect the likelihood that people will display aggression

(Leung & Cohen, 2011). Recall the research discussed in

Chapter 6 suggesting that children very readily adapt aggres-

sive behaviors from watching adult models. For example, chil-

dren who watched adult models punching, hitting, and kicking

a large plastic BoBo doll later showed a greater frequency of the

same behaviors than did children in control conditions who

had not observed the aggressive models (Bandura et al., 1963).

Chapter 6 also suggested that television in the United States

beams an enormous number of aggressive models directly into

children’s homes—exposure to violence is highly related to

adult levels of aggression (Huesmann et al., 2003).

Researchers have developed the general aggression model


to explain the relationship between exposure to violent

media (television, movies, and so on) and aggressive behavior

Why should parents worry that children who play violent video


Watch
 the Video
 Violence and Video Games: Douglas Gentile
 on


MyPsychLab


games may be prone to more real-world aggression?

Aggression, Altruism, and Prosocial Behavior


475






outside of their control. Children may be exposed to aggres-

sive acts in their homes (Evans et al., 2008). In addition, many

children in the United States grow up in inner-city communi-

ties in which violence is daily and chronic (Berkowitz, 2003;

Salzinger et al., 2006). Researchers have only begun to explore

the consequences of exposure to violence for children’s mental

health and their inclination to aggressive behavior (Lambert

et al., 2010; Spano et al., 2012).

This section has described too many reasons why people

might engage in aggressive behavior. Fortunately, people are

also well prepared to provide help to others. We turn now to

the roots of helping behavior.


The Roots of Prosocial Behavior


What prosocial motive explains why people band together to

In May 2008, an earthquake measuring 8.0 on the Richter scale

protect the environment?

struck China’s Sichuan province. The media was full of images

of the devastation the earthquake caused. However, the media

also provided images of people risking their lives to save others.

and to the county agency, so we might also count this instance

People from China and other parts of the world converged on

of service learning as collectivism. In fact, educators who sup-

Sichuan province with the hope of finding and aiding survi-

port service learning often hope that the values service learning

vors. We see similar acts of heroism for other crises. For exam-

instills will lead students to undertake a lifetime of prosocial

ple, a group of Japanese citizens over the age of 60 volunteered

behavior (Tomkovick et al., 2008).

themselves after the March 2011 disaster at the Fukushima

Among these motives for prosocial behavior, the existence

nuclear plant; they wished to save younger volunteers from the

of altruism has sometimes been controversial. To understand

danger of the radiation.

why, you must think back to the discussion of evolutionary

How can we explain why people engage in prososical

forces presented in earlier chapters. According to the evolu-

behaviors? Researcher C. Daniel Batson
 (1994) suggests that

tionary perspective, the main goal of life is to reproduce so that

there are four forces that prompt people to act for the public

one can pass on one’s genes. How, in that context, does altru-

good:

ism make sense? Why should you risk your life to aid others?

There are two answers to this question, depending on whether

t Altruism.
 Acting in response to a motive to benefit

the “others” are family members or strangers.

others, as in the case of the driver who saved another

For family members, altruistic behaviors make some sense

person’s life.

because—even if you imperil your own survival—you aid the

t Egoism.
 Performing prosocial behaviors ultimately in

general survival of your gene pool (Burnstein, 2005). Research-

one’s own self-interest; someone might perform a helping

ers have examined the extent to which genetic overlap influ-

behavior to receive a similar favor in return (for example,

ences people’s altruistic behaviors.

compliance with a request) or to receive a reward (for

example, money or praise).


F


t Collectivism.
 Performing prosocial behaviors to benefit a


Participants in an experiment had the opportunity to earn
 eat


particular group; people might perform helping behaviors


ured



money for themselves and for relatives with whom they


to improve circumstances for their families, fraternities or


had 50 percent genetic overlap (for example, siblings
 Stud


sororities, political parties, and so on.


and parents), 25 percent overlap (for example, grandpar-



y


t Principlism.
 Performing prosocial behaviors to uphold


ents, aunts, and nephews), or 12.5 percent overlap (as


moral principles; someone might act in a prosocial


with cousins) (Madsen et al., 2007). However, to earn the


manner because of a religious or civic principle.


money, the participants had to remain in a painful physi-



cal position: The longer they remained in the position, the


You can see how each of these motives might apply in different


more money they made for themselves or for their rela-


situations.


tives. The participants returned to the laboratory over sev-


The same prosocial behavior can serve more than one


eral days so that the researchers could complete the test


motive. For example, many colleges and universities now


for each relatedness category. Participants did not know


encourage students to participate in service learning:
 “an


how long they had held the painful position until the end


educational assignment in which students meet the academic


of each trial. The results demonstrated a clear impact of


learning goals of a course through an experience working


genetic overlap. On the whole, the greater the genetic


on behalf of others” (Jay, 2008, p. 255). For example, in one


overlap, the longer the participants endured the pain. The


service learning project students in an introductory course


researchers demonstrated much the same pattern with


on gerontology assisted a county agency to gather informa-


university students in London and with two South African


tion about legal issues relevant to older adults (Anstee et al.,


Zulu populations.


2008). Because participation in this project enhanced students’

educational experience, we might count this as an instance of

egoism (that is, the student’s reward is greater learning). How-

Because the participants endured pain to provide funds to their

ever, their participation also provided benefits to older adults

relatives, their behavior meets the criteria for altruism. Other
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researchers have demonstrated quite general links between

empathy and altruism (de Waal, 2008).

This section has reviewed several reasons why people

might engage in prosocial and altruistic behaviors. The next

section describes a classic program of research that demon-

strated fully how much people’s willingness to help—their

ability to follow through on prosocial motives—depends on

characteristics of the situation.


The Effects of the Situation



on Prosocial Behavior


This program of research began with news reports of a trag-

edy. The New York Times
 reported that 38 respectable, law-

abiding citizens in Queens, New York, had watched the murder

What social forces prompt people—like rescue workers after

of Kitty Genovese. According to a book that further fleshed

the deadly earthquake in China’s Sichuan Province—to put their

out the story, the New Yorkers watched from the safety of

lives in jeopardy for the sake of others?

their apartment windows while, for more than half an hour,

a killer stalked and stabbed Genovese in three separate attacks

(Rosenthal, 1964). These news reports suggested that only one

research suggests that people are most willing to help individu-

witness called the police after the woman was dead. Contem-

als to whom they feel emotionally close, including their circle of

porary analyses suggest that these early accounts were largely

friends (Korchmaros & Kenny, 2006; Stewart-Williams, 2007).

inaccurate (Manning et al., 2007). For example, police records

For most people, their closest emotional attachments are also

indicate that far fewer than 38 people witnessed the events and

to their closest kin. Thus patterns of helping based on emo-

that, given the way the events unfolded, it would have been vir-

tional closeness indirectly help people’s gene pools to survive.

tually impossible for any one witness to have seen them all. The

But how about nonkin? The focus on emotional close-

police were almost certainly called after the first attack. Finally,

ness suggests why people might engage in altruistic behav-

Genovese was still alive when the police arrived.

iors toward their closest friends. But why, for example, would

These vast inaccuracies do not change the impact of the

older adults in Japan risk their lives to save the lives of oth-

original newspaper account. Genovese’s murder—in the way

ers? To explain altruism toward acquaintances and strangers,

that it was narrated—shocked a nation that could not accept

theorists have explored the concept of reciprocal altruism


the idea of such apathy or hard-heartedness on the part of its

(Trivers, 1971). This concept suggests that people perform

responsible citizenry. News reports continue to provide less

altruistic behaviors because they, in some sense, expect that

disputed accounts of circumstances in which bystanders failed

others will perform altruistic behaviors for them: I will save

to intervene. For example, in 2009, passersby watched while a

you when you are drowning with the expectation that you

German businessman was murdered by two teenagers (Fischer

would save me, in the future, when I am drowning. Note,

et al., 2011). In response to such news reports, social psycholo-

however, that the concept of reciprocal altruism cannot ex-

gists have asked important questions: Is it fair to pin the label of

plain all facets of cooperation in social species. For example,

“apathy” or “hard-hearted” on bystanders? Or can we explain

the older adults in Japan surely didn’t expect that the stranger

their inaction in terms of situational forces?

would perform a similarly altruistic act in return. To explain

To make the case for situational forces, Bibb Latané


acts of this sort, researchers suggest that indirect reciprocity


and John Darley
 (1970) carried out a classic series of studies.

is at work: People perform altruistic behaviors because they

Their goal was to demonstrate that bystander intervention
 —

believe that, in the future, they will become the recipients of

people’s willingness to help strangers in distress—was very

altruistic acts. To put it somewhat more plainly, “I scratch

sensitive to precise characteristics of the situation. They

your back, and someone else will scratch mine” (Nowak &

ingeniously created in the laboratory an experimental analogue

Sigmund, 2005, p. 1291).

of the bystander-intervention situation.

There is also often a social component when people

perform altruistic behaviors toward nonkin. The empathy-



F



altruism hypothesis
 suggests a particular relationship: When


The participants were male college students (Darley & Latané,
 ea


you feel empathy—feelings of emotional identification—


tured



1968). Each student, placed in a room by himself with an inter-


toward another individual, those feelings evoke an altruistic


com, was led to believe that he was communicating with one
 Stud


motive to provide help (Batson, 1991). Research supports this


or more students in an adjacent room. During the course of a


hypothesis. For example, in one study the researchers asked


y



discussion about personal problems, he heard what sounded


participants to allocate raffle tickets either to a whole group

or to individuals within the group (Batson et al., 1999). In one

condition of the experiment, the participants read an auto-

biographical message from someone they were led to believe


Watch
 the Video
 Prosocial Behavior
 on MyPsychLab


was a group member; the message revealed that that person


reciprocal altruism
 The idea that people perform altruistic behaviors

had just been dumped by a longtime romantic partner. When

because they expect that others will perform altruistic behaviors for

participants experienced empathy, they gave extra tickets to

them in turn.

the dumped individual. Across humans and other species,


bystander intervention
 Willingness to assist a person in need of help.

Aggression, Altruism, and Prosocial Behavior
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100


potential danger
 version, the man was large and physically

2-person groups

intimidating. With low physical threat to the woman, partici-

pants went to help the woman 50 percent of the time when

80

3-person groups

they were alone but only 6 percent of the time when there was

a second bystander. When the danger was high, participants

intervened 44 perecent of the time when they were alone but

60

6-person groups

also 40 percent of the time when there was a second bystander.

We might still wish that the partipicants had gone to the wom-

an’s rescue more often! However, this study provides hope that

40


Percentage helping


when you really need help, bystanders will provide it.

The exact nature of the emergency likely matters, in part,

because evident danger makes it harder for bystanders to ignore

20

what’s happening. In many real-life circumstances, people who

are pursuing their own agendas—they may, for example, be on

their way to work or an appointment—may not even notice

0

40

80

120

160

200

240

280

that there is a situation in which they can help. In one clas-


Seconds from beginning of emergency


sic experiment, students at the Princeton Theological Seminary

thought they were going to be evaluated on their sermons, one


FIGURE 16.8
 Bystander Intervention

of which was to be about the parable of the Good Samaritan—

in an Emergency

a New Testament figure who takes time to help a man lying

The more people present, the less likely that any one

injured by the roadside (Darley & Batson, 1973). On their way

bystander will intervene. Bystanders act most quickly in

to the sermon, the seminarians passed a man who lay slumped

two-person groups.

in a doorway, coughing and groaning. Among the seminarians

From Darley & Latané, Journal of Personality and Social Psychology, 8
 (4),

who had been made to believe they were late for their sermon,

1968. Copyright © 1968 American Psychological Association. Reprinted

only 10 percent helped. If they were on time, 45 percent helped

with permission.

the stranger. The most bystander intervention came from those

who were early—63 percent of these seminarians acted as Good


like one of the other students having an epileptic seizure and


Samaritans. Once again, you see how aspects of the situation


gasping for help. During the “seizure,” it was impossible for


explain people’s behavior.


the participant to talk to the other students or to find out what,


Given what you’ve learned, what might you do if you find


if anything, they were doing about the emergency. The de-


yourself in an emergency? You need to help bystanders pay


pendent variable was the speed with which the participant


attention and overcome the diffusion of responsibility. Point


reported the emergency to the experimenter.


directly toward someone and say, “You! I need your help.” In


It turned out that the likelihood of intervention depended


one classic study, New Yorkers watched as a thief snatched a


on the number of bystanders the participant thought were


portable radio from a beach blanket when the owner left it for


present. The more people he thought were present, the


a few minutes (Moriarty, 1975). The would-be theft victim (the


slower he was in reporting the seizure, if he did so at all. As


experimenter’s accomplice) asked the soon-to-be observer of


you can see in
 
Figure 16.8

 , everyone in a two-person situa-


the crime either, “Do you have the time?” or “Will you please


tion intervened within 160 seconds, but nearly 40 percent of


keep an eye on my bag (radio) while I’m gone?” The first


those who believed they were part of a larger group never


interaction elicited no personal responsibility, and the bystand-


bothered to inform the experimenter that another student


ers simply stood by idly as the thefts unfolded. However, of


was seriously ill.


those who agreed to watch the victim’s property, almost every

bystander intervened. They called for help, and some even

tackled the runaway thief on the beach. This experiment sug-

This result arises from a diffusion of responsibility.
 When

gests that the act of requesting a favor forges a special human

more than one person could
 help in an emergency situation,

bond that involves other people in ways that materially change

people often assume that someone else will
 or should
 help—so

the situation.

they back off and don’t get involved.

This section has discussed prosocial behaviors—those cir-

Researchers continue to explore the features of situations

cumstances in which people come to each others’ aid. People

that affect the likelihood that bystanders will intervene. One

have several motives that explain prosocial behaviors. How-

important variable is the seriousness of the emergency: The

ever, as you have seen quite often in this chapter, the social

presence of other witnesses matters far less in dangerous situ-

situation has a large impact on the extent to which people will

ations (Fischer et al., 2011). Consider a study in which partici-

act on those motives.

pants believed they were watching a real interaction between

a man and a woman in which the man began to threaten the

woman (Fischer et al., 2006). In the low physical danger
 ver-

sion, the man was skinny and not very frightening; in the high



Stop
 and
 Review


Why do researchers believe that genetic factors play

a role in aggression?


diffusion of responsibility
 In emergency situations, the larger the

What is the relationship between frustration

number of bystanders, the less responsibility any one of the

bystanders feels to help.

and aggression?
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Critical Thinking in Your Life



HOW CAN YOU GET PEOPLE TO VOLUNTEER?


Suppose you become a leader in an organization. It’s very

Another study of 302 volunteers at a hospice in the

likely that you’ll want to recruit volunteers to help with the

southeastern United States focused on individual differences in

organization’s activities. To do so, it should help to have an

the extent to which people view “volunteer” as an important

understanding of why people undertake volunteer work and

social role (Finkelstein et al., 2005). This study addressed the

what sustains their interest in the work.

hypothesis that those people for whom the role of volunteer

Let’s begin with the question of why people volunteer.

was most part of their personal identity would also be most

Researchers have identified several motives that prompt

likely to continue volunteer work. Participants indicated the

people to get involved (Mannino et al., 2011; Omoto &

extent to which the social role mattered by responding to

Snyder, 2002). For example, people volunteer to express

statements such as “Volunteering for hospice is an important

personal values related to altruism, to expand their range of

part of who I am.” Consistent with their expectations, the

experiences, and to strengthen social relationships. If volunteer

researchers found a positive correlation between the strength

positions do not meet these needs, people may not wish to

of role identity and the length of time people continued to

participate. To recruit volunteers, you may need to understand

volunteer. These results, once again, lead to concrete advice:

the motives of the people you wish to attract.

“Once an individual begins volunteering, retention efforts

Once people begin to volunteer, what leads them to

might focus on cultivating a volunteer role identity. . . . Items

remain in their positions over time? To answer this question,

(e.g., T-shirts, license plate holders) that allow volunteers to be

researchers have engaged in longitudinal studies. For example,

recognized publicly for their contributions can help strengthen

one study followed 238 volunteers in Florida over the course

role identity” (p. 416).

of a year (Davis et al., 2003). The volunteers participated in

This research allows you to contemplate your own behavior.

organizations such as the St. Petersburg Free Clinic and the

What motives apply to your experiences of volunteering?

Center against Spouse Abuse. One of the most important

Are you ready to cope with distress? To what extent do you

factors that influenced the participants’ satisfaction as

embrace “volunteer” as a respected social role? You can

volunteers was the amount of distress they experienced in

address these questions to increase the personal and societal

their volunteer positions. Although this result may not surprise

benefits of your volunteer activities.

you, it leads to important practical advice. The researchers

t Why is it appropriate to use longitudinal designs to study

note that attention should be given to “training methods that

volunteer behaviors?

would prepare volunteers for distressing situations or provide

them with strategies for coping with the distress they do

t Why might T-shirts and license plate holders help

experience” (p. 259).

strengthen role identity?

await the student of psychology. I hope you will pursue your

What is meant by reciprocal altruism?

interest in psychology and that you may even go on to con-

Why does diffusion of responsibility occur?

tribute to this dynamic enterprise as a scientific researcher or a

clinical practitioner or by applying psychological knowledge to


CRITICAL THINKING


Recall the experiment that as-

the solution of social and personal problems.

sessed the impact of violent video games. Why was it

Playwright Tom Stoppard reminds us that “every exit is

important that participants believed the task in which they

an entry somewhere else.” I believe that the entry into the next

provided endings for stories was unrelated to their video

phase of your life will be facilitated by what you have learned

game playing?

from Psychology and Life
 and from your introductory psychol-

ogy course. In that next journey, may you infuse new life into


Study
 and Review
 on MyPsychLab


the psychology of human endeavors while strengthening the

connections among all the people you encounter.


A PERSONAL ENDNOTE


We have come to the end of our journey through Psychol-



ogy and Life.
 As you think back, I hope you will realize just

how much you have learned on the way. Yet we have barely

scratched the surface of the excitement and challenges that

A Personal Endnote
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Recapping Main Points




Constructing Social Reality



Prejudice


t Each person constructs his or her own social reality.

t Even arbitrary, minimal cues can yield prejudice when they

t Social perception is influenced by beliefs and expectations.

define an in-group and an out-group.

t Attribution theory describes the judgments people make

t Stereotypes affect the way in which people evaluate

about the causes of behaviors.

behaviors and information in the world.

t Several biases, such as the fundamental attribution error,

t Implicit prejudice often has an impact on people’s

self-serving biases, and self-fulfilling prophecies, can creep

behavior.

into attributions and other judgments and behaviors.

t Researchers have eliminated some of the effects of

prejudice by creating situations in which members of


The Power of the Situation


different groups must cooperate to reach shared goals.

t Being assigned to play a social role, even in artificial

t Cross-cultural studies also suggest that friendship plays an

settings, can cause individuals to act contrary to their

important role in eliminating prejudice.

beliefs, values, and dispositions.


Social Relationships


t Social norms shape the attitudes and behaviors of group

members.

t Interpersonal attraction is determined in part by proximity,

t Classic research by Sherif and Asch illustrated the

physical attractiveness, similarity, and reciprocity.

informational and normative forces that lead to conformity.

t Frustration relationships are defined with respect to

t Minority influence may arise as a consequence of

passion, intimacy, and commitment.

informational influence.

t A culture’s attachment style affects the quality of

t Milgram’s studies on obedience are a powerful testimony

relationships.

to the influence of the situational factors that can lead

ordinary people to sanction and participate in organized


Aggression, Altruism, and Prosocial Behavior


aggression.

t Individual differences in aggressive behavior reflect

genetics, brain function, and personality profiles.


Attitudes, Attitude Change, and Action


t Frustration and provocation can lead to aggression

t Attitudes are positive or negative evaluations of objects,

t Cultures provide different norms for aggressive behavior.

events, or ideas.

t Researchers have tried to explain why people engage in

t Not all attitudes accurately predict behaviors; they must be

prosocial behaviors, particularly altruistic behaviors that do

highly accessible or highly stable.

not serve their own interests.

t According to the elaboration likelihood model, the

t Evolutionary explanations focus on kinship and reciprocity.

central route to persuasion relies on careful analyses

t Bystander intervention studies show that situations largely

of arguments, whereas the peripheral route relies on

determine who is likely or unlikely to help in emergencies.

superficial features of persuasive situations.

t Dissonance theory and self-perception theory

consider attitude formation and change that arise from

behavioral acts.

t To bring about compliance, people can exploit reciprocity,

consistency, and commitment.



KEY TERMS



aggression (p. 473)

group polarization (p. 457)

reciprocal altruism (p. 477)

altruism (p. 473)

groupthink (p. 457)

reciprocity norm (p. 464)

attitude (p. 460)
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rule (p. 451)

attribution theory (p. 448)

impulsive aggression (p. 474)
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persuasion (p. 461)
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fundamental attribution error (FAE)

prosocial behavior (p. 473)
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(p. 448)
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1.
 Grace wants to help her friend Charlie avoid the

b. No, because he will discount information that is

fundamental attribution error. She suggests that he focus

inconsistent with his stereotype.

on _______ causes of behaviors.

c. No, because he will convince Stan that the stereotype

a. situational

c. distinctive

is true.

b. dispositional

d. consistent

d. Yes, because he will learn a new stereotype from the

TV special.


2.
 Which of these statements is not
 consistent with a self-

serving bias?


10.
 Which of these statements suggests that Carmen is

a. I lost because the other guy was probably cheating.

exploiting similarity to get Perry to like her more?

b. I lost because it was too hot in the room.

a. “Did you know that we’re both Libras?”

c. I won because I’m a genius.

b. “I really enjoy spending time with you.”

d. I won because I got lucky.

c. “Would you like me to get you the newspaper?”

d. “Your new haircut looks terrific.”


3.
 Self-fulfilling prophecies may be modest with teachers in

classrooms because


11.
 Which statement is not
 correct?

a. most students perform better than their teachers

a. Companionate love is associated with life satisfaction.

expect them to perform.

b. Most relationships have more passionate love at

b. teachers usually have accurate expectations about how

the outset.

students will perform.

c. Companionate love is characterized by less intensity

c. teachers rarely have expectations about students.

but greater intimacy.

d. students do not allow teachers to treat them differently

d. There is little passionate love in long-term relationships.

from their classmates.


12.
 During a job interview, Juliet subtly mimicked the


4.
 In the Stanford Prison Experiment, the guards often abused

interviewer’s gestures. It sounds like Juliet was trying to

the prisoners. This result suggests that

use _______ to improve the likelihood that she would get

a. people seek situations in which they can indulge their

the job.

aggressive impulses.

a. norm crystallization

c. the chameleon effect

b. some people are born to play the role of guards.

b. the reciprocity norm

d. cognitive dissonance

c. only aggressive people are willing to assume the role


13.
 According to the frustration-aggression hypothesis, in

of prison guard.

which of these situations is Brett most likely to act in an

d. social roles have an important influence on how

aggressive fashion?

people behave.

a. Brett has an important job interview, but he’s stuck in


5.
 Solomon Asch’s experiments on conformity demonstrate

a traffic jam.

the impact of _______ in group situations.

b. Brett’s girlfriend yelled at him all morning for being

a. norm crystallization

c. normative influence

mean to her.

b. social rules

d. informational influence

c. Brett hates the song playing on his car radio.

d. Brett thinks his boss has been monitoring the websites


6.
 In Milgram’s experiments on obedience, many people

he visits.

protested that they didn’t want to give any more shocks.

After that happened,


14.
 With respect to bystander intervention, it is typically least

a. the experimenter told them the study was over.

important that bystanders must

b. most participants asked to leave the experiment.

a. notice danger in the emergency.

c. most participants continued to administer shocks.

b. label events as an emergency.

d. the experimenter asked to decrease shocks.

c. feel responsibility in the situation.

d. consider themselves to be helpful people.


7.
 When a company hires a celebrity to endorse a product,

it is likely hoping that most consumers will follow the


15.
 If you want to increase the likelihood that people will

_______ route to persuasion and engage in _______

continue to volunteer in the future, which of these

elaboration.

measures would you not
 want to try?

a. peripheral; low

c. peripheral; high

a. Give T-shirts to identify people as volunteers.

b. central; high

d. central; low

b. Have people start to volunteer as a mandatory

assignment.


8.
 Sam chooses desserts for himself and for his friend Randy.

c. Help people cope with distressing aspects of the

Both desserts turn out to be duds. If Sam has a(n) _______

volunteer work.

sense of self, you’d expect him to experience the most

d. Determine the motives people have for volunteering.

cognitive dissonance with respect to the dessert he chose

for _______.

a. independent; Randy

c. interdependent; Randy


ESSAY QUESTIONS


b. interdependent; himself

d. dependent; himself


1.
 What properties of attitudes increase the correlations


9.
 Oliver is trying to change his friend Stan’s stereotype that

between attitudes and behaviors?

women aren’t as funny as men. They watch a TV special

with a series of women doing comedy routines. Do you


2.
 How do stereotypes affect behavior?

think Stan’s stereotype will change?


3.
 What situational factors affect the likelihood that people

a. Yes, because he will appreciate Oliver’s effort on his

will engage in prosocial behaviors?

behalf.

Chapter 16 Practice Test
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Answer Appendix



Stop
 and
 Review Answers



CHAPTER 1



3.
 When you attempt to recite explicit answers to questions, you

obtain concrete evidence of what you know and what you


Stop and Review (What Makes Psychology


don’t know.


Unique? p. 5)



1.
 Psychology is the scientific
 study of the behavior
 of individuals



CHAPTER 2


and their mental
 processes.


2.
 The four goals are to describe, explain, predict, and control


Stop and Review (The Process of Research, p. 28)


behavior.


1.
 Theories attempt to explain phenomena. Those explanations


3.
 Researchers regularly try to explain behaviors by identifying

should generate new hypotheses—testable consequences

underlying causes; successful causal explanations often allow

of a theory.

accurate predictions.


2.
 Researchers can standardize their procedures and provide


Stop and Review (The Evolution of Modern


operational definitions for their variables.


Psychology, p. 13)



3.
 Researchers use double-blind controls so that the expecta-


1.
 Structuralism tries to understand mental experiences as the

tions they bring to the research setting cannot have an impact

combination of basic components. Functionalism focuses

on their studies’ results.

on the purposes of behavioral acts.


4.
 When an experiment has a within-subjects design, each par-


2.
 Wooley argued that sex differences do not reflect natural

ticipant serves as his or her own control.

ability but, rather, differences in men’s and women’s social


5.
 A correlation coefficient indicates the extent to which two

experiences.

variables are related—it does not give any indication of


3.
 The psychodynamic perspective focuses on powerful,

why that relationship exists.

instinctive forces, and the behaviorist perspective focuses


Stop and Review (Psychological Measurement, p. 32)


on how consequences shape behaviors.


4.
 Researchers in cognitive neuroscience combine the cognitive


1.
 If a measure is reliable, it means that it yields a comparable

and biological perspectives to understand the brain bases of

value when researchers use it repeatedly. However, that value

mental activities such as memory and language.

might still not accurately reflect the psychological variable


5.
 The evolutionary perspective focuses on the features that all

that the researcher is after. That’s why shoe size would be a

people share as a consequence of human evolution. The socio-

reliable but not a valid measure of happiness.

cultural perspective focuses on the differences brought about


2.
 Interviewers seek to create a context in which people are will-

by cultures, against that shared evolutionary background.

ing to provide information through self-reports that might be

highly personal or sensitive.


Stop and Review (What Psychologists Do, p. 15)



3.
 The researcher is engaged in naturalistic observation of the


1.
 Research provides new insights that psychologists then

children’s behavior.

try to apply in real-world settings.


Stop and Review (Ethical Issues in Human and Animal



2.
 Psychologists are most employed in academic settings


Research, p. 34)


(e.g., colleges and universities) and hospitals and other

human services.


1.
 Research participants must have the opportunity to under-

stand their rights and responsibilities before they choose to


Stop and Review (How to Use This Text, p. 17)


engage in an experiment.


1.
 You must be actively involved in the course by developing


2.
 During debriefing, participants have an opportunity to

your own understanding of what you hear in lectures and

learn something new about the psychological phenomena

read in the text.

that were the topic of the study. In addition, through debrief-


2.
 In the Question
 phase you invent questions that direct your

ing researchers can ensure that participants do not leave the

attention while you are reading; in the Read
 phase you read

study upset or confused.

the material with an eye to answering your questions.


3.
 The three Rs are reduce, replace, and refine.


A-1



CHAPTER 3



2.
 The fovea is 100 percent cones.


3.
 Complex cells respond to bars in particular orientations, but


Stop and Review (Heredity and Behavior, p. 53)


those bars must also be moving.


1.
 The Grants observed that, as a result of changes in the envi-


4.
 This experience is explained by opponent-process theory.

ronment, sometimes big-beaked finches were able to survive

and reproduce, whereas at other times small-beaked finches


Stop and Review (Hearing, p. 98)


were able to survive and reproduce.


1.
 You perceive sounds with different frequencies as having dif-


2.
 The genotype is the underlying genetic material that helps

ferent pitches.

determine the phenotype, which is the observable character-


2.
 Hair cells transform the mechanical vibrations of the basilar

istics of an organism.

membrane into nerve impulses.


3.
 Two critical advances were bipedalism and encephalization.


3.
 Place theory associates pitch perception with the location of


4.
 Heritability is a measure of the relative influence of genet-

stimulation on the basilar membrane.

ics in determining an organism’s constellation of traits and


4.
 The sound should reach your right ear before it reaches your

behaviors.

left ear.


Stop and Review (The Nervous System in Action, p. 60)



Stop and Review (Your Other Senses, p. 102)



1.
 In general, the dendrites receive incoming signals. The soma


1.
 Nerve impulses convey odor information to the olfactory bulb.

integrates information from the many dendrites and passes


2.
 The basic taste qualities are sweet, sour, bitter, saline, and umami.

that information along to the axon.


3.
 You have separate types of receptors that encode information


2.
 The all-or-none law suggests that, once the threshold for

about warmth and coolness.

firing has been reached, the strength of an action potential


4.
 The vestibular sense provides information about how the

is constant.

body is oriented in space with respect to gravity.


3.
 Neurotransmitters are released into synapses when synaptic


5.
 Gate-control theory attempts to explain how experiences of

vesicles rupture; the neurotransmitters then bind to receptor

pain are affected by psychological context.

molecules on the receiving neuron.


Stop and Review (Organizational Processes



4.
 GABA is the brain’s most common inhibitory


in Perception, p. 112)


neurotransmitter.


1.
 Sometimes stimulus features in the environment—like the


Stop and Review (Biology and Behavior, p. 75)


abrupt change of a spotlight from red to green—will capture


1.
 fMRI allows researchers to make claims about both structures

your attention.

and functions.


2.
 People tend to fill in small gaps to experience objects as


2.
 The autonomic nervous system is divided into the sympa-

wholes.

thetic and parasympathetic divisions.


3.
 When someone is walking toward you, the size of the man’s


3.
 The amygdala plays a role in emotional control and the

image on your retina expands.

formation of emotional memories.


4.
 The angle of convergence is larger when an object is closer to you.


4.
 Most people show greater right-hemisphere activity when


5.
 Shape constancy is your ability to perceive the true shape of

they make judgments about spatial relationships and facial

an object even as the shape of the retinal image changes.

expressions.


Stop and Review (Identification



5.
 The pituitary gland produces hormones that influence the


and Recognition Processes, p. 116)


activity of all the other endocrine glands.


6.
 Neurogenesis is the creation of new neurons.


1.
 People use their knowledge of sounds and words to restore

information that is missing from the auditory signal.


CHAPTER 4



2.
 A stimulus is ambiguous when more than one object or event in

the environment could give rise to the same proximal stimulus.


Stop and Review (Sensory Knowledge



3.
 A set is a temporary readiness to perceive or react to a stimu-


of the World, p. 85)


lus in a particular way.


1.
 The proximal stimulus is the optical image on the retina.


2.
 Psychophysics is the study of the relationship between physi-


CHAPTER 5


cal stimuli and the psychological experience of those stimuli.


3.
 An absolute threshold is defined as the stimulus level at


Stop and Review (The Contents


which a sensory signal is detected half the time.


of Consciousness, p. 124)



4.
 Judgments are affected both by sensory processes and observ-


1.
 A memory is preconscious when it is not currently part of the

ers’ biases.

content of consciousness but could easily become so.


5.
 A difference threshold is the smallest physical difference


2.
 Freud suggested that if some ideas or motives are sufficiently

between two stimuli that observers can recognize.

threatening they become repressed into the unconscious.


6.
 Transduction is the conversion of one form of physical energy


3.
 Researchers ask experimental participants to report their

into another form.

thoughts while they carry out particular tasks.


Stop and Review (The Visual System, p. 93)



Stop and Review (The Functions



1.
 Accommodation is the process by which the thickness of the


of Consciousness, p. 125)


lens changes so that focus is achieved on both near and far


1.
 Consciousness allows you to make explicit decisions about

objects.

what information you should attempt to commit to memory.


A-2


Answer Appendix


2.
 A cultural construction of reality is a way of thinking about


6.
 Taste aversion will develop with only one pairing of the CS

the world that is shared by most members of a particular

and UCS and with a long lag between the CS and UCS. It will

group of people.

often be permanent after one experience.


3.
 People generally need to use conscious attention to search for


Stop and Review (Operant Conditioning: Learning


objects with a combination of features.


about Consequences, p. 166)



Stop and Review (Sleep and Dreams, p. 133)



1.
 The law of effect states that a response followed by satisfying


1.
 You experience jet lag because your internal circadian rhythm

consequences becomes more probable and a response fol-

is out of phase with the temporal environment.

lowed by dissatisfying consequences becomes less probable.


2.
 Early in the night you experience relatively more NREM sleep;


2.
 Reinforcement makes behaviors more likely; punishment

late in the night you experience relatively more REM sleep.

makes behaviors less likely.


3.
 Sleep serves the functions of conservation and memory


3.
 Animals learn that behaviors will have consequences (rein-

consolidation.

forcement or punishment) only in the context of particular


4.
 Sleep apnea is a sleep disorder in which a person stops

stimuli—those stimuli are the discriminative stimuli.

breathing while asleep.


4.
 In FR schedules, a reinforcer is delivered each time the organ-


5.
 The latent content is the underlying meaning that has been

ism has made a fixed number of responses. In FI schedules,

hidden by the mind’s censors.

a reinforcer is delivered when the organism makes the first

response after a fixed amount of time.


Stop and Review (Altered States



5.
 Shaping is a method that allows an organism to learn a


of Consciousness, p. 136)


behavior through successive approximations.


1.
 Early twin studies suggested that hypnotizability has a genetic


6.
 Instinctual drift is the tendency, over time, for learned

component; researchers have begun to identify specific genes

behaviors to drift toward instinctual behaviors.

that might underlie this impact.


Stop and Review (Cognitive Influences



2.
 Some people practice concentrative meditation, whereas


on Learning, p. 170)


others practice mindfulness meditation.


1.
 Tolman concluded that his rats developed cognitive maps for


Stop and Review (Mind-Altering Drugs, p. 141)


the layouts in the mazes.


1.
 Drug tolerance is the circumstance in which an individual


2.
 Pigeons can learn to peck a circle on which a color had

requires greater doses of a drug to yield the same effect.

changed.


2.
 Drugs like heroin bind to the same receptor sites as the brain’s


3.
 Vicarious reinforcement occurs when an individual’s behav-

endogenous opiates.

ior becomes more probable after he or she observes other


3.
 Nicotine is an example of a stimulant.

people’s behaviors being reinforced.


4.
 Research suggests that children who observe a large number
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of aggressive acts may learn to be aggressive themselves.


Stop and Review (The Study of Learning, p. 147)



CHAPTER 7



1.
 The learning-performance distinction acknowledges that


Stop and Review (What Is Memory? p. 177)


people’s behaviors might not always reflect everything they

have learned.


1.
 Explicit uses of memory involve conscious effort, whereas


2.
 He argued that people’s private experiences were too subjec-

implicit uses of memory do not.

tive to be studied with scientific rigor.


2.
 Your skill relies more on procedural memory.


3.
 Behavior analysts attempt to discover regularities in learning


3.
 Because you’ve previously encoded and stored your password,

that occur in all types of animal species.

it’s most likely your problem is with retrieval.


4.
 Habituation is a decrease in an organism’s behavioral re-


Stop and Review (Memory Use


sponse when a stimulus occurs repeatedly.


for the Short Term, p. 182)



Stop and Review (Classical Conditioning: Learning



1.
 Comparisons of the whole- and partial-report procedures in-


Predictable Signals, p. 156)


dicate that people have very brief access to all the information


1.
 Classical conditioning begins with behaviors (such as saliva-

in a display.

tion) that are reflex responses to unconditioned stimuli (such


2.
 Researchers believe that the capacity of STM is in the range of

as the presentation of food powder).

three to five items.


2.
 The UCS is the unconditioned stimulus that produces a


3.
 Chunking is the process of reconfiguring items into meaning-

response prior to conditioning; the CS is the conditioned

ful groups.

stimulus that produces a response as a result of conditioning.


4.
 Working memory includes the phonological loop, the vi-


3.
 Stimulus discrimination means that the organism has learned

suospatial sketchpad, the central executive, and the episodic

to produce a conditioned response to a more narrow range of

buffer.

conditioned stimuli than would otherwise be the case.


Stop and Review (Long-Term Memory:



4.
 It’s not enough for the CS and UCS to occur close together


Encoding and Retrieval, p. 191)


in time; the UCS must be contingent upon—be predictable

from—the CS.


1.
 Recognition generally provides more retrieval cues.


5.
 The CR is the body’s compensatory response to the drug’s


2.
 This would be an example of the primacy effect in serial

effects.

recall.

Answer Appendix
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3.
 Transfer-appropriate processing suggests that memory is best


2.
 Brain-imaging research suggests large amount of overlap

when the type of processing carried out at encoding matches

between the brain regions that people use for perception and

the type of processing carried out at retrieval.

the regions people use when they create visual images.


4.
 These circumstances provide an example of retroactive in-


3.
 Research suggests that you find it easier to say what is in front

terference because new information has made it harder to

of you, rather than behind you, in the mental scene.

remember older information.


Stop and Review (Problem Solving



5.
 Beginning with hydrogen, you would associate each element


and Reasoning, p. 230)


with a position along a familiar route.


1.
 An algorithm is a step-by-step procedure that guarantees a


6.
 Judgments of learning are people’s estimates of how well they

correct answer for a particular type of problem.

have learned information.


2.
 You have overcome functional fixedness if you have been able


Stop and Review (Structures in Long-Term


to find a new function for an object that you previously asso-


Memory, p. 200)


ciated with a different purpose.


1.
 Concepts are the mental representations of the categories you


3.
 Ideas or products are often considered creative when they are

form.

both novel and appropriate to the circumstances.


2.
 The exemplar theory claims that people categorize new


4.
 When people succumb to the belief-bias effect, they have

objects by comparing them to the exemplars they have

judged conclusions based on their real-world believability

stored in memory.

rather than on their logical relationship to premises.


3.
 Bartlett identified the processes of leveling, sharpening, and


5.
 People often engage in inductive reasoning by forming analo-

assimilating.

gies between the features of current circumstances and past


4.
 Loftus and her colleagues demonstrated that people will in-

experiences in memory.

clude incorrect postevent information when they attempt to


Stop and Review (Judgment and Decision


remember events.


Making, p. 236)



Stop and Review (Biological Aspects of Memory, p. 203)



1.
 Heuristics provide people with the shortcuts that allow them


1.
 Lashley concluded that the engram did not exist in any local-

to make frequent and rapid judgments.

ized regions but was widely distributed throughout the brain.


2.
 It’s likely that you would use the anchoring heuristic—by


2.
 Research suggests that important aspects of implicit memory

starting at a plausible anchor (e.g., 100 years old) and adjust-

will often be spared for individuals who have amnesia for

ing from there.

explicit memories.


3.
 Frames play a large role because they determine, for example,


3.
 PET scans reveal that different areas of the brain are dispro-

whether people think about the gains or losses associated

portionately active for encoding and retrieval—left prefrontal

with particular circumstances.

cortex for encoding and right prefrontal cortex for retrieval.


4.
 When making a decision, satisficers often choose the first op-

tion that is good enough; maximizers keep evaluating options,
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trying to find the absolute best one.


Stop and Review (Studying Cognition, p. 210)
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1.
 Donders’s goal was to determine the speed of mental processes


Stop and Review (What Is Assessment? p. 243)


by inventing tasks that differed only by specific processes.


2.
 Serial processes take place one after the other; parallel processes


1.
 Galton suggested that differences in intelligence could be

overlap in time.

measured objectively.


3.
 Automatic processes do not generally require attentional


2.
 The researcher should determine whether scores on the

resources.

measure allow for accurate predictions of relevant future

outcomes.


Stop and Review (Language Use, p. 220)



3.
 Norms enable researchers to understand the scores of par-


1.
 The cooperative principle specifies some of the dimensions

ticular individuals in the context of a broader population’s

speakers should consider to design an utterance for a particu-

scores.

lar listener.


Stop and Review (Intelligence Assessment, p. 248)



2.
 Spoonerisms are more likely when the sound exchange yields

real words.


1.
 The original measure of IQ was mental age divided by chron-


3.
 When representations include more information than the

ological age.

propositions provided by a text, you can conclude that people


2.
 Wechsler added performance subtests to his IQ measure.

have encoded inferences.


3.
 Diagnosis of intellectual disability focuses on both IQ


4.
 Humans can produce and understand utterances with com-

and adaptive skills.

plex grammatical structures.


4.
 The three dimensions are ability, creativity, and task


5.
 Linguistic relativity is the idea that the structure of the lan-

commitment.

guage people speak has an impact on the way in which they


Stop and Review (Theories of Intelligence, p. 250)


think about the world.


1.
 Because Spearman demonstrated that people’s performance


Stop and Review (Visual Cognition, p. 222)


on a variety of intelligence tests was highly correlated, he con-


1.
 The consistency of the rate of mental rotation suggests that

cluded that there was a factor of general intelligence.

the processes of mental rotation are very similar to those of


2.
 Sternberg proposed that people have analytical, creative,

physical rotation.

and practical intelligence.


A-4


Answer Appendix


3.
 Gardner defined “spatial” intelligence as the ability to per-


Stop and Review (Acquiring Language, p. 278)


ceive the visual–spatial world and transform one’s initial per-


1.
 When talking to infants and children, adults tend to slow

ceptions—these abilities are relevant to sculpture.

down, use exaggerated, high-pitched intonation, and produce

shorter utterances with simpler structures.


Stop and Review (The Politics of Intelligence, p. 256)



2.
 Children form hypotheses for the meanings of new words.


1.
 Goddard and others suggested that IQ tests be used to ex-

On some occasions, their hypotheses are broader than the

clude some immigrants as mentally inferior.

adult category.


2.
 Heritability estimates do not allow for comparisons between


3.
 Deaf children who have not been exposed to either a spoken

groups of individuals.

language or a formal signed language will sometimes begin to


3.
 Research has demonstrated that people who experience qual-

use their own signed languages that share structural features

ity preschool programs have higher measured IQs and are

with real languages.

more likely to graduate from regular high schools and have


4.
 If a child is overregularizing English past-tense constructions,

better-paying jobs.

you would expect to hear him or her say words like doed
 and


Stop and Review (Assessment and Society, p. 257)



breaked
 rather than did
 and broke
 .


1.
 If members of particular groups generally test less well than


Stop and Review (Social Development across


others, that pattern might prevent equal access to jobs.


the Life Span, p. 288)



2.
 In many school districts, support is based on test scores—


1.
 Erikson suggested that the crisis of intimacy versus isolation

forcing teachers to cover only material that will be tested.

comes into focus during early adulthood.


3.
 When tests are used without flexibility to label people as be-


2.
 Research suggests that children who have secure attachments

longing to certain academic or social tracks, those labels can

at early ages are, for example, more popular and less socially

have broad consequences.

anxious later in life.


3.
 Parenting styles are defined by the dimensions of the parent’s
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demandingness and the parent’s responsiveness.


4.
 Adolescents experience peer relationships at the levels of


Stop and Review (Studying Development, p. 263)


friendships, cliques, and crowds.


1.
 Developmental age is the chronological age at which most


5.
 The birth of a child often has a negative impact on marital

people are able to achieve a particular physical or mental

satisfaction.

accomplishment.


2.
 To study individual differences, researchers often measure


Stop and Review (Sex and Gender Differences, p. 290)


variation (on some dimension) among people at one age and


1.
 Sex differences emerge from biological differences between

then reexamine the same participants later in life to examine

men and women; gender differences emerge from cultural

the consequences of that variation.

constructions of different roles for men and women.


3.
 For some cross-sectional analyses, researchers have to rule


2.
 Research suggests that women show more activity in brain

out the possibility that what appear to be age-related changes

areas related to the processing of emotion.

are really differences brought about by the time at which indi-


3.
 Young children prefer the company of peers of the same sex.

viduals were born.


Stop and Review (Moral Development, p. 293)



Stop and Review (Physical Development across



1.
 The three major levels are preconventional morality, conven-


the Life Span, p. 269)


tional morality, and principled morality.


1.
 Compared to their noncrawling peers, children who have begun


2.
 Gilligan argued that men are more focused on justice,

to crawl experience fear on the “deep” end of the visual cliff.

whereas women are more focused on caring for others.


2.
 Recent studies indicate that the brain continues to mature


3.
 People may bring concerns related to autonomy, community,

during adolescence, particularly in areas such as the frontal

and divinity.

lobes.


3.
 As people age, the lenses in their eyes often become yellowed,
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which is thought to be responsible for diminished color vision.


Stop and Review (Understanding Motivation, p. 302)



Stop and Review (Cognitive Development across



1.
 You would probably draw some inference about why the stu-


the Life Span, p. 274)


dent was running, which relates to the idea that motivational


1.
 Assimilation allows children to fit new information to

concepts can be links between public acts and private states.

old schemes; accommodation changes schemes to fit new


2.
 Homeostasis reflects a state of equilibrium with respect to

information.

biological states.


2.
 A child who can overcome centration is able to ignore surface


3.
 Research demonstrated a good deal of variability in behavior

aspects of a problem to show deeper understanding of a do-

between cultures—arguing against biological instincts.

main such as number or liquid quantity.


4.
 Heider made a distinction between dispositional and situ-


3.
 By inventing more subtle measures of infants’ knowledge,

ational forces as explanations for outcomes.

researchers have been able to demonstrate that children show


5.
 Attachment needs relate to people’s needs to belong, to affili-

evidence of object permanence by age 4 months.

ate with others, to love, and to be loved.


4.
 Vygotsky emphasized the importance of the social context in


Stop and Review (Eating, p. 307)


the way that children’s cognitive development unfolds.


5.
 Research suggests that people’s processing speed slows down


1.
 Sensory-specific satiety is the circumstance in which an individual

as they age.

has become satiated with respect to a particular flavor of food.

Answer Appendix
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2.
 The dual-center model suggested that the VMH was the


6.
 People are able to identify positive changes that arise from

“satiety center.” However, more recent research suggests that

negative life events.

the role of the VMH depends on the type of food.


Stop and Review (Health Psychology, p. 353)



3.
 Restrained eaters habitually maintain a low-calorie diet


1.
 Research comparing MZ and DZ twins for the similarity of

until they become disinhibited, at which point they often

their tobacco use indicates that there is a genetic component

will indulge in high-calorie binges.

to people’s smoking behaviors.


4.
 Bulimia nervosa is characterized by the behaviors of binging


2.
 Successful AIDS interventions must provide information,

and purging.

instill motivation, and teach behavioral skills.


Stop and Review (Sexual Behaviors, p. 315)



3.
 To produce the relaxation response, people must find a quiet


1.
 In most nonhuman species, all members of the species follow

environment in which they can rest in a comfortable position

the same predictable pattern of sexual behavior.

with their eyes closed and use a repetitive mental device.


2.
 Masters and Johnson identified the phases of excitement,


4.
 Researchers who study psychoneuroimmunology seek to

plateau, orgasm, and resolution.

understand how psychological states have an impact on the


3.
 Because men can impregnate several women in the same

immune system.

period of time, but women can have only one pregnancy at


5.
 The aspect of Type A personality that puts people at risk for

a time, men seek more sexual partners.

illness is hostility.


4.
 Sexual scripts are socially learned programs that define


6.
 Job burnout is a state of emotional exhaustion, depersonaliza-

appropriate forms of sexual activity.

tion, and reduced sense of personal accomplishment.


5.
 Concordance rates are higher for MZ twins than for DZ

twins, supporting the claim that homosexuality has a
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genetic component.


Stop and Review (Type and Trait Personality



Stop and Review (Motivation for Personal



Theories, p. 362)



Achievement, p. 319)



1.
 Neuroticism is defined as a dimension from stable, calm, and


1.
 Need for achievement reflects individual differences in the

contented versus anxious, unstable, and temperamental.

value people place on planning and working toward goals.


2.
 To assess the heritability of traits, researchers have conducted


2.
 People make attributions along the dimensions of internal

studies that compare the trait similarity of monozygotic and

versus external, global versus specific, and stable versus

dizygotic twins.

unstable.


3.
 The consistency paradox refers to finding that people often


3.
 Expectancy theory proposes that workers are motivated when

give consistent personality descriptions for individuals even

they expect their effort and performance will yield desirable

though the individuals’ behavior is not consistent across

outcomes.

situations.


Stop and Review (Psychodynamic Theories, p. 368)
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1.
 The individual might engage in oral behaviors such as smok-


Stop and Review (Emotions, p. 332)


ing or overeating; the individual might be overly passive or


1.
 Cross-cultural research suggests there are seven facial expres-

gullible.

sions that people generally recognize around the world.


2.
 The ego is guided by the reality principle to put reasonable


2.
 The autonomous nervous system plays an important role to

choices before the id’s demands for pleasure.

bring about the physiological aspects of emotions—such as a


3.
 Leon might be using the defense mechanism of projection—

racing heart and sweaty palms.

he projects his own motives onto other people.


3.
 The Cannon–Bard theory suggests that an emotion stimulus


4.
 Adler suggested that people are driven to overcome feelings

produces concurrently arousal and an emotional feeling.

of inferiority.


4.
 People in negative moods tend to process information in a more


Stop and Review (Humanistic Theories, p. 369)


detailed and effortful fashion than people in positive moods.


1.
 Self-actualization is a person’s constant striving to reach his


5.
 Research suggests that good social relationships are the single

or her inherent potential.

most important source of happiness.


2.
 Humanistic theories focus on people’s innate qualities, which


Stop and Review (Stress and Living, p. 345)


influence their behaviors.


1.
 The three stages of the GAS are the alarm reaction, resistance,


3.
 A psychobiography uses psychological theories to give a coher-

and exhaustion.

ent account of the way in which an individual’s life unfolds.


2.
 Participants in the 1990s reported more life-change units,


Stop and Review (Social-Learning


suggesting that they were generally experiencing more stress


and Cognitive Theories, p. 374)


than people in the 1960s.


3.
 In general, daily hassles have a negative impact on well-being,


1.
 People who have an external locus of control orientation believe

and daily pleasures have a positive impact.

that rewards are largely contingent on environmental factors.


4.
 When people engage in emotion-focused coping, they engage


2.
 Mischel’s theory focuses on encodings, expectancies and

in activities that make them feel better but do not directly

beliefs, affects, goal and values, and competencies and self-

change the stressor.

regulatory plans.


5.
 When people do not believe they have control over a stressful


3.
 According to Bandura, the individual’s characteristics, the

situation, they are at risk for poor physical and psychological

individual’s behavior, and the environment all interact to

adjustment.

influence and modify the other components.
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Stop and Review (Self Theories, p. 378)



4.
 Adolescents are at risk for suicide attempts when they

feel depressed, hopeless, or isolated and have negative


1.
 Self-esteem is a generalized evaluation of the self.

self-concepts.


2.
 Self-handicapping applies to circumstances in which people

engage in behaviors that allow them to attribute their failures


Stop and Review (Somatoform


to causes besides lack of ability.


and Dissociative Disorders, p. 405)



3.
 People who have interdependent construals of self experience


1.
 Howard’s case fits the definition of hyponchondriasis.

themselves as one element of a larger social structure.


2.
 Dissociative amnesia is an inability to recall important


Stop and Review (Comparing Personality


personal experiences, caused by psychological factors in


Theories, p. 379)


the absence of any organic dysfunction.


1.
 Some theories explain individual differences by focusing on


3.
 Research suggests that nearly all the individuals who develop

DID have undergone some form of physical or psychological

each person’s genetic endowment, whereas other theories

abuse.

make reference to the life experiences that have shaped

individual personalities.


Stop and Review (Schizophrenic Disorders, p. 410)



2.
 Freud’s theory stresses the way in which events in early

childhood—the past—affect an adult’s personality.


1.
 Social withdrawal and flattened emotions are negative

symptoms of schizophrenia.


3.
 The relevant dimension of personality theories is conscious-

ness versus unconsciousness.


2.
 Delusions of persecution or grandeur are symptoms of the

paranoid type of schizophrenic disorder.


Stop and Review (Assessing Personality, p. 382)



3.
 Research suggests that patients who return to families


1.
 Each of the MMPI’s 10 clinical scales is intended to differenti-

with high expressed emotion are more likely to experience

ate people who have a specific clinical disorder from those

relapses.

who do not.


Stop and Review (Personality Disorders, p. 413)



2.
 The NEO-PI measures the five personality traits defined by

the five-factor model of personality.


1.
 People with borderline personality disorder have an intense


3.
 Clinicians assess Rorschach responses for location, content,

fear of being abandoned.

and determinants.


2.
 People with borderline personality disorder have experienced

substantially more childhood sexual abuse.


3.
 Antisocial personality disorder is characterized by both
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impulsive behaviors and a disregard for safety, which creates


Stop and Review (The Nature of Psychological


a risk for suicide.


Disorders, p. 392)



Stop and Review (Psychological Disorders



1.
 The most relevant criteria appear to be “distress or disability”


of Childhood, p. 414)


(that is, Jerry’s fear causes him personal distress) and “mal-


1.
 ADHD is characterized by degrees of inattention and

adaptiveness” (that is, Jerry’s fear prevents him from easily

hyperactivity-impulsivity that are inconsistent with

pursuing his goals).

children’s levels of development.


2.
 Classification can provide a common shorthand language,


2.
 Many parents start to have concerns only when children

an understanding of causality, and a treatment plan.

fail to meet developmental norms for social interaction or


3.
 Behaviors are interpreted in different ways in different

language use starting in the second year.

cultures—the same behaviors may seem “normal” or


3.
 Researchers have suggested that children with autistic

“abnormal” in different cultural contexts.

disorder fail to develop a standard theory of mind.


Stop and Review (Anxiety Disorders, p. 397)



Stop and Review (The Stigma of Mental Illness, p. 415)



1.
 People who suffer from phobias experience irrational fears


1.
 Negative attitudes about mental illnesses place people apart as

in situations that are not objectively dangerous.

unacceptable.


2.
 Obsessions are thoughts, whereas compulsions are acts.


2.
 When people enter into treatment, they must often publicly


3.
 Research suggests that the evolutionary history of the human

acknowledge that they have a mental illness, creating a con-

species leaves people “prepared” to experience phobias with

text for stigma.

respect to certain stimuli.


3.
 Research suggests that contact with people who have mental


4.
 People who are high on anxiety sensitivity are more

illnesses serves to reduce stigma.

likely to believe that bodily symptoms will have harmful

consequences.
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Stop and Review (Mood Disorders, p. 402)



Stop and Review (The Therapeutic Context, p. 422)



1.
 Bipolar disorder is characterized by periods of severe depres-

sion alternating with manic episodes.


1.
 The goals of the process are to reach a diagnosis, propose


2.
 The cognitive triad refers to negative views of the person

a probable etiology, make a prognosis, and carry out a

him- or herself, negative views of ongoing experiences, and

treatment.

negative views of the future.


2.
 Psychoanalysts have completed postgraduate training in the


3.
 Research suggests that women are more likely than men to

Freudian approach to therapy.

ruminate on their problems, which has the result of increas-


3.
 Research suggests that therapists with greater cultural compe-

ing negative feelings.

tence achieve better therapeutic outcomes.

Answer Appendix
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4.
 Substantial numbers of patients who are released from


Stop and Review (Treatment Evaluation


psychiatric institutions are readmitted after a short amount


and Prevention Strategies, p. 442)


of time.


1.
 The meta-analyses suggest that many standard treatments for

depression (such as cognitive behavioral therapy and drug


Stop and Review (Psychodynamic Therapies, p. 425)


therapy) provide relief beyond a placebo treatment.


1.
 Psychodynamic therapy is also known as insight therapy because


2.
 Research has demonstrated that, in general, more positive

a central goal is to guide a patient toward insights into the rela-

therapeutic alliances bring about more relief from psycho-

tionships between present symptoms and past conflicts.

logical disorders.


2.
 Transference refers to circumstances in which a patient de-


3.
 The goal of primary prevention is to implement programs

velops an emotional reaction toward the therapist that often

that lower the probability that individuals will experience

represents an emotional conflict from the patient’s life.

mental illnesses.


3.
 Klein believed that the death instinct precedes sexual aware-

ness and leads to an innate aggressive impulse.
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Stop and Review (Behavior Therapies, p. 430)



Stop and Review (Constructing Social Reality, p. 451)



1.
 Treatments using counterconditioning attempt to replace a


1.
 Kelley suggested that people assess distinctiveness, consis-

maladaptive response (such as fear) with a healthy response

tency, and consensus when they make attributions.

(such as relaxation).


2.
 Students are likely to take responsibility for successes and explain


2.
 Typically, clinicians use prizes to provide positive reinforce-

away failures—this pattern might prompt them, for example, not

ment for desirable behaviors (such as remaining drug free).

to change their study habits when they do poorly on an exam.


3.
 Generalization techniques attempt to preserve the positive


3.
 In most classrooms, teachers have accurate information about

changes of therapy over time.

their students’ potential, which limits the possibility of self-


Stop and Review (Cognitive Therapies, p. 432)


fulfilling prophecies.


1.
 The underlying assumption of cognitive therapy is that ab-


Stop and Review (The Power of the Situation, p. 460)


normal behavior patterns and emotional distress arise from


1.
 The Stanford Prison Experiment demonstrated how quickly

problems in what and how people think.

people take up the patterns of behaviors that are defined by


2.
 RET suggests that irrational beliefs lead to maladaptive emo-

social roles.

tional responses.


2.
 Because people want to be liked, accepted, and approved of


3.
 A goal of cognitive behavioral therapy is to change people’s

by others, groups are able to have normative influence.

behaviors—it is important that they believe they have the


3.
 Minorities are able to exert informational influence—they

efficacy to perform adaptive behaviors.

can have an impact because of majority group members’


Stop and Review (Humanistic Therapies, p. 434)


desire to be correct.


1.
 The goal of the human-potential movement was to enhance


4.
 When a group’s joint decision is more extreme than group

individuals’ potential toward greater levels of performance

members would have made on their own, it suggests that

and greater richness of experience.

processes of group polarization have been at work.


2.
 A client-centered therapist establishes a setting with uncon-


5.
 Psychiatrists’ predictions vastly underestimated the number

ditional positive regard—nonjudgmental acceptance and

of people who would continue to administer shocks up to

respect for the client.

very high levels.


3.
 In Gestalt therapy, clients imagine that a feeling, person, ob-


Stop and Review (Attitudes, Attitude


ject, or situation is occupying an empty chair; they talk to the


Change, and Action, p. 465)


chair’s “occupant” to work through issues in their lives.


1.
 Attitudes include cognitive, affective, and behavioral


Stop and Review (Group Therapies, p. 436)


components.


1.
 Group therapy gives participants an opportunity to under-


2.
 The central route to persuasion is marked by high

stand that the types of problems they have may actually be

elaboration—careful thought about the persuasive material.

quite common.


3.
 Because dissonance reduction reflects the impulse to be self-


2.
 The goal of couple therapy is often to help partners clarify

consistent, cross-cultural differences in sense of self affect the

and improve the quality of their interactions.

situations in which people experience dissonance.


3.
 Internet self-help groups are particularly valuable for indi-


4.
 When people make reductions from large to medium re-

viduals with mobility issues, who otherwise might not have

quests, they have done something for you. The reciprocity

access to these groups.

norm requires that you do something for them—by agreeing

to their smaller request.


Stop and Review (Biomedical Therapies, p. 439)



Stop and Review (Prejudice, p. 469)



1.
 Atypical antipsychotic drugs help alleviate the symptoms of

schizophrenia without causing severe problems in motor control.


1.
 In the absence of prejudice, people most often have positive


2.
 SNRIs inhibit the reuptake of both serotonin and

feelings toward in-group members and neutral feelings to-

norepinephrine.

ward out-group members.


3.
 The procedure fundamentally alters personalities: People


2.
 People often interact with people in ways that do not allow

become less emotional, but they also lose their sense of self.

them to behave in ways that disconfirm stereotypes.


4.
 When people undergo the rTMS procedure, repeated pulses


3.
 Research suggests that contact with out-groups members

of magnetic stimulation are focused on their brains.

consistently reduces prejudice.
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Stop and Review (Social Relationships, p. 472)



2.
 When people are frustrated in pursuit of their goals, they are

more likely to engage in aggression.


1.
 People tend to like more those individuals who are similar


3.
 Reciprocal altruism is the idea that people perform altruistic

to them.

behaviors because they expect, in return, to be the recipients


2.
 The three dimensions that characterize love are passion,

of such behaviors.

intimacy, and commitment.


4.
 When groups of people witness an emergency, members of


3.
 People with secure attachment styles tend to have the most

the group most often assume that someone else has taken the

enduring romantic relationships as adults.

responsibility to provide assistance.


Stop and Review (Aggression, Altruism, and Prosocial



Behavior, p. 478)



1.
 Researchers have used twin studies to demonstrate that iden-

tical twins have a higher concordance for forms of antisocial

and aggressive behavior than do fraternal twins.


Practice Test Answers



CHAPTER 1



CHAPTER 3



CHAPTER 5



CHAPTER 7



1.
 b


1.
 c


1.
 a


1.
 b


2.
 b


2.
 b


2.
 d


2.
 c


3.
 c


3.
 d


3.
 d


3.
 a


4.
 a


4.
 d


4.
 d


4.
 a


5.
 b


5.
 c


5.
 b


5.
 b


6.
 c


6.
 d


6.
 d


6.
 d


7.
 d


7.
 c


7.
 b


7.
 b


8.
 b


8.
 b


8.
 a


8.
 a


9.
 c


9.
 b


9.
 a


9.
 b


10.
 c


10.
 a


10.
 b


10.
 d


11.
 d


11.
 c


11.
 d


11.
 a


12.
 a


12.
 a


12.
 c


12.
 a


13.
 a


13.
 a


13.
 c


13.
 b


14.
 b


14.
 b


14.
 a


14.
 c


15.
 a


15.
 d


15.
 d


15.
 d


CHAPTER 2



CHAPTER 4



CHAPTER 6



CHAPTER 8



1.
 a


1.
 b


1.
 b


1.
 c


2.
 c


2.
 b


2.
 a


2.
 c


3.
 b


3.
 a


3.
 b


3.
 b


4.
 d


4.
 b


4.
 d


4.
 a


5.
 a


5.
 d


5.
 b


5.
 d


6.
 b


6.
 d


6.
 a


6.
 b


7.
 d


7.
 b


7.
 c


7.
 c


8.
 c


8.
 c


8.
 d


8.
 a


9.
 b


9.
 a


9.
 d


9.
 a


10.
 d


10.
 c


10.
 c


10.
 a


11.
 d


11.
 a


11.
 d


11.
 c


12.
 c


12.
 d


12.
 b


12.
 b


13.
 a


13.
 c


13.
 c


13.
 d


14.
 b


14.
 c


14.
 a


14.
 a


15.
 c


15.
 a


15.
 a


15.
 a
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CHAPTER 9



CHAPTER 11



CHAPTER 13



CHAPTER 15



1.
 d


1.
 c


1.
 b


1.
 a


2.
 a


2.
 d


2.
 a


2.
 b


3.
 b


3.
 c


3.
 c


3.
 d


4.
 d


4.
 d


4.
 c


4.
 c


5.
 b


5.
 a


5.
 a


5.
 d


6.
 b


6.
 b


6.
 d


6.
 b


7.
 c


7.
 b


7.
 c


7.
 c


8.
 a


8.
 d


8.
 a


8.
 b


9.
 c


9.
 c


9.
 a


9.
 a


10.
 b


10.
 b


10.
 c


10.
 c


11.
 a


11.
 b


11.
 b


11.
 a


12.
 d


12.
 a


12.
 a


12.
 d


13.
 c


13.
 c


13.
 d


13.
 a


14.
 a


14.
 d


14.
 b


14.
 c


15.
 b


15.
 a


15.
 b


15.
 d


CHAPTER 10



CHAPTER 12



CHAPTER 14



CHAPTER 16



1.
 c


1.
 a


1.
 d


1.
 a


2.
 a


2.
 a


2.
 a


2.
 d


3.
 d


3.
 c


3.
 a


3.
 b


4.
 b


4.
 c


4.
 d


4.
 d


5.
 d


5.
 c


5.
 b


5.
 c


6.
 a


6.
 c


6.
 c


6.
 c


7.
 d


7.
 d


7.
 d


7.
 a


8.
 c


8.
 b


8.
 b


8.
 c


9.
 d


9.
 c


9.
 c


9.
 b


10.
 d


10.
 a


10.
 b


10.
 a


11.
 b


11.
 b


11.
 a


11.
 d


12.
 a


12.
 a


12.
 d


12.
 c


13.
 c


13.
 d


13.
 d


13.
 a


14.
 d


14.
 b


14.
 a


14.
 d


15.
 b


15.
 d


15.
 c


15.
 b
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abnormal psychology
 The area of psychological investigation


analytic psychology
 A branch of psychology that views the

concerned with understanding the nature of individual

person as a constellation of compensatory internal forces in

pathologies of mind, mood, and behavior.

a dynamic balance.


absolute threshold
 The minimum amount of physical energy


anchoring heuristic
 An insufficient adjustment up or down

needed to produce a reliable sensory experience; operation-

from an original starting value when judging the probable

ally defined as the stimulus level at which a sensory signal is

value of some event or outcome.

detected half the time.


anorexia nervosa
 An eating disorder in which an individual


accommodation
 The process by which the ciliary muscles

weighs less than 85 percent of her or his expected weight but

change the thickness of the lens of the eye to permit variable

still expresses intense fear of becoming fat.

focusing on near and distant objects.


anterograde amnesia
 An inability to form explicit memories


accommodation
 According to Piaget, the process of restruc-

for events that occur after the time of physical damage to

turing or modifying cognitive structures so that new infor-

the brain.

mation can fit into them more easily; this process works in


anticipatory coping
 Efforts made in advance of a potentially

tandem with assimilation.

stressful event to overcome, reduce, or tolerate the imbal-


acquisition
 The stage in a classical conditioning experiment

ance between perceived demands and available resources.

during which the conditioned response is first elicited by the


antisocial personality disorder
 A disorder characterized by

conditioned stimulus.

stable patterns of irresponsible or unlawful behavior that


action potential
 The nerve impulse activated in a neuron that

violates social norms.

travels down the axon and causes neurotransmitters to be


anxiety
 An intense emotional response caused by the pre-

released into a synapse.

conscious recognition that a repressed conflict is about to


acute stress
 A transient state of arousal with typically clear

emerge into consciousness.

onset and offset patterns.


anxiety disorder
 Mental disorder marked by psychological


addiction
 A condition in which the body requires a drug in order

arousal, feeling of tension, and intense apprehension with-

to function without physical and psychological reactions to its

out apparent reason.

absence; often the outcome of tolerance and dependence.


archetype
 A universal, inherited, primitive, and symbolic rep-


aggression
 Behaviors that cause psychological or physical harm

resentation of a particular experience or object.

to another individual.


assimilation
 According to Piaget, the process whereby new


agoraphobia
 An extreme fear of being in public places or open

cognitive elements are fitted in with old elements or modi-

spaces from which escape may be difficult or embarrassing.

fied to fit more easily; this process works in tandem with


AIDS
 Acronym for acquired immune deficiency syndrome, a

accommodation.

syndrome caused by a virus that damages the immune sys-


association cortex
 The parts of the cerebral cortex in which

tem and weakens the body’s ability to fight infection.

many high-level brain processes occur.


algorithm
 A step-by-step procedure that always provides the


attachment
 Emotional relationship between a child and the

right answer for a particular type of problem.

regular caregiver.


all-or-none law
 The rule that the size of the action potential


attention
 A state of focused awareness on a subset of the avail-

is unaffected by increases in the intensity of stimulation

able perceptual information.

beyond the threshold level.


attention-deficit hyperactivity disorder (ADHD)
 A disorder of


altruism
 Prosocial behaviors a person carries out without con-

childhood characterized by inattention and hyperactivity-

sidering his or her own safety or interests.

impulsivity.


amacrine cell
 One of the cells that integrate information across


attitude
 The learned, relatively stable tendency to respond to

the retina; rather than sending signals toward the brain,

people, concepts, and events in an evaluative way.

amacrine cells link bipolar cells to other bipolar cells and


attribution
 Judgment about the causes of outcomes.

ganglion cells to other ganglion cells.


attribution theory
 A social–cognitive approach to describe the


ambiguity
 Property of perceptual object that may have more

ways the social perceiver uses information to generate causal

than one interpretation.

explanations.


amnesia
 A failure of memory caused by physical injury, dis-


audience design
 The process of shaping a message depending

ease, drug use, or psychological trauma.

on the audience for which it is intended.


amygdala
 The part of the limbic system that controls emotion,


auditory cortex
 The area of the temporal lobes that receives

aggression, and the formation of emotional memory.

and processes auditory information.
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auditory nerve
 The nerve that carries impulses from the


binocular depth cue
 Depth cue that uses information from

cochlea to the cochlear nucleus of the brain.

both eyes.


autistic disorder
 A developmental disorder characterized by


biofeedback
 A self-regulatory technique by which an individ-

severe disruption of children’s ability to form social bonds

ual acquires voluntary control over nonconscious biological

and use language.

processes.


automatic process
 Process that does not require attention; it can


biological perspective
 The approach to identifying causes of

often be performed along with other tasks without interference.

behavior that focuses on the functioning of the genes, the


autonomic nervous system (ANS)
 The subdivision of the

brain, the nervous system, and the endocrine system.

peripheral nervous system that controls the body’s involun-


biomedical therapy
 Treatment for a psychological disorder that

tary motor responses by connecting the sensory receptors

alters brain functioning with chemical or physical interven-

to the central nervous system (CNS) and the CNS to the

tions such as drug therapy, surgery, or electroconvulsive

smooth muscle, cardiac muscle, and glands.

therapy.


availability heuristic
 A judgment based on the information


biopsychosocial model
 A model of health and illness that sug-

readily available in memory.

gests links among the nervous system, the immune system,


aversion therapy
 A type of behavioral therapy used to treat

behavioral styles, cognitive processing, and environmental

individuals attracted to harmful stimuli; an attractive

domains of health.

stimulus is paired with a noxious stimulus in order to elicit a


bipolar cell
 Nerve cell in the visual system that combines

negative reaction to the target stimulus.

impulses from many receptors and transmits the results to


avoidance conditioning
 A form of learning in which animals

ganglion cells.

acquire responses that allow them to avoid aversive stimuli


bipolar disorder
 A mood disorder characterized by alternating

before they begin.

periods of depression and mania.


axon
 The extended fiber of a neuron through which nerve


blind spot
 The region of the retina where the optic nerve leaves

impulses travel from the soma to the terminal buttons.

the back of the eye; no receptor cells are present in this region.


borderline personality disorder
 A disorder defined by instabil-


basic level
 The level of categorization that can be retrieved

ity and intensity in personal relationships as well as turbu-

from memory most quickly and used most efficiently.

lent emotions and impulsive behaviors.


basilar membrane
 A membrane in the cochlea that, when set


bottom-up processing
 Perceptual analyses based on the sen-

into motion, stimulates hair cells that produce the neural

sory data available in the environment; results of analysis are

effects of auditory stimulation.

passed upward toward more abstract representations.


behavior
 The actions by which an organism adjusts to its


brain stem
 The brain structure that regulates the body’s basic

environment.

life processes.


behavior analysis
 The area of psychology that focuses on the


brightness
 The dimension of color space that captures the

environmental determinants of learning and behavior.

intensity of light.


behavior modification
 The systematic use of principles of


Broca’s area
 The region of the brain that translates thoughts

learning to increase the frequency of desired behaviors and/

into speech or signs.

or decrease the frequency of problem behaviors.


bulimia nervosa
 An eating disorder characterized by binge


behavior therapy
 See behavior modification.

eating followed by measures to purge the body of excess


behavioral data
 Observational reports about the behavior of

calories.

organisms and the conditions under which the behavior


bystander intervention
 Willingness to assist a person in need

occurs or changes.

of help.


behavioral measure
 Overt actions or reaction that is observed

and recorded, exclusive of self-reported behavior.


Cannon–Bard theory of emotion
 A theory stating that an


behavioral neuroscience
 A multidisciplinary field that attempts

emotional stimulus produces two co-occurring reactions—

to understand the brain processes that underlie behavior.

arousal and experience of emotion—that do not cause each


behaviorism
 A scientific approach that limits the study of

other.

psychology to measurable or observable behavior.


case study
 Intensive observation of a particular individual or


behaviorist perspective
 The psychological perspective primar-

small group of individuals.

ily concerned with observable behavior that can be objec-


catharsis
 The process of expressing strongly felt but usually

tively recorded and with the relationships of observable

repressed emotions.

behavior to environmental stimuli.


central nervous system (CNS)
 The part of the nervous system


belief-bias effect
 A situation that occurs when a person’s prior

consisting of the brain and spinal cord.

knowledge, attitudes, or values distort the reasoning process


centration
 Preoperational children’s tendency to focus their

by influencing the person to accept invalid arguments.

attention on only one aspect of a situation and disregard


between-subjects design
 A research design in which different

other relevant aspects.

groups of participants are randomly assigned to experimen-


cerebellum
 The region of the brain attached to the brain stem

tal conditions or to control conditions.

that controls motor coordination, posture, and balance as


binge eating disorder
 An eating disorder characterized by out-

well as the ability to learn control of body movements.

of-control binge eating without subsequent purges.


cerebral cortex
 The outer surface of the cerebrum.
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cerebral hemispheres
 The two halves of the cerebrum, con-


cognitive perspective
 The perspective on psychology that

nected by the corpus callosum.

stresses human thought and the processes of knowing, such

as attending, thinking, remembering, expecting, solving


cerebrum
 The region of the brain that regulates higher cogni-

problems, fantasizing, and consciousness.

tive and emotional functions.


cognitive process
 One of the higher mental processes, such


child-directed speech
 A form of speech addressed to children

as perception, memory, language, problem solving, and

that includes slower speed, distinctive intonation, and struc-

abstract thinking.

tural simplifications.


cognitive psychology
 The study of higher mental processes


chronic stress
 A continuous state of arousal in which an

such as attention, language use, memory, perception, prob-

individual perceives demands as greater than the inner and

lem solving, and thinking.

outer resources available for dealing with them.


cognitive science
 The interdisciplinary field of study of the ap-


chronological age
 The number of months or years since an

proach systems and processes that manipulate information.

individual’s birth.


cognitive therapy
 A type of psychotherapeutic treatment that


chunking
 The process of taking single items of information

attempts to change feelings and behaviors by changing

and recoding them on the basis of similarity or some other

the way a client thinks about or perceives significant life

organizing principle.

experiences.


circadian rhythm
 A consistent pattern of cyclical body activi-


collective unconscious
 The part of an individual’s unconscious

ties, usually lasting 24 to 25 hours and determined by an

that is inherited, evolutionarily developed, and common to

internal biological clock.

all members of the species.


classical conditioning
 A type of learning in which a behavior


common factors
 The components that psychotherapies share

(conditioned response) comes to be elicited by a stimulus

that contribute to therapeutic effectiveness.

(conditioned stimulus) that has acquired its power through

an association with a biologically significant stimulus


comorbidity
 The experience of more than one disorder at the

(unconditioned stimulus).

same time.


client
 The term used by clinicians who think of psychological


comparative cognition
 The study of the development of cog-

disorders as problems in living, and not as mental illnesses,

nitive abilities across species and the continuity of abilities

to describe those being treated.

from nonhuman to human animals.


client-centered therapy
 A humanistic approach to treatment


complementary colors
 Colors opposite each other on the color

that emphasizes the healthy psychological growth of the

circle; when additively mixed, they create the sensation of

individual based on the assumption that all people share the

white light.

basic tendency of human nature toward self-actualization.


compliance
 A change in behavior consistent with a communi-


clinical psychologist
 An individual who has earned a doctorate

cation source’s direct requests.

in psychology and whose training is in the assessment and


computerized axial tomography (CT or CAT)
 A technique that

treatment of psychological problems.

uses narrow beams of X-rays passed through the brain at


clinical social worker
 A mental health professional whose spe-

several angles to assemble complete brain images.

cialized training prepares him or her to consider the social


concept
 Mental representation of a kind or category of items

context of people’s problems.

and ideas.


cochlea
 The primary organ of hearing; a fluid-filled coiled tube


conditioned reinforcer
 In classical conditioning, a formerly

located in the inner ear.

neutral stimulus that has become a reinforcer.


cognition
 Processes of knowing, including attending, remem-


conditioned response (CR)
 In classical conditioning, a response

bering, and reasoning; also the content of the processes,

elicited by some previously neutral stimulus that occurs as a

such as concepts and memories.

result of pairing the neutral stimulus with an unconditioned


cognitive appraisal theory of emotion
 A theory stating that the

stimulus.

experience of emotion is the joint effect of physiological


conditioned stimulus (CS)
 In classical conditioning, a previ-

arousal and cognitive appraisal, which serves to determine

ously neutral stimulus that comes to elicit a conditioned

how an ambiguous inner state of arousal will be labeled.

response.


cognitive behavioral therapy
 A therapeutic approach that com-


cone
 One of the photoreceptors concentrated in the center of

bines the cognitive emphasis on thoughts and attitudes with

the retina that are responsible for visual experience under

the behavioral emphasis on changing performance.

normal viewing conditions for all experiences of color.


cognitive development
 The development of processes of know-


conformity
 The tendency for people to adopt the behaviors,

ing, including imagining, perceiving, reasoning, and prob-

attitudes, and values of other members of a reference group.

lem solving.


confounding variable
 A stimulus other than the variable an


cognitive dissonance
 The theory that the tension-producing

experimenter explicitly introduces into a research setting

effects of incongruous cognitions motivate individuals to

that affects a participant’s behavior.

reduce such tension.


consciousness
 A state of awareness of internal events and the


cognitive map
 A mental representation of physical space.

external environment.


cognitive neuroscience
 A multidisciplinary field that attempts


conservation
 According to Piaget, the understanding that

to understand the brain processes that underlie higher cog-

physical properties do not change when nothing is added or

nitive functions in humans.

taken away, even though appearances may change.
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consistency paradox
 The observation that personality ratings


cross-sectional design
 A research method in which groups of

across time and among different observers are consistent

participants of different chronological ages are observed and

while behavior ratings across situations are not consistent.

compared at a given time.


construct validity
 The degree to which a test adequately mea-


crystallized intelligence
 The facet of intelligence involving the

sures an underlying construct.

knowledge a person has already acquired and the ability to

access that knowledge; measures by vocabulary, arithmetic,


contact comfort
 Comfort derived from an infant’s physical con-

and general information tests.

tact with the mother or caregiver.


cutaneous senses
 The skin senses that register sensations of


contact hypothesis
 The prediction that contact between groups

pressure, warmth, and cold.

will reduce prejudice only if the contact includes features

such as cooperation toward shared goals.


content validity
 The extent to which a test adequately measures


dark adaptation
 The gradual improvement of the eyes’ sensitiv-

the full range of the domain of interest.

ity after a shift in illumination from light to near darkness.


contingency management
 A general treatment strategy involv-


date rape
 Unwanted sexual violation by a social acquaintance

ing changing behavior by modifying its consequences.

in the context of a consensual dating situation.


control group
 A group in an experiment that is not exposed to


debriefing
 A procedure conducted at the end of an experiment

a treatment or does not experience a manipulation of the

in which the researcher provides the participant with as much

independent variable.

information about the study as possible and makes sure that


control procedure
 Consistent procedure for giving instruc-

no participant leaves feeling confused, upset, or embarrassed.

tions, scoring responses, and holding all other variables con-


decision making
 The process of choosing between alternatives;

stant except those being systematically varied.

selecting or rejecting available options.


controlled process
 Process that requires attention; it is often


declarative memory
 Memory for information such as facts and

difficult to carry out more than one controlled process at a

events.

time.


deductive reasoning
 A form of thinking in which one draws a


convergence
 The degree to which the eyes turn inward to fixate

conclusion that is intended to follow logically from two or

on an object.

more statements or premises.


convergent thinking
 An aspect of creativity characterized by


deinstitutionalization
 The movement to treat people with

the ability to gather together different sources of informa-

psychological disorders in the community rather than in

tion to solve a problem.

psychiatric hospitals.


conversion disorder
 A disorder in which psychological conflict


delusion
 False or irrational belief maintained despite clear evi-

or stress brings about loss of motor or sensory function.

dence to the contrary.


coping
 The process of dealing with internal or external de-


dendrite
 One of the branched fibers of neurons that receive

mands that are perceived to be threatening or overwhelming.

incoming signals.


corpus callosum
 The mass of nerve fibers connecting the two


dependent variable
 In an experimental setting, a variable that

hemispheres of the cerebrum.

the researcher measures to assess the impact of a variation in


correlation coefficient (
 
r

 )
 A statistic that indicates the degree of

an independent variable.

relationship between two variables.


depressant
 Drug that depresses or slows down the activity of


correlational method
 Research methodology that determines

the central nervous system.

to what extent two variables, traits, or attributes are related.


descriptive statistics
 Statistical procedures that are used to


counseling psychologist
 Psychologist who specializes in provid-

summarize sets of scores with respect to central tendencies,

ing guidance in areas such as vocational selections, school

variability, and correlations.

problems, drug abuse, and marital conflict.


determinism
 The doctrine that all events—physical, behav-


counterconditioning
 A technique used in therapy to substitute

ioral, and mental—are determined by specific causal factors

a new response for a maladaptive one by means of condi-

that are potentially knowable.

tioning procedures.


developmental age
 The chronological age at which most


countertransference
 Circumstances in which a psychoanalyst

children show a particular level of physical or mental

develops personal feelings about a client because of per-

development.

ceived similarity of the client to significant people in the


developmental psychology
 The branch of psychology con-

therapist’s life.

cerned with interaction between physical and psychologi-


covariation model
 A theory that suggests that people attribute

cal processes and with stages of growth from conception

a behavior to a causal factor if that factor was present when-

throughout the entire life span.

ever the behavior occurred but was absent whenever it didn’t


diathesis-stress hypothesis
 A hypothesis about the cause of

occur.

certain disorders, such as schizophrenia, that suggests that


creativity
 The ability to generate ideas or products that are

genetic factors predispose an individual to a certain disorder

both novel and appropriate to the circumstances.

but that environmental stress factors must impinge in order

for the potential risk to manifest itself.


criterion-related validity
 The degree to which test scores indi-

cate a result on a specific measure that is consistent with


difference threshold
 The smallest physical difference between

some other criterion of the characteristic being assessed.

two stimuli that can still be recognized as a difference;
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operationally defined as the point at which the stimuli are


elaborative rehearsal
 A technique for improving memory by

recognized as different half of the time.

enriching the encoding of information.


diffusion of responsibility
 In emergency situations, the larger


electroconvulsive therapy (ECT)
 The use of electroconvulsive

the number of bystanders, the less responsibility any one of

shock as an effective treatment for severe depression.

the bystanders feels to help.


electroencephalogram (EEG)
 A recording of the electrical activ-


discriminative stimulus
 Stimulus that acts as a predictor of re-

ity of the brain.

inforcement, signaling when particular behaviors will result


embryonic stage
 The second stage of prenatal development,

in positive reinforcement.

lasting from the third through eighth week after conception.


dissociative amnesia
 The inability to remember important


emotion
 A complex pattern of changes, including physiological

personal experiences, caused by psychological factors in the

arousal, feelings, cognitive processes, and behavioral reac-

absence of any organic dysfunction.

tions, made in response to a situation perceived to be per-


dissociative disorder
 A personality disorder marked by a

sonally significant.

disturbance in the integration of identity, memory, or


emotional intelligence
 Type of intelligence defined as the abili-

consciousness.

ties to perceive, appraise, and express emotions accurately


dissociative fugue
 A disorder characterized by a flight from

and appropriately, to use emotions to facilitate thinking, to

home or work accompanied by a loss of ability to recall the

understand and analyze emotions, to use emotional knowl-

personal past.

edge effectively, and to regulate one’s emotions to promote

both emotional and intellectual growth.


dissociative identity disorder (DID)
 A dissociative mental

disorder in which two or more distinct personalities exist


emotion regulation
 The processes through which people

within the same individual; formerly known as multiple per-

change the intensity and duration of the emotions they

sonality disorder.

experience.


distal stimulus
 In the processes of perception, the physical


encoding
 The process by which a mental representation is

object in the world, as contrasted with the proximal stimu-

formed in memory.

lus, the optical image on the retina.


encoding specificity
 The principle that subsequent retrieval of


divergent thinking
 An aspect of creativity characterized by an abil-

information is enhanced if cues received at the time of recall

ity to produce unusual but appropriate responses to problems.

are consistent with those present at the time of encoding.


DNA (deoxyribonucleic acid)
 The physical basis for the trans-


endocrine system
 The network of glands that manufacture and

mission of genetic information.

secrete hormones into the bloodstream.


double-blind control
 An experimental technique in which


engram
 The physical memory trace for information in the

biased expectations of experimenters are eliminated by

brain.

keeping both participants and experimental assistants un-


episodic memory
 Long-term memory for an autobiographical

aware of which participants have received which treatment.

event and the context in which it occurred.


dream analysis
 The psychoanalytic interpretation of dreams


equity theory
 A cognitive theory of work motivation that

used to gain insight into a person’s unconscious motives or

proposes that workers are motivated to maintain fair and

conflicts.

equitable relationships with other relevant persons; also, a


dream work
 In Freudian dream analysis, the process by which

model that postulates that equitable relationships are those

the internal censor transforms the latent content of a dream

in which the participants’ outcomes are proportional to their

into manifest content.

inputs.


drive
 Internal state that arises in response to a disequilibrium


escape conditioning
 A form of learning in which animals

in an animal’s physiological needs.

acquire a response that will allow them to escape from an
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aversive stimulus.

The current diagnostic and statistical manual

of the American Psychological Association that classifies,


estrogen
 The female sex hormone, produced by the ovaries,

defines, and describes mental disorders.

that is responsible for the release of eggs from the ovaries

as well as for the development and maintenance of female

reproductive structures and secondary sex characteristics.


ego
 The aspect of personality involved in self-preservation


etiology
 The causes of, or factors related to, the development

activities and in directing instinctual drives and urges into

of a disorder.

appropriate channels.


evolutionary perspective
 The approach to psychology that


egocentrism
 In cognitive development, the inability of a young

stresses the importance of behavioral and mental adap-

child at the preoperational stage to take the perspective of

tiveness, based on the assumption that mental capabilities

another person.

evolved over millions of years to serve particular adaptive


ego defense mechanism
 Mental strategy (conscious or uncon-

purposes.

scious) used by the ego to defend itself against conflicts


evolutionary psychology
 The study of behavior and mind using

experienced in the normal course of life.

the principles of evolutionary theory.


elaboration likelihood model
 A theory of persuasion that de-

fines how likely it is that people will focus their cognitive


excitatory input
 Information entering a neuron that signals it

processes to elaborate upon a message and therefore follow

to fire.

the central and peripheral routes to persuasion.


exemplar
 Member of a category that people have encountered.
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expectancy
 The extent to which people believe that their


free association
 The therapeutic method in which a patient

behaviors in particular situations will bring about rewards.

gives a running account of thoughts, wishes, physical sensa-

tions, and mental images as they occur.


expectancy effect
 Result that occurs when a researcher or

observer subtly communicates to participants the kind of


frequency distribution
 A summary of how frequently each

behavior he or she expects to find, thereby creating that

score appears in a set of observations.

expected reaction.


frequency theory
 The theory that a tone produces a rate of


expectancy theory
 A cognitive theory of work motivation that

vibration in the basilar membrane equal to its frequency,

proposes that workers are motivated when they expect their

with the result that pitch can be coded by the place at which

efforts and job performance to result in desired outcomes.

activation occurs.


experimental group
 A group in an experiment that is exposed


frontal lobe
 Region of the brain located above the lateral fissure

to a treatment or experiences a manipulation of the inde-

and in front of the central sulcus; involved in motor control

pendent variable.

and cognitive activities.


experimental method
 Research methodology that involves the


frustration-aggression hypothesis
 According to this hypoth-

manipulation of independent variables to determine their

esis, frustration occurs in situations in which people are

effects on the dependent variables.

prevented or blocked from attaining their goals; a rise in

frustration then leads to a greater probability of aggression.


explicit use of memory
 Conscious effort to encode or recover

information through memory processes.


functional fixedness
 An inability to perceive a new use for

an object previously associated with some other purpose;


exposure therapy
 A behavioral technique in which clients are

adversely affects problem solving and creativity.

exposed to the objects or situations that cause them anxiety.


functional MRI (fMRI)
 A brain-imaging technique that com-


extinction
 In conditioning, the weakening of a conditioned

bines benefits of both MRI and PET scans by detecting mag-

association in the absence of a reinforcer or unconditioned

netic changes in the flow of blood to cells in the brain.

stimulus.


functionalism
 The perspective on mind and behavior that

focuses on the examination of their functions in an organ-


fear
 A rational reaction to an objectively identified external dan-

ism’s interactions with the environment.

ger that may induce a person to flee or attack in self-defense.


fundamental attribution error (FAE)
 The dual tendency of


fetal stage
 The third stage of prenatal development, lasting

observers to underestimate the impact of situational factors

from the ninth week through birth of the child.

and to overestimate the influence of dispositional factors on


fight-or-flight response
 A sequence of internal activities trig-

a person’s behavior.

gered when an organism is faced with a threat; prepares the

body for combat and struggle or for running away to safety;



g

 According to Spearman, the factor of general intelligence

recent evidence suggests that the response is characteristic

underlying all intelligent performance.

only of males.


ganglion cell
 Cell in the visual system that integrates impulses


five-factor model
 A comprehensive descriptive personality sys-

from many bipolar cells in a single firing rate.

tem that maps out the relationships among common traits,

theoretical concepts, and personality scales; informally


gate-control theory
 A theory about pain modulation that proposes

called the Big Five.

that certain cells in the spinal cord act as gates to interrupt

and block some pain signals while sending others to the brain.


fixation
 A state in which a person remains attached to objects

or activities more appropriate for an earlier stage of psycho-


gender
 A psychological phenomenon that refers to learned

sexual development.

sex-related behaviors and attitudes of males and females.


fixed-interval (FI) schedule
 A schedule of reinforcement in


gender identity
 One’s sense of maleness or femaleness; usually

which a reinforcer is delivered for the first response made

includes awareness and acceptance of one’s biological sex.

after a fixed period of time.


gender stereotype
 Belief about attributes and behaviors re-


fixed-ratio (FR) schedule
 A schedule of reinforcement in which

garded as appropriate for males and females in a particular

a reinforcer is delivered for the first response made after a

culture.

fixed number of responses.


gene
 The biological unit of heredity; discrete section of a chro-


flashbulb memory
 People’s vivid and richly detailed memory in

mosome responsible for transmission of traits.

response to personal or public events that have great emo-


general adaptation syndrome (GAS)
 The pattern of nonspecific

tional significance.

adaptational physiological mechanisms that occurs in re-


fluid intelligence
 The aspect of intelligence that involves the

sponse to continuing threat by almost any serious stressor.

ability to see complex relationships and solve problems.


generalized anxiety disorder
 An anxiety disorder in which an


formal assessment
 The systematic procedures and measure-

individual feels anxious and worried most of the time for at

ment instruments used by trained professionals to assess an

least six months when not threatened by any specific danger

individual’s functioning, aptitudes, abilities, or mental states.

or object.


fovea
 Area of the retina that contains densely packed cones and


generativity
 A commitment beyond one’s self and one’s partner

forms the point of sharpest vision.

to family, work, society, and future generations; typically, a

crucial state in development in one’s 30s and 40s.


frame
 A particular description of a choice; the perspective

from which a choice is described or framed affects how a


genetics
 The study of the inheritance of physical and psycho-

decision is made and which option is ultimately exercised.

logical traits from ancestors.
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genome
 The genetic information for an organism, stored in the


HIV
 Human immunodeficiency virus, a virus that attacks

DNA of its chromosomes.

white blood cells (T lymphocytes) in human blood, thereby

weakening the functioning of the immune system; HIV


genotype
 The genetic structure an organism inherits from its

causes AIDS.

parents.


homeostasis
 Constancy or equilibrium of the internal condi-


germinal stage
 The first two weeks of prenatal development

tions of the body.

following conception.


horizontal cell
 One of the cells that integrate information


Gestalt psychology
 A school of psychology that maintains that

across the retina; rather than sending signals toward the

psychological phenomena can be understood only when

brain, horizontal cells connect receptors to each other.

viewed as organized, structured wholes, not when broken

down into primitive perceptual elements.


hormone
 One of the chemical messengers, manufactured and

secreted by the endocrine glands, that regulate metabolism


Gestalt therapy
 Therapy that focuses on ways to unite mind

and influence body growth, mood, and sexual characteristics.

and body to make a person whole.


hozho
 A Navajo concept referring to harmony, peace of mind,


glia
 The cells that hold neurons together and facilitate neural

goodness, ideal family relationships, beauty in arts and

transmission, remove damaged and dead neurons, and prevent

crafts, and health of body and spirit.

poisonous substances in the blood from reaching the brain.


hue
 The dimension of color space that captures the qualitative


goal-directed attention
 A determinant of why people select

experience of the color of light.

some parts of sensory input for further processing; it reflects


human behavior genetics
 The area of study that evaluates the

the choices made as a function of one’s own goals.

genetic component of individual differences in behaviors


group polarization
 The tendency for groups to make decisions

and traits.

that are more extreme than the decisions that would be


humanistic perspective
 A psychological model that emphasizes an

made by the members acting alone.

individual’s phenomenal world and inherent capacity for mak-


groupthink
 The tendency of a decision-making group to filter

ing rational choices and developing to maximum potential.

out undesirable input so that a consensus may be reached,


human-potential movement
 The therapy movement that

especially if it is in line with the leader’s viewpoint.

encompasses all those practices and methods that release the


gustation
 The sense of taste.

potential of the average human being for greater levels of

performance and greater richness of experience.


habituation
 A decrease in a behavioral response when a stimu-


hypnosis
 An altered state of awareness characterized by deep

lus is presented repeatedly.

relaxation, susceptibility to suggestions, and changes in per-


hallucination
 False perception that occurs in the absence of

ception, memory, motivation, and self-control.

objective stimulation.


hypnotizability
 The degree to which an individual is responsive


hallucinogen
 Drug that alters cognitions and perceptions and

to standardized hypnotic suggestion.

causes hallucinations.


hypochondriasis
 A disorder in which individuals are preoccu-


health
 A general condition of soundness and vigor of body and

pied with having or getting physical ailments despite reas-

mind; not simply the absence of illness or injury.

surances that they are healthy.


health promotion
 The development and implementation of


hypothalamus
 The brain structure that regulates motivated

general strategies and specific tactics to eliminate or reduce

behavior (such as eating and drinking) and homeostasis.

the risk that people will become ill.


hypothesis
 A tentative and testable explanation of the relation-


health psychology
 The field of psychology devoted to under-

ship between two (or more) events or variables; often stated

standing the ways people stay healthy, the reasons they

as a prediction that a certain outcome will result from spe-

become ill, and the ways they respond when they become ill.

cific conditions.


heredity
 The biological transmission of traits from parents to

offspring.


iconic memory
 Memory system in the visual domain that


heritability
 The

relative

influence

of

genetics—versus

allows large amounts of information to be stored for very

environment—in determining patterns of behavior.

brief durations.


heritability estimate
 A statistical estimate of the degree of in-


id
 The primitive, unconscious part of the personality that

heritance of a given trait or behavior, assessed by the degree

represents the internalization of society’s values, standards,

of similarity between individuals who vary in their extent of

and morals.

genetic similarity.


identification and recognition
 Two ways of attaching meaning


heuristic
 Cognitive strategies, or “rules of thumb,” often used

to percepts.

as shortcuts in solving a complex inferential task.


illusion
 An experience of a stimulus pattern in a manner that


hierarchy of needs
 Maslow’s view that basic human motives

is demonstrably incorrect but shared by others in the same

form a hierarchy and that the needs at each level of the hier-

perceptual environment.

archy must be satisfied before the next level can be achieved;


implicit prejudice
 Prejudice that exists outside an individual’s

these needs progress from basic biological needs to the need

conscious awareness.

for self-actualization.


implicit uses of memory
 Availability of information through


hippocampus
 The part of the limbic system that is involved in

memory processes without conscious effort to encode or

the acquisition of explicit memory.

recover information.
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imprinting
 A primitive form of learning in which some infant


intellectual disability
 Condition in which individuals have IQ

animals physically follow and form an attachment to the

scores of 70 to 75 or below and also demonstrate limitations

first moving object they see and/or hear.

in the ability to bring adaptive skills to bear on life tasks.


impulsive aggression
 Cognition-based and goal-directed ag-


intelligence
 The global capacity to profit from experience and

gression carried out with premeditated thought, to achieve

to go beyond given information about the environment.

specific aims.


intelligence quotient (IQ)
 An index derived from standardized


inattentional blindness
 People’s failure to perceive objects when

tests of intelligence; originally obtained by dividing an indi-

their attention is focused elsewhere.

vidual’s mental age by chronological age and then multiply-

ing by 100; now directly computed as an IQ test score.


incentive
 External stimulus or reward that motivates behavior

although it does not relate directly to biological needs.


interdependent construal of self
 Conceptualization of the self

as part of an encompassing social relationship; recognizing


independent construal of self
 Conceptualization of the self as

that one’s behavior is determined, contingent on, and, to a

an individual whose behavior is organized primarily by ref-

large extent organized by what the actor perceived to be the

erence to one’s own thoughts, feelings, and actions, rather

thoughts, feelings, and actions of others.

than by reference to the thoughts, feelings, and actions of

others.


internal consistency
 A measure of reliability; the degree to

which a test yields similar scores across its different parts,


independent variable
 In an experimental setting, a variable that

such as odd versus even items.

the researcher manipulates with the expectation of having

an impact on values of the dependent variable.


internalization
 According to Vygotsky, the process through

which children absorb knowledge from the social context.


inductive reasoning
 A form of reasoning in which a conclusion

is made about the probability of some state of affairs, based


interneuron
 Brain neuron that relays messages from sensory

on the available evidence and past experience.

neurons to other interneurons or to motor neurons.


infant-directed speech
 A form of speech addressed to infants


intimacy
 The capacity to make a full commitment—sexual,

that includes slower speed, distinctive intonation, and struc-

emotional, and moral—to another person.

tural simplifications.


introspection
 Individuals’ systematic examination of their own


inference
 Missing information filled in on the basis of a sample

thoughts and feelings.

of evidence or on the basis of prior beliefs and theories.


ion channel
 A portion of neurons’ cell membranes that selec-


inferential statistics
 Statistical procedures that allow research-

tively permits certain ions to flow in and out.

ers to determine whether the results they obtain support

their hypotheses or can be attributed just to chance variation.


James–Lange theory of emotion
 A peripheral-feedback theory


informational influence
 Group effects that arise from individu-

of emotion stating that an eliciting stimulus triggers a behav-

als’ desire to be correct and right and to understand how

ioral response that sends different sensory and motor feed-

best to act in a given situation.

back to the brain and creates the feeling of a specific emotion.


informed consent
 The process through which individuals are


job burnout
 The syndrome of emotional exhaustion, deperson-

informed about experimental procedures, risks, and ben-

alization, and reduced personal accomplishment, often ex-

efits before they provide formal consent to become research

perienced by workers in high-stress jobs.

participants.


judgment
 The process by which people form opinions, reach


in-group
 A group with which people identify as members.

conclusions, and make critical evaluations of events and


in-group bias
 People’s tendency to favor members of their own

people based on available material; also, the product of the

group over members of other groups.

mental activity.


inhibitory input
 Information entering a neuron that signals it


just noticeable difference (JND)
 The smallest difference be-

not to fire.

tween two sensations that allows them to be discriminated.


insanity
 The legal (not clinical) designation for the state of an

individual judged to be legally irresponsible or incompetent.


kinesthetic sense
 The sense concerned with bodily position


insight
 Circumstances of problem solving in which solutions

and movement of the body parts relative to one another.

suddenly come to mind.


insight therapy
 A technique by which the therapist guides a pa-


language-making capacity
 The innate guidelines or operat-

tient toward discovering insights between present symptoms

ing principles that children bring to the task of learning a

and past origins.

language.


insomnia
 The chronic inability to sleep normally; symptoms


language production
 What people say, sign, and write, as well

include difficulty in falling asleep, frequent waking, inability

as the processes they go through to produce these messages.

to return to sleep, and early-morning awakening.


latent content
 In Freudian dream analysis, the hidden meaning


instinct
 Preprogrammed tendency that is essential to a species’s

of a dream.

survival.


law of effect
 A basic law of learning that states that the power


instinctual drift
 The tendency for learned behavior to drift

of a stimulus to evoke a response is strengthened when the

toward instinctual behavior over time.

response is followed by a reward and weakened when it is

not followed by a reward.


instrumental aggression
 Cognition-based and goal-directed

aggression carried out with premeditated thought, to achieve


learned helplessness
 A general pattern of nonresponding

specific aims.

in the presence of noxious stimuli that often follows after
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an organism has previously experienced noncontingent,


mean
 The arithmetic average of a group of scores; the most

inescapable aversive stimuli.

commonly used measure of central tendency.


learning
 A process based on experience that results in a rela-


measure of central tendency
 A statistic, such as a mean, me-

tively permanent change in behavior or behavioral potential.

dian, or mode, that provides one score as representative of a

set of observations.


learning disorder
 A disorder defined by a large discrep-

ancy between individuals’ measured IQ and their actual


measure of variability
 A statistic, such as a range or standard

performance.

deviation, that indicates how tightly the scores in a set of

observations cluster together.


learning-performance distinction
 The difference between what

has been learned and what is expressed in overt behavior.


median
 The score in a distribution above and below which lie

50 percent of the other scores; a measure of central tendency.


lens
 The flexible tissue that focuses light on the retina.


meditation
 A form of consciousness alteration designed to


lesion
 Injury to or destruction of brain tissue.

enhance self-knowledge and well-being through reduced


levels-of-processing theory
 A theory that suggests that the

self-awareness.

deeper the level at which information was processed, the


medulla
 The region of the brain stem that regulates breathing,

more likely it is to be retained in memory.

waking, and heartbeat.


libido
 The psychic energy that drives individuals toward sen-


memory
 The mental capacity to encode, store, and retrieve

sual pleasures of all types, especially sexual ones.

information.


life-change unit (LCU)
 In stress research, the measure of the


menarche
 The onset of menstruation.

stress levels of different types of changes experienced during

a given period.


mental age
 In Binet’s measure of intelligence, the age at which

a child is performing intellectually, expressed in terms of


lightness constancy
 The tendency to perceive the whiteness,

the average age at which normal children achieve a particu-

grayness, or blackness of objects as constant across changing

lar score.

levels of illuminations.


mental set
 The tendency to respond to a new problem in the


limbic system
 The region of the brain that regulates emotional

manner used to respond to a previous problem.

behavior, basic motivational urges, and memory, as well as

major physiological functions.


meta-analysis
 A statistical technique for evaluating hypotheses

by providing a formal mechanism for detecting the general


linguistic relativity
 The hypothesis that the structure of the

conclusions found in data from many different experiments.

language an individual speaks has an impact on the way in

which that individual thinks about the world.


metamemory
 Implicit or explicit knowledge about memory abili-

ties and effective memory strategies; cognition about memory.


locus of control
 People’s general expectancy about the extent to

which the rewards they obtain are contingent on their own


mirror neuron
 Neuron that responds when an individual

actions or on environmental factors.

observes another individual performing a motor action.


longitudinal design
 A research design in which the same partic-


mnemonic
 Strategy or device that uses familiar information

ipants are observed repeatedly, sometimes over many years.

during the encoding of new information to enhance subse-

quent access to the information in memory.


long-term memory (LTM)
 Memory processes associated with

the preservation of information for retrieval at any later time.


mode
 The score appearing most frequently in a set of observa-

tions; a measure of central tendency.


loudness
 A perceptual dimension of sound influenced by the

amplitude of a sound wave; sound waves in large amplitudes


monocular depth cue
 Depth cue that uses information from

are generally experienced as loud and those with small am-

only one eye.

plitudes as soft.


mood disorder
 A mood disturbance such as severe depression


lucid dreaming
 The theory that conscious awareness of dream-

or depression alternating with mania.

ing is a learnable skill that enables dreamers to control the


morality
 A system of beliefs and values that ensures that indi-

direction and content of their dreams.

viduals will keep their obligations to others in society and

will behave in ways that do not interfere with the rights and

interests of others.


magnetic resonance imaging (MRI)
 A technique for brain imag-

ing that scans the brain using magnetic fields and radio waves.


motion parallax
 A source of information about depth in which

the relative distances of objects from a viewer determine the


major depressive disorder
 A mood disorder characterized by

amount and direction of their relative motion in the retinal

intense feelings of depression over an extended time, with-

image.

out the manic high phase of bipolar depression.


motivation
 The process of starting, directing, and maintaining


manic episode
 A component of bipolar disorder characterized

physical and psychological activities; includes mechanisms

by periods of extreme elation, unbounded euphoria without

involved in preferences for one activity over another and the

sufficient reason, and grandiose thoughts or feelings about

vigor and persistence of responses.

personal abilities.


motor cortex
 The region of the cerebral cortex that controls the


manifest content
 In Freudian dream analysis, the surface con-

action of the body’s voluntary muscles.

tent of a dream, which is assumed to mask the dream’s actual

meaning.


motor neuron
 Neuron that carries messages away from the

central nervous system toward the muscles and glands.


maturation
 The continuing influence of heredity through-

out development, the age-related physical and behavioral


myelin sheath
 Insulating material that surrounds axons and

changes characteristic of a species.

increases the speed of neural transmission.
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narcolepsy
 A sleep disorder characterized by an irresistible


observer bias
 The distortion of evidence because of the per-

compulsion to sleep during the daytime.

sonal motives and expectations of the viewer.


natural selection
 Darwin’s theory that favorable adaptations to


obsessive-compulsive disorder (OCD)
 A mental disorder char-

features of the environment allow some members of a spe-

acterized by obsessions—recurrent thoughts, images, or

cies to reproduce more successfully than others.

impulses that recur or persist despite efforts to suppress

them—and compulsions—repetitive, purposeful acts per-


naturalistic observation
 A research technique in which unob-

formed according to certain rules or in a ritualized manner.

trusive observations are made of behaviors that occur in

natural environments.


occipital lobe
 Rearmost region of the brain; contains primary

visual cortex.


need for achievement (n Ach)
 An assumed basic human need to

strive for achievement of goals that motivates a wide range


olfaction
 The sense of smell.

of behavior and thinking.


olfactory bulb
 The center where odor-sensitive receptors send


negative punishment
 A behavior is followed by the removal

their signals, located just below the frontal lobes of the cortex.

of an appetitive stimulus, decreasing the probability of that


operant
 Behavior emitted by an organism that can be char-

behavior.

acterized in terms of the observable effects it has on the


negative reinforcement
 A behavior is followed by the removal

environment.

of an aversive stimulus, increasing the probability of that


operant conditioning
 Learning in which the probability of a

behavior.

response is changed by a change in its consequences.


neurogenesis
 The creation of new neurons.


operant extinction
 When a behavior no longer produces pre-


neuromodulator
 Any substance that modifies or modulates the

dictable consequences, it returns to the level of occurrence it

activities of the postsynaptic neuron.

had before operant conditioning.


neuron
 A cell in the nervous system specialized to receive, pro-


operational definition
 A definition of a variable or condition in

cess, and/or transmit information to other cells.

terms of the specific operation or procedure used to deter-


neuroscience
 The scientific study of the brain and of the links

mine its presence.

between brain activity and behavior.


opponent-process theory
 The theory that all color experiences


neurotic disorder
 Mental disorder in which a person does not

arise from three systems, each of which includes two

have signs of brain abnormalities and does not display grossly

“opponent” elements (red versus green, blue versus yellow,

irrational thinking or violate basic norms but does experi-

and black versus white).

ence subjective distress; a category dropped from DSM-III
 .


optic nerve
 The axons of the ganglion cells that carry informa-


neurotransmitter
 Chemical messenger released from a neuron

tion from the eye toward the brain.

that crosses the synapse from one neuron to another, stimu-


organizational psychologist
 Psychologist who studies various

lating the postsynaptic neuron.

aspects of the human work environment, such as commu-


nightmare
 A frightening dream that usually wakes up the

nication among employees, socialization or enculturation of

sleeper.

workers, leadership, job satisfaction, stress and burnout, and

overall quality of life.


nonconscious
 Not typically available to consciousness or

memory.


out-group
 A group with which people do not identify.


non-REM (NREM) sleep
 The period during which a sleeper


overregularization
 A grammatical error, usually appearing

does not show rapid eye movement; characterized by less

during early language development, in which rules of the

dream activity than during REM sleep.

language are applied too widely, resulting in incorrect

linguistic forms.


norm
 Standard based on measurement of a large group of

people; used for comparing the scores of an individual with

those of others within a well-defined group.


pain
 The body’s response to noxious stimuli that are intense


norm crystallization
 The convergence of the expectations of a

enough to cause, or threaten to cause, tissue damage.

group of individuals into a common perspective as they talk


panic disorder
 An anxiety disorder in which sufferers experi-

and carry out activities together.

ence unexpected, severe panic attacks that begin with a feel-


normal curve
 The symmetrical curve that represents the dis-

ing of intense apprehension, fear, or terror.

tribution of scores on many psychological attributes; allows


parallel processes
 Two or more mental processes that are car-

researchers to make judgments of how unusual an observa-

ried out simultaneously.

tion or result is.


parasympathetic division
 The subdivision of the autonomic


normative influence
 Group effects that arise from individuals’

nervous system that monitors the routine operation of the

desire to be liked, accepted, and approved of by others.

body’s internal functions and conserves and restores body


normative investigation
 Research effort designed to describe

energy.

what is characteristic of a specific age or developmental stage.


parental investment
 The time and energy parents must spend

raising their offspring.


object permanence
 The recognition that objects exist indepen-


parenting style
 The manner in which parents rear their children;

dently of an individual’s action or awareness; an important

an authoritative parenting style, which balances demanding-

cognitive acquisition of infancy.

ness and responsiveness, is seen as the most effective.


observational learning
 The process of learning new responses


parietal lobe
 Region of the brain behind the frontal lobe and

by watching the behavior of another.

above the lateral fissure; contains somatosensory cortex.
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partial reinforcement effect
 The behavioral principle that states


physical development
 The bodily changes, maturation, and

that responses acquired under intermittent reinforcement

growth that occur in an organism starting with conception

are more difficult to extinguish than those acquired with

and continuing across the life span.

continuous reinforcement.


physiological dependence
 The process by which the body be-


participant modeling
 A therapeutic technique in which a ther-

comes adjusted to or dependent on a drug.

apist demonstrates the desired behavior and a client is aided,


pitch
 Sound quality of highness or lowness; primarily depen-

through supportive encouragement, to imitate the modeled

dent on the frequency of the sound wave.

behavior.


pituitary gland
 Located in the brain, the gland that secretes


pastoral counselor
 A member of a religious order who

growth hormone and influences the secretion of hormones

specializes in the treatment of psychological disorders, often

by other endocrine glands

combining spirituality with practical problem solving.


place theory
 The theory that different frequency tones produce


patient
 The term used by those who take a biomedical

maximum activation at different locations along the basilar

approach to the treatment of psychological problems to

membrane, with the result that pitch can be coded by the

describe the person being treated.

place at which activation occurs.


perceived control
 The belief that one has the ability to make a


placebo control
 An experimental condition in which treatment

difference in the course of the consequences of some event

is not administered; it is used in cases where a placebo effect

or experience; often helpful in dealing with stressors.

might occur.


perception
 The processes that organize information in the


placebo effect
 A change in behavior in the absence of an ex-

sensory image and interpret it as having been produced

perimental manipulation.

by properties of objects or events in the external, three-


placebo therapy
 A therapy interdependent of any specific clini-

dimensional world.

cal procedures that results in client improvement.


perceptual constancy
 The ability to retain an unchanging per-


plasticity
 Changes in the performance of the brain; may involve

cept of an object despite variations in the retinal image.

the creation of new synapses or changes in the function of


perceptual organization
 The processes that put sensory infor-

existing synapses.

mation together to give the perception of a coherent scene


polygenic trait
 Characteristic that is influenced by more than

over the whole visual field.

one gene.


peripheral nervous system (PNS)
 The part of the nervous sys-


pons
 The region of the brain stem that connects the spinal cord

tem composed of the spinal and cranial nerves that connect

with the brain and links parts of the brain to one another.

the body’s sensory receptors to the CNS and the CNS to the

muscles and glands.


population
 The entire set of individuals to which generaliza-

tions will be made based on an experimental sample.


personality
 The psychological qualities of an individual that in-

fluence a variety of characteristic behavior patterns across


positive psychology
 A movement within psychology that ap-

different situations and over time.

plies research to provide people with the knowledge and


personality disorder
 A chronic, inflexible, maladaptive pat-

skills that allow them to experience fulfilling lives.

tern of perceiving, thinking, and behaving that seriously


positive punishment
 A behavior is followed by the presentation

impairs an individual’s ability to function in social or other

of an aversive stimulus, decreasing the probability of that

settings.

behavior.


personality inventory
 A self-report questionnaire used for


positive reinforcement
 A behavior is followed by the presenta-

personality assessment that includes a series of items about

tion of an appetitive stimulus, increasing the probability of

personal thoughts, feelings, and behaviors.

that behavior.


persuasion
 Deliberate efforts to change attitudes.


positron emission tomography (PET) scan
 Brain image pro-


phenotype
 The observable characteristics of an organism,

duced by a device that obtains detailed pictures of activity

resulting from the interaction between the organism’s

in the living brain by recording the radioactivity emitted by

genotype and its environment.

cells during different cognitive or behavioral activities.


pheromone
 Chemical signal released by an organism to com-


posttraumatic stress disorder (PTSD)
 An anxiety disorder char-

municate with other members of the species; pheromones

acterized by the persistent reexperience of traumatic events

often serve as long-distance sexual attractors.

through distressing recollections, dreams, hallucinations, or


phi phenomenon
 The simplest form of apparent motion, the

dissociative flashbacks; develops in response to rapes, life-

movement illusion in which one or more stationary lights

threatening events, severe injury, and natural disasters.

going on and off in succession are perceived as a single


preconscious memory
 Memory that is not currently conscious but

moving light.

that can easily be called into consciousness when necessary.


phobia
 A persistent and irrational fear of a specific object,


prefrontal lobotomy
 An operation that severs the nerve fibers

activity, or situation that is excessive and unreasonable,

connecting the frontal lobes of the brain with the dienceph-

given the reality of the threat.

alon, especially those fibers in the thalamic and hypotha-


phoneme
 Minimal unit of speech in any given language that

lamic areas; best known form of psychosurgery.

makes a meaningful difference in speech and production


prejudice
 A learned attitude toward a target object, involving

and reception; ; r
 and l
 are two distinct phonemes in English

negative affect (dislike or fear), negative beliefs (stereotypes)

but variations of one in Japanese.

that justify the attitude, and a behavioral intention to avoid,


photoreceptor
 Receptor cell in the retina that is sensitive to light.

control, dominate, or eliminate the target object.
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primacy effect
 Improved memory for items at the start of a list.


psychological assessment
 The use of specified procedures to eval-

uate the abilities, behaviors, and personal qualities of people.


primary reinforcer
 Biologically determined reinforcer, such as

food and water.


psychological dependence
 The psychological need or craving

for a drug.


priming
 In the assessment of implicit memory, the advantage

conferred by prior exposure to a word or situation.


psychological diagnosis
 The label given to psychological abnor-

mality by classifying and categorizing the observed behavior


proactive interference
 Circumstances in which past memo-

pattern into an approved diagnostic system.

ries make it more difficult to encode and retrieve new

information.


psychology
 The scientific study of the behavior of individuals

and their mental processes.


problem solving
 Thinking that is directed toward solving spe-

cific problems and that moves from an initial state to a goal


psychometric function
 A graph that plots the percentage of

state by means of a set of mental operations.

detections of a stimulus (on the vertical axis) for each stimu-

lus intensity on the horizontal positions of corresponding


problem space
 The elements that make up a problem: the ini-

images in the two eyes.

tial state, the incomplete information or unsatisfactory

conditions the person starts with; the goal state, the set of


psychometrics
 The field of psychology that specializes in men-

information or state the person wishes to achieve; and the

tal testing.

set of operations, the steps the person takes to move from


psychoneuroimmunology
 The research area that investigates

the initial state to the goal state.

interactions between psychological processes, such as re-

sponses to stress, and the functions of the immune system.


procedural memory
 Memory for how things get done; the

way perceptual, cognitive, and motor skills are acquired,


psychopathological functioning
 Disruptions in emotional, be-

retained, and used.

havioral, or thought processes that lead to personal distress

or block one’s ability to achieve important goals.


projective test
 A method of personality assessment in which an

individual is presented with a standardized set of ambigu-


psychopharmacology
 The branch of psychology that investi-

ous, abstract stimuli and asked to interpret their meanings;

gates the effects of drugs on behavior.

the individual’s responses are assumed to reveal inner feel-


psychophysics
 The study of the correspondence between physi-

ings, motives, and conflicts.

cal simulation and psychological experience.


prosocial behavior
 Behavior that is carried out with the goal of


psychosocial stage
 Proposed by Erik Erikson, one of the succes-

helping other people.

sive developmental stages that focus on an individual’s ori-


prototype
 The most representative example of a category.

entation toward the self and others; these stages incorporate

both the sexual and social aspects of a person’s developmen-


proximal stimulus
 The optical image on the retina; contrasted

tal and the social conflicts that arise from the interaction

with the distal stimulus, the physical object in the world.

between the individual and the social environment.


psychiatrist
 An individual who has obtained an MD degree and


psychosomatic disorder
 Physical disorder aggravated by or pri-

also has completed postdoctoral specialty training in mental

marily attributable to prolonged emotional stress or other

and emotional disorders; a psychiatrist may prescribe medi-

psychological causes.

cations for the treatment of psychological disorders.


psychosurgery
 A surgical procedure performed on brain tissue


psychic determinism
 The assumption that mental and behav-

to alleviate a psychological disorder.

ioral reactions are determined by previous experiences.


psychotherapy
 Any of a group of therapies, used to treat


psychoactive drug
 Chemical that affects mental processes and

psychological disorders, that focus on changing faulty

behavior by temporarily changing conscious awareness of

behaviors, thoughts, perceptions, and emotions that may be

reality.

associated with specific disorders.


psychoanalysis
 The form of psychodynamic therapy developed


psychotic disorder
 Severe mental disorder in which a per-

by Freud; an intensive prolonged technique for exploring

son experiences impairments in reality testing manifested

unconscious motivations and conflicts in neurotic, anxiety-

through thought, emotional, or perceptual difficulties; no

ridden individuals.

longer used as diagnostic category after DSM–III
 .


psychoanalyst
 An individual who has earned either a PhD or


puberty
 The process through which sexual maturity is attained.

an MD degree and has completed postgraduate training in


punisher
 Any stimulus that, when made contingent on a

the Freudian approach to understanding and treating men-

response, decreases the probability of that response.

tal disorders.


pupil
 The opening at the front of the eye through which light


psychobiography
 The use of psychological (especially person-

passes.

ality) theory to describe and explain an individual’s course

through life.


psychodynamic personality theory
 Theory of personality that


racism
 Discrimination against people based on their skin color

shares the assumption that personality is shaped by and be-

or ethnic heritage.

havior is motivated by inner forces.


random assignment
 A procedure by which participants have an


psychodynamic perspective
 A psychological model in which

equal likelihood of being assigned to any condition within

behavior is explained in terms of past experiences and

an experiment.

motivational forces; actions are viewed as stemming from


random sampling
 A procedure that ensures that every member

inherited instincts, biological drives, and attempts to resolve

of a population has an equal likelihood of participating in an

conflicts between personal needs and social requirements.

experiment.


G-12


Glossary



range
 The difference between the highest and the lowest scores


repression
 The basic defense mechanism by which painful

in a set of observations; the simplest measure of variability.

or guilt-producing thoughts, feelings, or memories are

excluded from conscious awareness.


rapid eye movement (REM)
 A behavioral sign of the phase of

sleep during which the sleeper is likely to be experiencing


resistance
 The inability or unwillingness of a patient in psycho-

dreamlike mental activity.

analysis to discuss certain ideas, desires, or experiences.


rational-emotive therapy (RET)
 A comprehensive system of


response bias
 The systematic tendency as a result of nonsen-

personality change based on changing irrational beliefs that

sory factors for an observer to favor responding in a particu-

cause undesirable, highly charged emotional reactions such

lar way.

as severe anxiety.


resting potential
 The polarization of cellular fluid within a


reasoning
 The process of thinking in which conclusions are

neuron, which provides the capability to produce an action

drawn from a set of facts; thinking directed toward a given

potential.

goal or objective.


reticular formation
 The region of the brain stem that alerts the


recall
 A method of retrieval in which an individual is required

cerebral cortex to incoming sensory signals and is responsi-

to reproduce the information previously presented.

ble for maintaining consciousness and awakening from sleep.


recency effect
 Improved memory for items at the end of a list.


retina
 The layer at the back of the eye that contains photore-

ceptors and converts light energy to neutral responses.


receptive field
 The area of the visual field to which a neuron in

the visual system responds.


retinal disparity
 The displacement between the horizontal

positions of corresponding images in the two eyes.


reciprocal altruism
 The idea that people perform altruistic

behaviors because they expect that others will perform


retrieval
 The recovery of stored information from memory.

altruistic behaviors for them in turn.


retrieval cue
 Internally or externally generated stimulus avail-


reciprocal determinism
 A concept of Albert Bandura’s social-

able to help with the retrieval of a memory.

learning theory that refers to the notion that a complex re-


retroactive interference
 Circumstances in which the formation

ciprocal interaction exists among the individual, his or her

of new memories makes it more difficult to recover older

behavior, and environmental stimuli and that each of these

memories.

components affects the others.


retrograde amnesia
 An inability to retrieve memories from the


reciprocity norm
 Expectation that favors will be returned—if

time before physical damage to the brain.

someone does something for another person, that person


rod
 One of the photoreceptors concentrated in the periphery

should do something in return.

of the retina that is most active in dim illumination; rods do


recognition
 A method of retrieval in which an individual is re-

not produce sensation of color.

quired to identify stimuli as having been experienced before.


rule
 Behavioral guideline for acting in a certain way in a


reconstructive memory
 The process of putting information

certain situation.

together based on general types of stored knowledge in the

absence of a specific memory representation.


sample
 A subset of a population selected as participants in an


reflex
 An unlearned response elicited by specific stimuli that

experiment.

have biological relevance for an organism.


saturation
 The dimension of color space that captures the


refractory period
 The period of rest during which a new nerve

purity and vividness of color sensations.

impulse cannot be activated in a segment of an axon.


schedule of reinforcement
 In operant conditioning, a pattern of


reinforcement contingency
 A consistent relationship between

delivering and withholding reinforcement.

a response and the changes in the environment that it


schema
 General conceptual framework, or cluster of knowl-

produces.

edge, regarding objects, people, and situations; knowledge


reinforcer
 Any stimulus that, when made contingent on a

package that encodes generalizations about the structure of

response, increases the probability of that response.

the environment.


relaxation response
 A condition in which muscle tension, cor-


scheme
 Piaget’s term for a cognitive structure that develops as

tical activity, heart rate, and blood pressure decrease and

infants and young children learn to interpret the world and

breathing slows.

adapt to their environment.


reliability
 The degree to which a test produces similar scores


schizophrenic disorder
 Severe form of psychopathology char-

each time it is used; stability or consistency of the scores

acterized by the breakdown of integrated personality func-

produced by an instrument.

tioning, withdrawal from reality, emotional distortions, and


repetitive transcranial magnetic stimulation (rTMS)
 A tech-

disturbed thought processes.

nique for producing temporary inactivation of brain areas


scientific method
 The set of procedures used for gathering and

using repeated pulses of magnetic stimulation.

interpreting objective information in a way that minimizes


representative sample
 A subset of a population that closely

error and yields dependable generalizations.

matches the overall characteristics of the population with


selective optimization with compensation
 A strategy for suc-

respect to the distribution of males and females, racial and

cessful aging in which one makes the most gains while mini-

ethnic groups, and so on.

mizing the impact of losses that accompany normal aging.


representativeness heuristic
 A cognitive strategy that assigns


self-actualization
 A concept in personality psychology referring

an object to a category on the basis of a few characteristics

to a person’s constant striving to realize his or her potential

regarded as representative of that category.

and to develop inherent talents and capabilities.
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self-concept
 A person’s mental model of his or her typical


shaping by successive approximations
 A behavioral method that

behaviors and unique qualities.

reinforces responses that successively approximate and ulti-

mately match the desired response.


self-efficacy
 The set of beliefs that one can perform adequately

in a particular situation.


short-term memory (STM)
 Memory processes associated with


self-esteem
 A generalized evaluative attitude toward the self

preservation of recent experiences and with retrieval of in-

that influences both moods and behavior and that exerts a

formation from long-term memory; short-term memory is

powerful effect on a range of personal and social behaviors.

of limited capacity and stores information for only a short

length of time without rehearsal.


self-fulfilling prophecy
 A prediction made about some future

behavior or event that modifies interactions so as to produce


signal detection theory
 A systematic approach to the problem

what is expected.

of response bias that allows an experimenter to identify and

separate the roles of sensory stimuli and the individual’s cri-


self-handicapping
 The process of developing, in anticipation of

terion level in producing the final response.

failure, behavioral reactions and explanations that minimize

ability deficits as possible attributions for the failure.


significant difference
 A difference between experimental

groups or conditions that would have occurred by chance


self-perception theory
 The idea that people observe themselves

less than an accepted criterion; in psychology, the criterion

to figure out the reasons they act as they do; people infer

most often used is a probability of less than 5 times out of

what their internal states are by perceiving how they are act-

100, or p
 .05.

ing in a given situation.


size constancy
 The ability to perceive the true size of an object


self-report measure
 A self-behavior that is identified through a

despite variations in the size of its retinal image.

participant’s own observations and reports.


self-serving bias
 An attributional bias in which people tend to


sleep apnea
 A sleep disorder of the upper respiratory system

take credit for their successes and deny responsibility for

that causes the person to stop breathing while asleep.

their failures.


sleep terrors
 Episodes in which sleepers wake up suddenly in


semantic memory
 Generic, categorical memory, such as the

an extreme state of arousal and panic.

meaning of words and concepts.


social categorization
 The process by which people organize the


sensation
 The process by which stimulation of a sensory

social environment by categorizing themselves and others

receptor gives rise to neutral impulses that result in an

into groups.

experience, or awareness, of conditions inside or outside


social cognition
 The process by which people select, interpret,

the body.

and remember social information.


sensitization
 An increase in behavioral response when a stimu-


social development
 The ways in which individuals’ social inter-

lus is presented repeatedly.

actions and expectations change across the life span.


sensory adaptation
 A phenomenon in which receptor cells


social learning theory
 The learning theory that stresses the role

lose their power to respond after a period of unchanged

of observation and the imitation of behaviors observed in

stimulation; allows a more rapid reaction to new sources of

others.

information.


social norm
 The expectation a group has for its mem-


sensory neuron
 Neuron that carries messages from sense

bers regarding acceptable and appropriate attitudes and

receptors toward the central nervous system.

behaviors.


sensory receptor
 Specialized cell that converts physical sig-


social perception
 The process by which a person comes to

nals into cellular signals that are processed by the nervous

know or perceive the personal attributes.

system.


social phobia
 A persistent, irrational fear that arises in antici-


serial position effect
 A characteristic of memory retrieval in

pation of a public situation in which an individual can be

which the recall of beginning and end items on a list is often

observed by others.

better than recall of items appearing in the middle.


social psychology
 The branch of psychology that studies the


serial processes
 Two or more mental processes that are carried

effect of social variables on individual behavior, attitudes,

out in order, one after the other.

perceptions, and motives; also studies group and intergroup


set
 A temporary readiness to perceive or react to a stimulus in

phenomena.

a particular way.


social role
 A socially defined pattern of behavior that is expected


sex chromosome
 Chromosome that contains the genes that

of a person who is functioning in a given setting or group.

code for the development of male or female characteristics.


social support
 Resources, including material aid, socioemo-


sex difference
 One of the biologically based characteristics that

tional support, and informational aid, provided by others to

distinguish males from females.

help a person cope with stress.


sexism
 Discrimination against people because of their sex.


socialization
 The lifelong process whereby an individual’s


sexual arousal
 The motivational state of excitement and ten-

behavioral patterns, values, standards, skills, attitudes, and

sion brought about by physiological and cognitive reactions

motives are shaped to conform to those regarded as desir-

to erotic stimuli.

able in a particular society.


sexual script
 Socially learned program of sexual responsiveness.


sociobiology
 A field of research that focuses on evolutionary


shape constancy
 The ability to perceive the true shape of an

explanations for the social behavior and social systems of

object despite variations in the size of the retinal image.

humans and other animal species.
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sociocultural perspective
 The psychological perspective that


stress moderator variable
 Variable that changes the impact of a

focuses on cross-cultural differences in the causes and con-

stressor on a given type of stress reaction.

sequences of behavior.


stressor
 An internal or external event or stimulus that induces


soma
 The cell body of a neuron, containing the nucleus and

stress.

cytoplasm.


structuralism
 The study of the structure of mind and behavior;


somatic nervous system
 The subdivision of the peripheral ner-

the view that all human mental experience can be under-

vous system that connects the central nervous system to the

stood as a combination of simple elements or events.

skeletal muscles and skin.


subjective well-being
 Individuals’ overall evaluation of life sat-


somatization disorder
 A disorder characterized by unexplained

isfaction and happiness.

physical complaints in several categories over many years.


superego
 The aspect of personality that represents the internal-


somatoform disorder
 A disorder in which people have physi-

ization of society’s values, standards, and morals.

cal illnesses or complaints that cannot be fully explained by


sympathetic division
 The subdivision of the autonomic ner-

actual medical conditions.

vous system that deals with emergency response and the


somatosensory cortex
 The region of the parietal lobes that pro-

mobilization of energy.

cesses sensory input from various body areas.


synapse
 The gap between one neuron and another.


somnambulism
 A disorder that causes sleepers to leave their


synaptic transmission
 The relaying information from one neu-

beds and wander while still remaining asleep; also known as

ron to another across the synaptic gap.

sleepwalking.


systematic desensitization
 A behavioral therapy technique in


sound localization
 The auditory processes that allow the spatial

which a client is taught to prevent the arousal of anxiety by

origins of environmental sounds.

confronting the feared stimulus while relaxed.


specific phobia
 Phobia that occurs in response to a specific

type of object or situation.


taste-aversion learning
 A biological constraint on learning in


spontaneous recovery
 The reappearance of an extinguished

which an organism learns in one trial to avoid a food whose

conditioned response after a rest period.

ingestion is followed by illness.


spontaneous-remission effect
 The improvement of some men-


temperament
 A child’s biologically based level of emotional

tal patients and clients in psychotherapy without any profes-

and behavioral response to environmental events.

sional intervention; a baseline criterion against which the


temporal distinctiveness
 The extent to which a particular item

effectiveness of therapies must be assessed.

stands out from or is distinct from other items in time.


standard deviation (SD)
 The average difference of a set of


temporal lobe
 Region of the brain found below the lateral fis-

scores from their mean; a measure of variability.

sure; contains auditory cortex.


standardization
 A set of uniform procedures for treating each


tend-and-befriend response
 A response to stressors that is

participant in a test, interview, or experiment, or for record-

hypothesized to be typical for females; stressors prompt

ing data.

females to protect their offspring and join social groups to


stereotype
 Generalization about a group of people in which the

reduce vulnerability.

same characteristics are assigned to all members of a group.


teratogen
 Environmental factors such as diseases and drugs


stereotype threat
 The threat associated with being at risk for

that cause structural abnormalities in a developing fetus.

confirming a negative stereotype of one’s group.


terminal button
 A bulblike structure at the branched


stigma
 The negative reaction of people to an individual or

ending of an axon that contains vesicles filled with

group because of some assumed inferiority or source of dif-

neurotransmitters.

ference that is degraded.


terror management theory
 A theory proposing that self-esteem


stimulant
 Drug that causes arousal, increased activity, and

helps people cope with the inevitability of death.

euphoria.


test–retest reliability
 A measure of the correlation between the


stimulus discrimination
 A conditioning process in which an

scores of the same people on the same test given on two dif-

organism learns to respond differently to stimuli that differ

ferent occasions

from the conditioned stimulus on some dimension.


testosterone
 The male sex hormone, secreted by the testes, that


stimulus generalization
 The automatic extension of condi-

stimulates production of sperm and is also responsible for

tioned responding to similar stimuli that have never been

the development of male secondary sex characteristics.

paired with the unconditioned stimulus.


thalamus
 The brain structure that relays sensory impulses to


stimulus-driven attention
 A determinant of why people select

the cerebral cortex.

some parts of sensory input for further processing; occurs

when features of stimuli—objects in the environment—


Thematic Apperception Test (TAT)
 A projective test in which

automatically capture attention, independent of the local

pictures of ambiguous scenes are presented to an individual,

goals of a perceiver.

who is encouraged to generate stories about them.


storage
 The retention of encoded material over time.


theory
 An organized set of concepts that explains a phenom-

enon or set of phenomena.


stress
 The pattern of specific and nonspecific responses an or-

ganism makes to stimulus events that disturb its equilibrium


theory of mind
 The ability to explain and predict other people’s

and tax or exceed its ability to cope.

behavior based on an understanding of their mental states.
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think-aloud protocol
 Report made by an experimental partici-


unconditioned stimulus (UCS)
 In classical conditioning, the

pant of the mental processes and strategies he or she uses

stimulus that elicits an unconditioned response.

while working on a task.


unconscious
 The domain of the psyche that stores repressed


three-term contingency
 The means by which organisms

urges and primitive impulses.

learn that, in the presence of some stimuli but not others,

their behavior is likely to have a particular effect on the


validity
 The extent to which a test measures what it was

environment.

intended to measure.


timbre
 The dimension of auditory sensation that reflects the


variable
 In an experimental setting, a factor that varies in

complexity of a sound wave.

amount and kind.


tolerance
 A situation that occurs with continued use of a drug


variable-interval (VI) schedule
 A schedule of reinforcement

in which an individual requires greater dosages to achieve

in which a reinforcer is delivered for the first response

the same effect.

made after a variable period of time whose average is


top-down processing
 Perceptual processes in which informa-

predetermined.

tion from an individual’s past experience, knowledge, expec-


variable-ratio (VR) schedule
 A schedule of reinforcement in

tations, motivations, and background influence the way a

which a reinforcer is delivered for the first response made

perceived object is interpreted and classified.

after a variable number of responses whose average is


trait
 Enduring personal quality or attribute that influences be-

predetermined.

havior across situations.


vestibular sense
 The sense that tells how one’s own body is ori-


transduction
 Transformation of one form of energy into

ented in the world with respect to gravity.

another; for example, light is transformed into neutral


visual cortex
 The region of the occipital lobes in which visual

impulses.

information is processed.


transfer-appropriate processing
 The perspective that suggests


volley principle
 An extension of frequency theory, which pro-

that memory is best when the type of processing carried out

poses that when peaks in a sound wave come too frequently

at encoding matches the processes carried out at retrieval.

for a single neuron to fire at each peak, several neurons fire


transference
 The process by which a person in psychoanalysis

as a group at the frequency of the stimulus tone.

attaches to a therapist feelings formerly held toward some

significant person who figured into past emotional conflict.


Weber’s law
 An assertion that the size of a difference threshold


trichromatic theory
 The theory that there are three types of

is proportional to the intensity of the standard stimulus.

color receptors that produce the primary color sensations of


wellness
 Optimal health, incorporating the ability to function

red, green, and blue.

fully and actively over the physical, intellectual, emotional,


two-factor theory of emotion
 The theory that emotional experi-

spiritual, social, and environmental domains of health.

ences arise from autonomic arousal and cognitive appraisal.


Wernicke’s area
 A region of the brain that allows fluent speech


Type A behavior pattern
 A complex pattern of behaviors and

production and comprehension.

emotions that includes excessive emphasis on competition,


wisdom
 Expertise in the fundamental pragmatics of life.

aggression, impatience, and hostility; hostility increases the


within-subjects design
 A research design that uses each par-

risk of coronary heart disease.

ticipant as his or her own control; for example, the behavior


Type B behavior pattern
 As compared to Type A behavior pat-

of an experimental participant before receiving treatment

tern, a less competitive, less aggressive, less hostile pattern of

might be compared to his or her behavior after receiving

behavior and emotion.

treatment.


working memory
 A memory resource that is used to accom-


unconditional positive regard
 Complete love and acceptance of

plish tasks such as reasoning and language comprehension;

an individual by another person, such as a parent for a child,

consists of the phonological loop, visuospatial sketchpad,

with no conditions attached.

central executive, and episodic buffer.


unconditioned response (UCR)
 In classical conditioning, the re-

sponse elicited by an unconditioned stimulus without prior


zygote
 The single cell that results when a sperm fertilizes an

training or learning.

egg.
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